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Preface 
 

The Twenty–ninth Conference “Information and Communication 
Technologies and Programming – ICT&P’04 is taking place in the  
“St. St. Constantine and Elena“ resort near Varna. 

The Conference is devoted to the development of the information society 
in all fields of human activity. 

The Second special workshop on Multimedia Semantics is held within 
the framework of ICT&P’04. 

This volume contains invited talks as well as regular papers reviewed 
and accepted by the International Program Committee. 

The papers are ordered in the proceedings according to the schedule of 
presentation at the Conference. 

The proceedings volume includes also information materials about the 
Association for the Development of the Information Society and about the 
International Journal "Information Theories and Applications". 

I would like to express my gratitude to the invited speakers and to the 
authors of the others papers, presented at the Conference, as well as to the 
members of the Programme Committee. I would also like to thank all 
participants in ICT&P’04. Special thanks go to the Association for the 
Development of the Information Society and to the Institute of Mathematics 
and Informatics. 

I would like to thank Prof. Peter Stanchev for organizing the Second 
special workshop on Multimedia Semantics.  

I would also like to express my special thanks to Krassimir Markov the 
editor of the International Journal "Information Theories and Applications" 
and Krassimira Ivanova for their assistance in publishing this proceedings. 

I would like to thank all the people who undertook the hard work of 
organizing this conference, and especially Detelina Stoilova – the Secretary 
of the Organizing Committee. 

 

Petar Barnev 
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COMPUTER DEMOCRACY ― OUR NEXT STEP IN EUROPE 

T. Vámos 
Computer and Automation Research Institute, Hungarian Academy of Sciences 

H- 1111 Budapest, Lágymányosi u. 11, Hungary 
e-mail: vamos@sztaki.hu 

 
Introduction 
After about a quarter of a century of enlightened development and 

ongoing preparatory technological, scientific and political activities we are 
arrived at the realization period of the idea. The two major technological 
vehicles of progress are the World Wide Web, the most democratic 
international forum of information exchange and the advent of public key 
cryptography as a combined philosophical and practical device of individual 
integrity and collective responsibility.  

 
The two major technological vehicles 
A detailed explanation was given in detail in earlier papers and talks, 

several ones here in Bulgaria. A short summary to refresh your memory: 
 www:  
► accessible all over the world, even if it is forbidden by (the 

authorities); 
► difficult to trace the receiving user and even the dissemination origin; 
► instant information regardless of distance; 
► the creation of new groups within a global society; 
► provides a stimulus for global standards of reasonable, acceptable, 

communication among different cultures, a real global human 
society. 

 

Unfortunately as Virtue and Evil accompany all human related issues, 
we meet the Evil in: 

► terrorism, crime, populist deceptive politicians, people spreading 
hate, misleading pseudo-science; 
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► an ocean of information without reliable and well oriented browsing 
facilities; 

► the increasing orientation to business interests and not the original 
aim of free access to information. 

To combat these problems, devoted professional people have 
developed new tools for elevating the Virtues and fighting against the Evil. 
We, the scientific brotherhood are active, too. 

 

 PKC: (public key cryptography) 
► defends the individual against all kinds of mishandling of his/her 

personal data, ideas, views; 
► elevates the responsibility and self-defence of the information issuers 

by preserving an unalterable document of the originally sent 
message; 

► enables legally constituted public authorities to control malevolent 
information flow; 

► enables all active constitutional, legal players in the information flow 
to control the legal conditions;  

These two vehicles create not only technological tools for our global 
human efforts but a highly general instructive metaphor for future 
coexistence, the mutual responsibility of different people towards each other 
and their communities, i.e. a renewed and realistically establish-able New 
Agora in the Athenian, the first drafted but never substantiated democracy.  

 

The current state in Europe 
I suppose that you have some more detailed surveys on the subject 

here, at this conference or at any other meeting devoted to the subject. The 
best references are collected at the special homepage of e-government. I 
strongly recommend subscribing to this and join the group of these 
benevolent people who try to digest an immense and almost impossible 
amount of information. I am not an agent of this group but for the third year 
a happy consumer of their blessed activities and, organizational contacts. 
This helped us a lot in our successful joining process, which was celebrated 
on May 1 but prepared during the last quarter of a century. 

Indicating the headlines only: 
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► The efforts are concentrated under the project name: E-2005 
 that means a deadline ―  

●  for adopting standards for EU information; interoperation among 
the member countries. The IDA project of the EU is the main 
channel of communication, discussions and setting of standards 
based on these preparations; 

●  for standards of realization on the principles reflected in the PKC 
ideology, i.e. protection of privacy balanced against the common 
interest of public democracy and defence of both the individual 
and communities against mistreatment by terrorism, fraud and 
political adventurers; 

●  creating and distributing technology standards for all these 
purposes 

●  helping people who are handicapped in education, social 
environment or some other condition to get appropriate support 
and equal opportunities. 

► No EU country can serve as a general and completed standard due 
to the both highly different traditions of a democratic society and their 
technological status. In some countries, having a long positive 
experience in living in a people-serving and autonomous society, 
people see no problem with a more transparent system based 
primarily on a single natural identifier. This can be the normal data of 
domicile or birth register, too. In our kind of countries, people living a 
long time, i.e. centuries long, under foreign rule, consider the state 
authorities to be organizations against their civil interests, and 
traditionally regard underhand dealing as a national virtue. Therefore, 
they try to defend the individual at any cost against any imaginable 
governance intrusion.  

► The interests of individual and community protection are different and 
their common view is relative to historical age and type of political 
system. We can state a positive viewpoint: in the last fifteen years 
these relations have changed a lot, sometimes also in the minds of 
the people, especially in that of the younger generations. Technology 
and experience of protection, and of course inimical actions, have 
changed even more.  

► The EU boards have taken steps to reach a consensus, i.e. 
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appropriate standards according to the technological and 
psychological possibilities, putting in effect our common 
constitutional principles. We can learn a lot using the American 
technology and legislation experience but Europe has its own nearly 
three millennia experience of its own to reach from, sometimes more 
tragic, sometimes more human. 

► The EU Constitution has accepted currently sets out the general 
principles outlined in the PKC ideology. Relevant additions should be 
the separation of personal identification and other data, having a 
virtual envelop and opening operation. All actions should be 
registered in a no erasable and no alterable way, monitored by 
legally elected, independent, responsible bodies. All data unifications 
should be erased after the action, except the result and the record of 
the action. All kinds of these data procedures should be permitted by 
the individuals concerned and communicated to them but the actions 
of legal authorities (prosecutors and courts) should be carried out 
under well-controlled legal conditions (e.g. communication of the 
action only and not the result, time limits for action and secrecy, 
notification of people for whom the action and the data should be 
opened or closed). 

 

The Hungarian story and experience 
The present Hungarian practice is one of the most rigorous in Europe 

forbidding all kinds of data unifications except those based on prosecutor’s 
or court’s decisions. The previous system of a personal identifier (an 11 digit 
string composed of gender and birth data and a four digit zip code) was 
abolished though hidden in some way until now by certain authorities. A set 
of three different and not unified codes was legalized: one for domicile 
registry (2 characters, 6 digits), one for taxation (10 digits) and one for social 
security (9 digits). All these happened nearly fifteen years ago, immediately 
after the fall of the uncontrolled police control system and at a time of very 
low-level civilian computer usage. The international state of legislative and 
cryptographic practice was lower by an order of magnitude and not only the 
US but the whole world lived before the drama of Sept. 11th and the massive 
experience of hacker and virus creating operations.  

Electronic signature is generally not used though it is legislated. The 
reason, similar to the general European experience, is the exclusive 
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financial condition: groups receiving the authorization power would like to 
receive high profits and for justification they started or demanded immense 
investments for explosion safe buildings, hardware and software systems, 
all separate for different purposes. The obsolete legislative situation and the 
particular interests of the different political groups and authorities supported 
these exaggerated demands.  

We have now arrived at a point of almost general consensus for a 
revision of the early nineties’ views and the introduction of current 
algorithmic software tools. Possessing an excellent school of algorithmic 
procedures and probability theory we are ready to create a highly safe 
system. I refer to the schools of Rényi (our academic institute of 
mathematics recently adopted the name of Rényi) and Erdős.  

 

Politics and science 
Unfortunately, any kind of legislative action largely depends on mostly 

unintelligent, corrupt, malevolent, erratic politicians and their sycophants in 
dependent positions. In addition the situation in the daily press is 
submerging into a tabloid level, even the broadsheet newspapers are more 
and more interested in scandals and sensational news. 

We proposed and partly realized a common effort of all sensible decision 
makers to unify our forces in a reasonable and given solution. Three 
branches of the government worked or shifted work and related financial 
responsibly to each other in the fuzzy channels of bureaucracy. The best 
educated and experienced, benevolent civil servants stood frustrated within 
the whirl of irresponsible politics. 

The Academy of Sciences, being a partly independent and respectful 
body tries to convince the responsible decision making persons to consider 
national interest as a higher principle than their own financial and power 
involvement. The Committee, appointed by the President of the Academy 
includes outstanding personalities in the legal, social, computer related 
sciences, senior figures of our information history and the Ombudsman of 
data protection, who should be independent of political parties and elected 
by the Parliament. No active politician or government administrator is 
among the membership to maintain the Committee’s political independence 
as a body. The Committee has no claim for any intervention but works with 
all state related people and organizations that are willing to do so. 

I would like to mention that we found in a small minority of politicians 
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several devoted and able people, who joined political groups in the hope of 
improving the regrettable situation. However, they all are subdued by the 
overpowering, negative influence of the more aggressive unscrupulous 
powers. These positive actors, sitting on both sides of the political divide 
welcomed the initiative of the Academy and are meaningfully cooperating 
with us.  

We have had to experience the disastrous influence of political splits in 
relevant non-political problems and the dysfunctional organization of the 
political system, in its personal selection constraints and in overburdening 
practice, extending political and administrative activity far beyond the really 
necessary principal tasks. The operation stimulated thinking about the 
revision of state administration practice, returning to much older ideas of 
democratic and professional governance by adoption of both new tasks and 
technologies. 

According to our observations, similar problems arose in every 
developed country and organization, even in multinationals and other 
international bodies. Thus the problem is less an issue of unrealistic ethical 
philosophical judgement but much more a social, cultural and organizational 
issue, i.e. an information science related question of our age and our 
intellectual communities.  

A consensus of relevant thought in the legal profession has now been 
reached. Those who were pioneers of our present democratic constitutional 
order advocate the need for rational revision and that provides additional 
support of the need, as a priority, professional quality in all public affairs. We 
refer to the great Greek thinkers on city-governance (πολιτεια) especially 
Aristotle and the funeral speech of Pericles, reported later by Thucydides 
and to the Founding Fathers of the US through, their essays and papers in 
the Federalist. From the 19th century we have also had a wonderful tradition 
in Hungarian history, starting with the Sage of the Country by, Ferenc Deák.  
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The proposal of the Hungarian Academic Committee 
The proposal is clear:  
► for the equal opportunity of citizens the right for electronic signature 

on an equitable basis, i.e.  
● it should be given free of charge for those whom it is a financial 

burden and not expensive for anybody. (.e.g. in relation to the 
taxation system) 

● electronic signature should be the only required authorization for 
any kind of public activity. If possible, this should be extended to 
banking operations, too; 

● all public authorities should participate in the popularisation, 
education and, training of different layers of society for usage and 
for being conscious of one’s rights; 

● the state and, all accountable public authorities related to the 
electronic signature issue should be responsible for the 
preservation of the Civil Rights of individual citizens and any of 
their respective legal groups.  

The measures are detailed above and should follow the agreements of 
the EU. EU conformity is the basis of interoperation and is a constitutional 
requirement. According to our legal experts this requires no fundamental 
change in our legal system, only some further updating and corrected 
interpretations, and the constitutional empowerments for participation in the 
EU. 

► Technological means should not be included in the legal regulations, 
the system must be flexibly open for any kind of realization, i.e. 
currently traditional authorized handwriting, smart card, SIM-card 
used in mobile systems, biometrical (fingerprint, fundus, DNS, etc.) 
data. 

► The Law should take care of independent and open operational 
authorities prescribing algorithms, the code length for citizens and 
prosecution and, other safety conditions related to data and their 
handling personal. 
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Going together ― Neumann and Athanasoff ― Iliev  
Bulgaria and Hungary have much common ties in our history, beginning 

with the Huns for those who believe the Hungarians are the successors of 
Attila and the ancient Bulgars who are really supposed to be the 
descendants, with lesser and greater Byzantine influence, with the tragedy 
of a certain city called Varna in 1444, with Turkish, German and Russian 
domination but most important of all should be the future, based on another 
lesson: of Neumann and Athanasoff. 

Both were pioneers of the computer age, Neumann in mathematical and 
logic theory, Athanasoff more in technology. Neumann had to leave his 
country to avoid being a victim of the Holocaust, Athanasoff’s family left for 
a better life, both, subsequently, had more possibility to develop their 
genius.  

Now we enter a new age, based on our common three millennia old 
European history and, hopefully, our talent find a home within a more 
peaceful, less hatred-contaminated world, preparing a common home for 
our descendants. I remember here my friend Lubomir Iliev who passed 
away not too long ago and was not only a great mathematician and teacher 
of computer science but, at the same time, a representative of European 
cultural tradition and values. We always considered the two be inseparable 
by regarding these subjects as both metaphors and parallel realities. 

These are the main lessons of that progress: preserving individual 
values within a cooperative, empathy driven human community. Let us hope 
that this comes true! 
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NEURAL NETWORKS: A DIAGNOSTIC TOOL 
FOR GASTRIC ELECTRICAL UNCOUPLING? 

Catherine P. Gooi and Martin P. Mintchev 
Department of Electrical and Computer Engineering,  

University of Calgary,  
Calgary, Alberta, Canada T2N 1N4 

Address for correspondence: 
Professor Martin P. Mintchev, Ph.D. P.Eng. 

Department of Electrical and Computer Engineering, University of Calgary 
2500 University Drive NW, Calgary, Alberta, Canada T2N 1N4 
Phone/Fax: (403)220-5309, e-mail: mintchev@enel.ucalgary.ca 

 

Abstract: Neural Networks have been successfully employed in 
different biomedical settings. They have been useful for feature extractions 
from images and biomedical data in a variety of diagnostic applications. In 
this paper, they are applied as a diagnostic tool for classifying different 
levels of gastric electrical uncoupling in controlled acute experiments on 
dogs. Data was collected from 16 dogs using six bipolar electrodes inserted 
into their antral gastric wall. Each dog underwent three surgically induced 
conditions: (1) basal, (2) mild uncoupling, and (3) severe uncoupling. For 
each condition half-hour recordings were made. The neural network was 
implemented according to the Learning Vector Quantization model. This is a 
supervised learning model of the Kohonen Self-Organization Maps. Records 
of the data collected from the dogs were used for network training. 
Remaining records served as a testing tool to examine the validity of the 
training procedure. Approximately 90% of the dogs from the neural network 
training set were classified properly. However, only 31% of the dogs not 
included in the training process were accurately diagnosed. The poor 
neural-network based diagnosis of records that did not participate in the 
training process might have been caused by inappropriate representation of 
input data. Previous research has suggested characterizing signals 
according to certain features of the recorded data. This method, if 
employed, would reduce the noise and possibly improve the diagnostic 
abilities of the neural network. 

Keywords: Neural Networks, Gastric Electrical Activity, Gastric 
Electrical Uncoupling 

 



________________________________________________________________________         ICT&P 2004   ________________________________________________________________________ 

 

18 

1. Introduction 
Neural networks are useful tools in medical settings. They have been 

applied successfully in classifying various forms of Parkinson syndrome [1], 
in diagnostic electromyography [2], and in studying breast cancer disease 
[3]. These applications are usually implemented using Kohonen self-
organizing neural networks [1-3]. Kohonen maps build clusters based on the 
similarities among input data. In this case it will be applied in diagnosing 
gastric electrical uncoupling. 

 

1.1. Medical Condition  
Gastric motor function is an important part of the digestive process, and 

entails the storing, mixing and grinding of food, as well its movement 
towards the intestines. This process requires the coordination of gastric 
smooth muscle contractions. Similarly to cardiac contractions, stomach 
contractions are preceded by electrical activity. These electrical events 
determine the frequency, velocity and direction of the contractions [4]. 
Accordingly, abnormal gastric function can occur when electrical signals are 
not synchronized, i.e. the electrical signals are uncoupled. To detect 
uncoupling, internal recordings of gastric electrical activities are made [5]. 
From these records it is important to be able to categorize the severity of 
uncoupling. This paper proposes the use of neural networks for such 
categorization. 

 

1.2. What is a Neural Network?  
Neural networks consist of interconnected simple computing cells, 

referred to as “neurons” [6]. The strengths of the interconnections between 
these neurons are called synaptic weights (Figure 1). 

 
 

 
 
 
 
 
 

Figure 1: Simple Neural Network Architecture 

neurons neurons 

Synaptic weights
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Through modification of the synaptic weights, called learning or training, 
the neural network is able to store information. 

 
1.3. Neural Network Training  
In the first part of the training process the synaptic weights are initialized 

to small random values. Next, a training set of data is introduced to the 
network. There are two types of learning: (1) supervised learning, and (2) 
unsupervised learning. In supervised learning, a set of inputs along with 
target outputs is provided to the network. The network passes the inputs 
through the layers of neurons and modifies the synaptic weights according 
to a learning algorithm, which adjusts the outputs closer to those of the 
desired target outputs. In the case of unsupervised learning, no target 
outputs are provided. An example of unsupervised learning is found in the 
Kohonen map’s competitive learning [7-8]. Kohonen maps cluster input data 
according to their similarities. 

 

1.4. Kohonen Maps 
Kohonen self-organizing maps are a type of neural network. They 

consist of two layers of neurons, the input neurons and the output neurons. 
Each input neuron is connected to every output neuron [6]. An example of 
Kohonen map architecture is shown in figure 2.  

 

 
Figure 2: Kohonen Map 

 

Kohonen maps learn in a competitive manner. First, the synaptic 
connections between the input and the output neurons are initialized, and 
each output neuron is characterized by a synaptic weight vector. Next, an 
input pattern (vector) is randomly selected. The Euclidean distance between 
the input vector and each synaptic weight vector is computed, and then the 
output neuron with the shortest Euclidean distance is declared the winning 
neuron. The synaptic weights of the winning neuron are adjusted, increasing 

Input Neurons 

Output Neurons 
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the similarity between its synaptic weight vector and the input vector. 
Similarly, the weight vectors of the neurons in the proximity of the winning 
neuron are adjusted, increasing their similarity, but to a lesser degree than 
that for the winning neuron [8]. The algorithm for weight adjustment is: 

( ) ( ) ( ) ( ) ( )( )ttxttt ijiijij ωηωω −+=+1  (1) 

where ( )tijω  is the synaptic weight value from input neuron i to output 
neuron j; xi(t) is the input to neuron i at time t; and ( )tη  ( )( )10 << tη  is 
the learning rate coefficient. 

Due to its ability to group similar data, competitive networks are 
particularly useful for diagnosis, allowing similarly characterized inputs to be 
clustered together. This learning method, however, does not allow the user 
to control the categories into which the input will be classified. Learning 
vector quantization (LVQ) networks, on the other hand, allow the user to 
classify the input vectors into predetermined categories.  

 

1.5. Learning Vector Quantization 
LVQ is a supervised learning technique employed in combination with 

Kohonen maps [8]. As illustrated in figure 3, an LVQ network consists of an 
input layer, a competitive layer and a linear layer [9].  

 

 
 
 
 
 

Figure 3: LVQ Network Architecture 
 

The competitive layer classifies the inputs as described above, while the 
linear layer classifies the outputs from the competitive layer into target 
values. In other words, the outputs of the competitive layer are subclasses 
of the target layer. If the output of the input vector matches the target value, 
the weight vectors of the winning neuron, wn , are modified with the 
following algorithm, 

)]()()[()()1( tntxttntn www −+=+ η , (2) 
otherwise they are modified using:  

C 
S1 

L 
S2

 

R 

Input Layer Competitive Layer Linear Layer
R = # element in input vector
 
S1 = # competitive neurons 
  
S2 = # linear neurons 
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)]()()[()()1( tntxttntn www −−=+ η , (3) 
Equation (2) moves the competitive neurons closer to vectors that 

belong in its same class, and equation (3) moves the competitive neurons 
farther from vectors that do not belong in its same class. In equation (2) and 
(3), wn (t) represents the winning neuron’s present synaptic weight vector, 
i.e. at time t, wn (t+1) represents the winning neuron’s modified synaptic 
weight vector, i.e. at time t+1, ( )tη  ( )( )10 << tη  represents the learning 
rate coefficient, and xi(t) is the input to neuron i at time t. 

 
2. Aim 
The aim of this paper is to apply Learning Vector Quantization neural 

networks in recognizing gastric electrical uncoupling from internal 
recordings of canine gastric electrical activity. 

 
3. Experimental Design 
 

3.1. Data Acquisition 
In order to understand and recognize varying degrees of uncoupling, 16 

anesthetized dogs underwent surgically induced gastric uncoupling [9]. Data 
were obtained from each dog in the three different states. Six pairs of 
electrodes were placed in the antral gastric wall of the dogs, three along the 
anterior wall and three along the posterior wall. These six pairs of electrodes 
provided 6 channels from which half-hour recordings of gastric electrical 
activity (GEA) were made for each state. During the first session the dogs 
were in basal state, in the second session the stomach was divided by a 
single circumferential cut of the entire gastric muscle between the distal and 
the middle electrode sets, dividing the organ into two electrically active 
regions each oscillating at different electrical frequency, thus producing mild 
uncoupling. Finally, a second circumferential cut surgically divided the 
stomach between the middle and the proximal electrode sets, dividing the 
organ into three electrically active regions, simulating severe uncoupling. 

The gastric electrical activity (GEA) signals were filtered in a frequency 
band of 0.02 - 0.2 Hz and digitized with a 10 Hz sampling frequency. In total 
18 000 samples were collected for each channel per session. 
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Figure 4: Data acquisition setup.  
The locations of the circumferential cuts are also denoted. 

 
3.2. Neural Network Modelling 
The aim of the neural network is to categorize the condition of the dogs 

into one of the 3 states:  
1. Basal  
2. Mild Uncoupling: One circumferential cut  
3. Severe Uncoupling: Two circumferential cuts 

In view of the fact that the categories are predetermined, an LVQ 
network is chosen for the implementation. The network is created, trained 
and simulated using the Neural Network Toolbox from MatLab 6.0 
(MathWorks, Natick, MA). 

 
Since the neurons from the competitive layer form subclasses for the 

linear layer’s target neurons, the number of neurons in the competitive layer 
should always be larger than the number of target neurons [9]. In addition, 
the number of neurons in the competitive layer should be smaller than the 
number of training examples, otherwise each training example would have a 
separate winning neuron in the competitive layer and the competitive layer 
would serve no purpose in the classification process. Given these limitations 
the number of neurons in the competitive layer was chosen to be six, two 
neurons belonging to each target class.  

Next step in the implementation process was the training of the network. 

a 
b 

c 
d 

e 
f 

k 
l 

i 
j 

g
h

Internal Canine GEA 
 

Channel 
Electrode 

Combination 
1 a-b 
2 c-d 
3 e-f 
4 g-h 
5 i-j 
6 k-l 

cut 1 

cut 2 

Electrodes on  posterior wall 

Electrodes on anterior wall 
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In order to train the network, data were to be selected and represented in a 
vector form acceptable for the input neurons.  

 
3.3. Data Selection and Representation 
To determine which data samples should be used, the data from dogs 1 

through 16 were displayed using locally designed gastrointestinal signal 
acquisition and analysis software, GAS v. 3.0. Visual inspection indicated 
that channel 2 was not functioning for dog 1 thus it was not used for training 
the neural network. In addition, data from dog 2 and 3 were collected 
utilizing filters with smaller bandwidths. This is a manner, inconsistent with 
the data acquisition parameters utilized for the other records, so these two 
recordings were also disregarded when training the neural network. It was 
also noted that sometimes signals were not adequately registered within the 
first few seconds of recording, thus data for training and validation were 
extracted from the middle of the recording time. 5000 recorded data 
samples from each channel were utilized. Each training session was 
therefore characterized by an input vector of 30 000 elements, 5000 from 
each of the six channels.  

 
3.4. Training and Simulating 
The LVQ network was trained by repeatedly feeding the network with 

data from dogs 4 through 13, and their corresponding target outputs. Each 
time the data was fed through the synaptic weights were modified according 
the learning algorithm described earlier. The first output neuron was 
designated for the basal state, the second for mild uncoupling, and lastly the 
third for severe uncoupling. 

 

Data from dogs 4 through 16 were used for simulation and verification. 
The vectors for each case were input and the output was recorded and 
compared with desired outputs. Outputs from dogs 4 to 13 provided 
verification of the network ability to diagnose for cases it has seen before 
during the learning process and outputs from dogs 14 to 16 were used to 
demonstrate the network ability to generalize.  
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4. Results 
 

4.1. Neural Network Training and Verification 
Training was performed with thirty training vectors from Dog 4 to Dog 13 

(three from each dog), and subsequently, seven simulations were executed 
with data from Dog 4 to Dog 16. The average result is shown in the Table 1. 

 
 Percentage of correct 

diagnosis 
Dog 4 – Dog 13 89.5% 

Dog 14 – Dog 16 31.0% 
 

Table 1: Verification results 
 
The performance of the network for diagnosing dogs within the training 

set was fairly high, at 89.5%. However, its generalization ability was poor 
and had an accuracy of only 31%.  

 
5. Conclusion 
The network diagnosed well for the training data but was unable to 

provide accurate diagnosis for new cases. Performance of a neural network 
is directly related to the quality of its input data. Therefore it is necessary for 
it to contain sufficient information [10]. It is important to represent the input 
data in an appropriate fashion, eliminating noise where possible and 
capturing characterizing features. Similar study [2], suggested that 
segments of the signal can be characterized by seven parameters, duration, 
spike duration, amplitude, area, spike area, phase and turns. This study 
involved diagnosing neuromuscular disorders based on the 
electromyography (EMG) recordings of muscle electrical activity. The study 
resulted in an accurate diagnosis in the order of 80%. As a proposal for 
further study, a similar approach might be applied for characterizing the 
gastric electrical signals.  
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Abstract: The process of automatic handwriting investigation in forensic 

science is described. The general scheme of a computer-based handwriting 
analysis system is used to point out at the basic problems of image 
enhancement and segmentation, feature extraction and decision-making. 
Factors that may compromise the accuracy of expert’s conclusion are 
underlined and directions for future investigations are marked.   

Keywords: Handwriting, Identification, Verification, Screening, Forensic 
Investigation, Image Enhancement, Feature Extraction, Decision-making. 

 
1. Introduction 
The individual’s authentication becomes a serious problem concerning 

different areas of the social and economic relations in the world. Its 
importance increases as a factor in the prevention of terrorist actions and 
illegal access to important information. The problem attracts the attention of 
researchers all over the world and during the last years a few international 
projects were launched aimed at the development of reliable systems for 
authentication using biometric information.  

Writer authentication is one of the broadly investigated modality in this 
aspect. Until now it was mainly used in forensic investigations dealing with 
handwritten document analysis or signature verification. Despite of the long 
history in that respect handwriting investigation still remains a difficult, time-
consuming and subjective process, where qualified experts evaluate the 
similarity between letters, strokes and writing styles on the basis of their 
experience. In all cases of writer identification the objectiveness of the 
analysis and reliability of conclusion are of great importance. However, the 
inevitable variation in writing under different conditions and psychological 
state or when a significant time gap exists between the incriminated and 
reference documents may mislead the expert. Also, extremely difficult are 
cases where the handwriting is deliberately changed. In such situations 
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different experts may disagree as to who is the writer of a particular 
document and a wrong conclusion may be drawn.  

Other problems in writer identification concern the expert’s workload 
during the analysis and difficulties stemming from sometimes poor quality of 
handwritten materials.  

To overcome the problems quantitative methods for objective 
handwriting analysis and adequate decision-making have to be developed 
and implemented.  

To achieve this, serious scientific investigation is required in order to 
develop appropriate methods for feature measurement, selection of reliable 
sets of features, evaluation of the minimal number of handwriting elements 
which is necessary for the reliable decision-making, suggestion of robust 
classification algorithms dealing with mixtures of continuous and categorical 
variables. Major difficulties in this direction stem from the qualitative 
character of most of the handwriting parameters used by the experts.  

Despite that the problem of writer identification is of great practical 
importance in forensic investigations a relatively small number of papers 
have been published until now [5,11,14,22]. The existing computer systems 
are aimed especially at the screening of similar handwritings from a large 
data base of handwritings. After that the identification problem is carried out 
manually by an expert on the basis of his one experience and subjective 
evaluation of the similarity between the handwritings under investigation. 
For this he compares visually strokes, letters or combinations of letters 
performing sometimes simple measurements.  

 
 
 
 
 
 
 

 
Figure 1. Block-diagram of a handwriting investigation system 

IMAGE ENHANCEMENT  FEATURE EXTRACTION IMAGE SEGMENTATION 

DECISION-MAKING DATA BASE 

OPERATOR 

RESULTS 
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The goal of the paper is to sketch the frame of a computer-based 
handwriting investigation system and discuss the problems of its major 
components (Fig. 1). It is organized in the following way: Section 2 concerns 
the improvement of image quality; Section 3 deals with feature extraction 
techniques; Section 4 describes decision-making and Section 5 points out at 
the unsolved problems. 

 

2. Image Enhancement 
The block-diagram in Fig. 1 shows that the development of a 

computerized handwriting investigation system follows the general 
methodology for the development of image processing and pattern 
recognition systems.  

Since very often the handwritten materials are of poor quality, it is 
necessary to achieve some pre-processing. Its goal is two-fold: a) to 
improve image quality including contrast enhancement, random and 
structured noise reduction, and edge sharpening [2,3,9,17,19,21]. In such a 
way the image will offer better possibilities for the automatic analysis; b) to 
correct strokes and complex lines using morphological operations. This is 
especially important for the analysis of specific handwriting features, where 
the skeleton of the characters is used. Morphology allows to automatically 
connecting disrupted lines or cutting-off wrongly connected strokes.  

 

3. Image Segmentation 
Image segmentation is an essential step in the automatic document 

analysis. In handwriting analysis additional difficulties may arise due to the 
possibility of significant variation in rows’, words’ and letters’ position.  

The automatic segmentation includes background elimination as a first 
stage. Approaches based on histogram analysis (uniform background is 
supposed), locally adaptive binary trees and heuristic approaches (non-
uniform background or presence of structured noise is assumed) are used.  

The second stage concerns separation of rows. This operation is based 
on the analysis of histogram-like graphs obtained via horizontal projections 
of pixels, Hough transform or analysis of envelopes of continuous lines. 
While this operation could be easily achieved, special techniques are 
required for a proper detection of under-row and over-row elements of some 
characters. Also, the medial axis of the row may not be presented as a 
single straight line which requires piece-wise presentation.  

The segmentation continues with the separation of the words. Different 
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cases of concise writing or writing where letters are not connected between 
them are a challenge. For the word separation vertical projections of pixels 
from the corresponding row are analyzed, distances between envelopes of 
continuous lines are used, separation lines parallel to the predominant slope 
of the vertically oriented strokes could be applied, as well. 

 

However, the most difficult problem concerns segmentation of letters 
and strokes. Except some special cases, e.g. child’s writing, their 
delineation may be quite difficult even for a human being. A proper solution 
of this problem could be achieved via a man-machine dialog. The operator 
has to identify some specific points like end-points or vertexes of a polygon 
that encompasses a handwriting element. After that lines could be 
automatically investigated for the detection of points of intersection or 
bifurcation, local extremums and like [12,13,20].  

 

4. Feature Extraction 
Feature extraction is the crucial problem that should be solved. While 

during the last decades a common methodology for the handwriting analysis 
has been set up, many of the suggested features are of qualitative character 
and are prone to different evaluation from different experts. Also, there are 
no strong recommendations as to what number of features is to be used for 
a reliable decision-making.  

 

Different types of features may be investigated including graphometric, 
densitometric, categorical, model-based and topological invariants 
[2,5,6,7,8]. From the expert’s point of view they are classified as general 
and specific features.  

 

The general features are of categorical type and describe qualitative 
characteristics as: degree of connection between letters (usually three 
degrees are accepted: low, moderate and high), slope (right, left, upright), 
motion (rectilinear, curvilinear, angular or arched, loop-like, oval, wavy or 
spiral), elaboration (presence of ornaments), direction of movement (clock-
wise or counter-clock-wise), quantity of movement (average number of 
strokes used to draw separate letters) and like [2,7,8,12,16]. They are 
difficult for automatic evaluation and are specified by the expert.  

Specific features admit quantitative evaluation. They are known as 
graphometric and are aimed at the automatic or semi-automatic 
measurement of the following characteristics: distances between rows, 
height and width of letters, distances between letters, size of the above-row 
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and under-row elements, distances between words, predominant slope, 
geometric parameters of handwriting elements like strokes, fragments 
and/or combination of characters [2,11,22].  

 

 
 
While many of the above-mentioned features can be easily imitated, 

there are features that are not clearly seen and, therefore, difficult to falsify. 
In that respect a special attention is paid to the distribution of pressure 
alongside the strokes (Fig. 2). It could be analyzed in different ways looking 
for a reliable description, e.g. evaluation of the geometric parameters of 
areas of different pressure and their mutual disposition at different writing 
elements, or pressure change alongside the skeleton of the elements. In 
that respect promising results have been reported in [15]. 

 

Except the described features, which are reasonable and intuitively clear 
for the experts, other features that do not express a particular property of 
the handwriting may be used as well. These include topologically invariant 
points associated with a particular character. According to this approach 
characters are divided into specific segments that can be transformed and 
compared piece-wise.  

 

Another approach is based on the presentation of characters as elastic 
changes of an ideal model. Thus, a transformation between the model and 
the real character can be evaluated and its parameters used for 
classification.  

Figure 2.    a) Original image,              b) Areas of different pressure 
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Very important is the problem concerning the reliability evaluation of 
different set of features. A number of approaches may be used for this 
based on the information theory, statistics and classification power.  

 
5. Decision-Making 
The overall estimation of the similarity between two handwritings must 

be obtained as a combination of decision-making classifiers.  
The decision-making for the specific features is based on the evaluation 

of the similarity between particular elements from the handwritings under 
investigation. Since the overall estimation will be based first on the 
estimations of separate elements and second on groups of elements, multi-
level classifiers are to be used. The first level will concern the comparison of 
basic elements like strokes, letters and signs of punctuation. At the output of 
these classifiers every element will be assigned a number that reflects the 
degree of similarity between the handwritings under investigation. Since a 
particular element may be detected in a few places in the text, an average 
similarity relative to this element will be calculated at the second stage. After 
the similarity is evaluated for all different elements, an overall evaluation is 
being obtained at the third level. One of the basic problems that has to be 
solved here concerns the weight factors of the elements, i.e. their 
classification power. Different types of decision rules could be used, 
including statistical, linear, heuristic, and NN-based [1,4,6,18]. 

The authenticity, where a forgery is expected, would be predominantly 
verified using stable features like pressure distribution. This is usually 
applied to small pieces of written text like particular words or signatures. 
Depending on how the pressure will be measured (areas of different 
pressure or a function alongside a skeleton line) different comparison 
techniques could be applied.  

The categorical features are mainly used for the search of similar 
handwritings in a large database. Also, for the sake of one-to-one 
comparison mixed variables discriminant techniques could be used. A 
simple approach for the analysis of mixture of categorical and continuous 
data requires arbitrary scoring of all the categorical variables followed by the 
use of standard methods for multivariate continuous data, which in the case 
of classification means use of techniques such as linear or quadratic 
discriminant analysis.  
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6. Discussion and Future Work 
Different aspects and major problems that are to be solved for the 

development of a computer-based handwriting investigation system are 
described.  

While the pre-processing stage of digital images is thoroughly 
investigated during the last decades, the well-known approaches may not 
work properly due to possible damages, changed background and poor 
contrast of the images. This requires locally adaptive methods to be 
developed, reflecting the specificity of the investigated images.  

A big challenge is the selection of a reliable set of features. A 
computerized system must include as much as possible features that 
experts are accustomed to, but at the same time, special attention must be 
paid to the measurement of some parameters that are difficult for expert’s 
evaluation, and therefore difficult for imitation, e.g. curvature at 
characteristic points, line smoothness or pressure distribution. Also, the 
expert has to have the possibility to interfere and suggest his one selection 
of features. This requires a friendly man-machine interface to be available.  

The decision-making seems to be the most expert-independent part of 
the problem, since various measures of similarity (parametric, non-
parametric, clustering) have been developed in pattern recognition theory. 
The different levels of similarity estimation will require the development of 
multi-level hierarchical classifiers.  

Age-due variations in handwriting or changes due to different diseases 
must be investigated as well. This will increase the possibility for reliable 
writer identification when a significant time-gap between the handwritten 
materials exists or in case of a psychiatric disease [10]. 

A successful solution to all of the discussed problems will allow 
developing of a reliable and user-friendly computer system for handwriting 
analysis that could be implemented in police departments, bank and notary 
offices. It must be noted that such a system will help the expert to do an 
objective analysis, not to replace it.  

The obtained solutions to specific handwriting analysis problems could 
be easily incorporated in a more complicated access-permit systems or 
person authentication systems at check points.  
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Abstract: In this paper, a modification for the high-order neural network 

(HONN) is presented. Third order networks are considered for achieving 
translation, rotation and scale invariant pattern recognition. They require 
however much storage and computation power for the task. The proposed 
modified HONN takes into account a priori knowledge of the binary patterns 
that have to be learned, achieving significant gain in computation time and 
memory requirements. This modification enables the efficient computation 
of HONNs for image fields of greater that 100 × 100 pixels without any loss 
of pattern information. 

Keywords: HONN, higher-order networks, invariant pattern recognition. 
 
1. Introduction 
Invariant pattern recognition using neural networks was found to be 

attractive due to its similarity to biological systems. There are three different 
classes that use neural networks for invariant pattern recognition [1], that 
differ in the way invariance is achieved, i.e. Invariance by Training [2], 
Invariant Feature Spaces, or invariance by Structure, good examples are: 
the Neocognitron and HONN [3]. 

 

In third-order networks, which are a special case of the HONN, 
invariance is built into the network structure, which enables fast network 
learning with only one view of each pattern presented at the learning stage. 
However, an exponentially growing amount of interconnections in the 
network does not enable its usage for image fields larger than 18 x 18 pixels 
[3]. A few different solutions were proposed to minimize the number of the 
HONN interconnections. Weight sharing, by similar triangles [3]. Weight 
sharing by “approximately similar triangles” [4]-[5]. Coarse coding [6]. Non-
fully interconnected HONN [7]. All these methods partially solve the problem 
of the HONN interconnections but do not help with larger images. 
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Consequently, the research community in the field of invariant pattern 
recognition largely abandoned the HONN method.  

 

In this paper, a modification for the third-order network is described. The 
proposed modification takes into account a priori knowledge of the binary 
patterns that must be learned. By eliminating idle loops, the network 
achieves significant reductions in computation time as well as in memory 
requirements for network configuration and weight storage. Better 
recognition rates (compared to conventionally constructed networks with the 
same input image field) are attained by the introduction of a new 
“approximately equal triangles” scheme for weight sharing. The modified 
configuration enables efficient computation of image fields larger than 
100 × 100 pixels without any loss of image information — an impossible 
task with any previously proposed algorithm. 

 
2. HONN architecture 
 

Following equation describes the output of a third-order network: 
)(∑∑∑=

j k l
lkjijkli xxxwfy ,  (1) 

where w is the weight associated with a particular triangle, y is the 
output and x is a binary input, j, k, and l are the indices of the inputs. 

A schematic description of this network is shown in Fig. 1. 
 

 
Fig.1. Schematic description of a third-order network 

 
In the training phase, the perceptron-like rule is used: 

lkjiiijkl xxxytw )( −=Δ η  ,  (2) 

where t is the expected training output, y is the actual output, η is the 
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learning rate and x is a binary input. 
The number of triangles (NoT) can be calculated with the following 

equation: 

!3)!3(
!

−
=

IN
INNoT ,  (3) 

where IN is the number of input nodes. 
For image fields 100 x 100 and 256 x 256 the number of triangles will be 

1.6662 × 1011 and 4.6910 × 1013 accordingly. As can be seen, the number of 
triangles grows very fast off the limits of any current hardware. A few 
techniques to reduce the number of weights have been proposed in the 
literature (as described in section 1), but they do not reduce computation 
time. 

The problem of large computational demands arises since the network is 
constructed in the pre-processing stage before the learning phase. At this 
stage, all possible triangles are computed and pointers to the weights are 
saved [8]. In addition to the pointers, the weight array is also stored. At least 
two memory bytes are required for each pointer. If, for example, an input 
field of 100 x 100 pixels is given, the total number of bytes required to store 
the entire vector of pointers is 3.3324 × 1011 bytes. The memory and 
computation requirements are enormous. To work with large input patterns, 
significant network modifications are required. 

 
3. The proposed modified HONN method 
As noted before, the input pattern is binary: edge or contour pixel has 

the value “1” and all other pixels have the value “0”. As can be seen from 
equation (1), each product with pixel value “0” will give “0” as a result. This 
means that only active triangles (in which all pixels belong to an object 
contour) will influence the result. In addition, the weights that belong to the 
inactive triangles will not be updated and will keep “zero” value during the 
learning process.  

Following this observation, the network can be modified and all inactive 
triangles can be disregarded during the construction phase, which 
eliminates the idle loops from the computation. With this modification, the 
network configuration strictly depends on the input patterns that have to be 
learned.  

In addition, to improve network performance regarding rotation, 
distortion and a number of learned classes we introduce an “approximately 
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equal triangles” scheme for network construction. This scheme, in addition 
to the “approximately similar triangles” scheme presented in [4] for weights 
sharing, adds triangle area equality. This means that “approximately similar 
triangles” with “approximately equal” areas will share the same weight. 

 
3.1 The proposed network construction 
The modified algorithm for network construction can be described as 

follows: 1. Load all patterns that must be learned. 2. Run through each 
image and save the coordinates of the contour (boundary) pattern pixels to 
the different arrays. A set of such arrays is shown in Fig. 2. 3. Compute 
angles of all presented triangles and classify them in order to associate with 
a particular weight.  

Indices Xim ,Yim and nij correspond to pattern number (n), pixel number 
(m), weight index (j) and puttern number (i). The variable nij is the number of 
triangles from the particular pattern that correspond to the particular triangle 
weight index (class).  

 

       

 
 

Fig.2. Arrays of the pixel 
coordinates of the object contours 

Fig.3. General array for classifying 
triangles by weight index. 

 
The presented method of classification is based on “approximately equal 
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triangles”. For the association of a triangle with a particular weight, the sets 
of possible values of the two smallest triangle angles (α, β) and the triangle 
area (S) are partitioned into bins defined by: 

(k – 1) w ≤ α < kw,  (l – 1) w ≤ β < lw,  (m – 1) s ≤ S < ms,   (4) 

where w is an angular tolerance, α and β are the smallest angles of the 
triangle so that α < β, s is an triangle area tolerance, S is an area of the 
computed triangle, k, l and m are the bin indices associated with two angles 
and triangle area, respectively.  

During the classification step, each triangle class is associated with a 
corresponding weight and is represented by three variables k, l, and m. The 
array of triangle classes is constructed as shown in Fig.3. After construction, 
only the array of triangle classes presented in Fig.3 must be stored in 
memory. 

 

3.2 Network training 
The previously constructed array of triangle classes (Fig. 3) is used as 

the basis for learning in the training phase. In addition, a zero matrix of 
weights (W) with the size of NoP  x  NoW is constructed. Where NoW is the 
number of individual weights, NoP is the number of training patterns. 

Output computation takes into account only information presented in the 
weights array (W) and in the triangle array (N) (Fig. 3). It follows the next 
equation for a particular input image: 

)(∑=
j

kjiji nwfy ,  (5) 

where i is the output index, j is the weight index, k is the pattern index, w 
is the weight, and n is the number of triangles that correspond to the 
particular triangle class (i.e., the particular weight). 

All weights are updated only once after each iteration, according to the 
next equation: 

)( iiil ytw −=Δ η  , if Nkl >0 ; 0=Δ ilw , if Nkl =0,  (6) 

where t is the expected training output, y is the actual output, η is the 
learning rate. 

After the training phase is complete, only the array of learned weights 
and the corresponding coefficients k, l, and m that represent the 
equivalence class (from the upper three rows of the array in Fig. 3) must be 
saved. 
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3.3 Recognition 
The algorithm for recognition can be described as follows: 1. Load 

pattern intended for recognition. 2. Construct an array of coordinates of 
contour pixels (as in the construction stage). 3. Construct a zero matrix (N) 
with the size equal to 1 x NoW. This is a counter for triangles in the image, 
which correspond to the particular weight. 4. Run through the coordinate 
array and compute coefficients k, l and m for all possible triangles as was 
described in 3.1. After each computation, compare the newly found k, l and 
m with the ones previously saved (upper part of the array from Fig.3). If a 
matching class for the triangle is found, the counter corresponding to that 
triangle class position is increased by one (n1j = n1j  +1) Thus, during 
classification the nonzero one-dimensional matrix of counters (N) is built. 4. 
Compute outputs according to equation (5), using the weights array (W) 
built during construction phase and the triangle counters (N) built in the 
beginning of recognition phase. 

 
4. Experimental results 
To study the performance of the modified network and compare 

computational resources with the conventional network, seven different 
object classes with 60 x 60 and 170 x 170 pixels were prepared. One object 
from each class was used in the training phase and 14 rotated patterns of 
each class were used in the recognition phase. Pattern examples are shown 
in Fig.4.  

 

 
 

Fig.4. Pattern examples 
 
The comparison for computational resource demands for 60 x 60 and 

170 x 170 input fields are presented in Table 1.  
As can be seen from the table, the gain achieved with the modified 

network in computational steps amount is four orders of magnitude for an 
input field 60 x 60 and five orders of magnitude for an input field of 
170 x 170. This gain will be more significant with image size increase. In 
addition, the memory resources are minimized also. 
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Table 1: Comparison of the computational resources demands  
(“approximately similar triangles” scheme is used alone,  

the network was trained for first five pattern classes, w = π/180, m - not used). 
 

Input field size 60 x 60 170 x 170 
Network type Conven- 

tional  
Modi- 
fied  

Conven- 
tional  

Modi- 
fied  

Computational steps 
(number) 

7.8×109 13.8×105 4.02×1012 4.5×107 

Total memory 
requirements (bytes) 

15.5×109 81340 8.04×1012 81340 

 

Table 2: Recognition rate for a varying number of trained classes,  
angular and area similarities. Input pattern: 60 x 60 pixels. 

 

Tolerance Number of trained classes 
Angular (w) Area (S) 2 3 4 5 6 7 

Weight 
number 

π/60 10 100 95 94 84 80 80 17286 
π/60 20 100 95 95 85 80 80 8935 
π/20 10 100 95 91 87 82 80 2502 
π/20 20 100 95 88 80 - - 1217 

 

Table 3: Recognition rates of the net with the “approximately similar 
triangles” scheme alone. Input pattern: 60 x 60 pixels. 

 

Number of trained classes Angular (w) 
tolerance 2 3 4 5 

Weight 
number 

π/225 100 80 75 60 8533 
 

For comparison with the “approximately similar triangles” scheme, a few 
results are provided in Table 3. Results for the best configuration are shown 
only, but even this shows much worse recognition rates. The cause for this 
is that similar triangles with very large difference in size are associated with 
the same triangle class, as a result, some object classes will be associated 
with the same triangle class, preventing from the objects to have an 
individual triangle set associated with it. 

From the experimental data provided, it can be seen that our method 
enables the possibility of large input field computation without significant 
resource demands. Translation invariance is built into the network, thus 
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100% translation invariance is achieved. All experimental data are provided 
for this particular data set. For other data sets, where object classes differ 
significantly in size and in form, much better recognition results can be 
achieved. 

 

5. Conclusions 
A modified High-Order Neural Network for efficient invariant object 

recognition has been presented. The proposed modification achieves 
significant gain in computation time and memory requirements. The gain in 
computation time is achieved by eliminating the idle loops, by taking a priori 
knowledge of training patterns. With the proposed modified HONN, large 
input patterns can be processed without large computation demands. 
Performance of the network is improved also significantly, by using the 
“approximately equal triangles” scheme. 
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Abstract: This paper present a technique based on genetic algorithms 
for generating online adaptive services. 

Online adaptive systems provide flexible services to a mass of 
clients/users for maximising some system goals, they dynamically adapt the 
form and the content of the issued services while the population of clients 
evolve over time. 

The idea of online genetic algorithms (online GAs) is to use the online 
clients response behaviour as a fitness function in order to produce the next 
generation of services. The principle implemented in online GAs, “the 
application environment is the fitness”, allow modelling highly evolutionary 
domains where both services providers and clients change and evolve over 
time. 

The flexibility and the adaptive behaviour of this approach seems to be 
very relevant and promising for applications characterised by highly 
dynamical features such as in the web domain (online newspapers, e-
markets, websites and advertising engines). Nevertheless the proposed 
technique has a more general aim for application environments 
characterised by a massive number of anonymous clients/users which 
require personalised services, such as in the case of many new IT 
applications. 

Keywords: genetic algorithms, adaptive web, evolutionary computation 
 

1. Introduction 
 

The research on the topic of adaptive systems has mainly focused on 
architectures based on knowledge representation and reasoning [1], fuzzy 
reasoning [2][3] and probabilistic models [4]. These approaches are often 
able to give an adequate account of uncertainty and dynamical aspects of 
the domain, but they also require a great effort in building a detailed model 
of the problem. Despite of the good qualitative response, they often reflect 
too rigidly the domain constraints at modelling time. When the environment, 
i.e. the constraint of the domain, evolves, the system performance tend to 
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decrease until the model needs to be modified or redesigned. 
The increasing diffusion of mass services based on new information 

technologies (ITs) poses new requirements and goals on adaptive systems 
which are seemingly contradictory, such as the problem of providing 
adaptive personalised services to a mass of anonymous users [4]. 
Sometimes models of user behaviour [1] for the new services does not even 
exist, and, in addition, services and technologies appear and disappear very 
quickly thus vanishing the effort of building accurate models. 

The growing interest in self adaptive and self modelling systems is 
partially motivated by these reasons.  

The two leading approaches to self adaptation, i.e. genetic algorithms 
[5][6] and neural networks [7][8] are characterised by somewhat 
symmetrical features which are worth to be pointed out: neural networks 
(NNs) tends to be online systems while GAs operate offline. GA usually 
operates offlinein the sense that they can be seen as building a simulated 
application environment in which they evolve and select the best solution 
among all the generations, under the well known Darwinian principle of 
“survival of the fittest”. 

Some works [9][10][11] have introduced “real world” issues into the GA 
loop, in the interactive GAs approach [12] the user is inserted in the 
algorithm with the role of providing the fitness functions by interacting with 
the GA, in other works still following the offline approach [13][14] about 
machine learning by GA, historical real data are used as fitness function. 

Despite of their offline nature GA are able of a highly dynamical 
behaviour. The main reason is that the knowledge about "reasoning" 
structure of GA is embedded in the population chromosomes: when the 
population evolves the structure evolves as well. GA concepts such as 
cross over and mutation have no counterpart in NNs approach, but they are 
a powerful tools which can allow a GA to make fast hill climbing of local 
minimum and plateau in optimisation problems [6]. 

The idea of bringing these adaptive features in the online system 
scenario is made more challenging from the facts that the population of 
clients asking for services is evolving over time, then their response to 
services changes. 
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In this paper we propose a new approach, online genetic algorithms 
(online GAs) which tries to combine timely responses with the adaptive 
behaviour of GAs. The basic idea of online GAs is to evolve populations by 
using the application world as a fitness function, under the principle “the real 
world is the fitness”. 

The goal of systems based on online GAs is to give a timely response to 
a massive set of clients requesting services, and to be able to adapt 
services to clients, both changing over time in unknown and unpredictable 
way. 

 

As noted in the beginning, it is not realistic to rely on the hypothesis of 
detailed user models [1][15]. The increasing consciousness of privacy 
issues, legal limitations on personal info [16] and the growth of mobile and 
pervasive interfaces accessible from casual users, often make the user 
model impossible to collect. The anonymity of users/clients is then a 
structural constraint in mass adaptive services. 

 

In the next paragraphs we will motivate the online GAs approach by 
analysing the features of a sample dynamical scenario regarding an online 
newspaper management system. 

The principles and the architectural scheme of the online genetic 
algorithms approach will be presented, an example application and 
experimental results will be discussed. 

 

2. The Online Adaptive Scenario: Web Newspaper 
 

Let us consider as a typical scenario for online genetic algorithms: the 
problem of managing the generation of an online newspaper with the goals 
of maximising customers, i.e. readers, contacts. 

The problem, well known to journal editors, is to build a newspaper in 
order to publish news according to the newspaper politics and mission, and 
selling it at its best. Selling news in this contexts means the goal of 
capturing readers attention for reading the articles, and for, possibly, 
satisfying the newspaper advertisers. Online readers browse time by time 
the newspaper web site and read the news which interests them. It is 
assumed that a good journal will collect a great number of contacts and 
many users will spend time in reading it. Managing editors of online 
newspapers have a great advantage with respect to their hardpaper 
colleagues: while a conventional paper journal is limited and bounded to a 
single daily edition (except the cases of extraordinary events), an online 
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editors, instead, can make timely adaptation of the newspaper to the latest 
news, thus maximising the impact of the newspaper on the readers. 

Online media have the likely feature that can be produced and delivered 
instantaneously such that, in principle, each user can read his own single, 
personalised and different copy of the journal.  

The main issues, and source of difficulties, in the newspaper scenario 
are the lack of information about the users and the unpredictable dynamical 
evolution of all the elements which characterised it, in particular: 

• anonymity of clients 
• dynamical evolution of potential services 
• dynamical evolution of clients 
• dynamical evolution of client goals 
these evolutionary features are shared by a wide class of online 

problems. 
 

2.1. Anonymity of clients 
Anonymity of clients means that no hypotheses can be made about 

profiles of the users of online services. As discussed in the introduction the 
typical assumption for online newspaper is that the information available to 
the system comes from anonymous user sessions, where users cannot be 
identified, nor recognised from previous sessions [16][17]. 

 

2.2. Dynamical evolution of potential services 
The purpose of online systems is to provide the best of their currently 

available services for maximising the client impact [18], the situation is 
made more complex since the services that are issued by the providers can 
vary over time in unpredictable way. 

News, seen as services, are characterised by a lifetime cycle (i.e. they 
appear, disappear and are archived), and the news flow is by its nature 
unpredictable. Thus the news editor task is to select according to the 
editorial line, which news best interest and impress their readers, among the 
available ones. 

 

2.3. Dynamical evolution of clients 
The set clients connected with the online system evolves over time in 

unpredictable way. The set of connected clients are not always the same, 
since new clients come and previous sessions disconnect. 

In the case of online newspaper there can be made some general 
assumption about the target users. Users are assumed to have somewhat 
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homogeneous features like in the case of readers of newspaper specialised 
in economics, politics, sports etc. Nevertheless the instantaneous audience 
profile of online newspaper can vary over time. For instance students can 
connect mainly in the afternoon, while corporate workers can connect in 
different time range. In addition, external factors and unpredictable events, 
such as holidays or exceptional events, can make different classes of 
readers to connect in unexpected time/dates. 

Even assuming that we have a way of determining the ideal journal for 
the current audience given the currently available news, the newspaper 
edition will be no more adequate after some time, since the audience will 
change unpredictably. 

 

2.4. Dynamical evolution of client goals and attitudes 
Goals and attitudes of the single clients can vary and depend on time. 
As we as pointed out before, external events of general interest can 

make the journal audience vary, but can also make the interests of the 
audience to vary. Economical or political events can induce a shift in the 
typical interest of the readers. Moreover even assuming to have a fixed 
audience, with fixed goals, is not possible to produce a fixed "ideal 
newspapers", since people expect that newspaper vary: it would be unlikely 
to read every day the same identical news; typical users of online 
newspapers connect to the system many times a day, expecting to read 
more news on topics of their interest. 

 

2.5. Model of Service Impact Factor 
A model of the impact factor of service cannot be easily defined and 

require classification effort. 
The goal of the newspaper editor is to catch the attention of most of its 

readers by selecting the appropriate news and preparing a suitable edition 
according to the newspaper editorial line, i.e. mission, policy and cultural 
goals.  

The typical tools available to an editor to maximise the impact of the 
service he provides (i.e. the news) are: selections of the news among the 
continuous flow (deciding which news are currently published and which 
news go to archive); location of the news in the grid of the newspaper layout 
(the position of the news usually reflect is evidence or priority in editor's 
intention); presentation form of the news, which regards aspects such are 
selecting a title for the news, and or selecting a possible picture 
accompanying it, and sometime also long or short versions of the article. 
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These tasks are usually regarded to as an "art" which the newspaper editor 
performs by the help of his/her experience. 

 

It is worth noticing that some factors, such as the news position in the 
layout, are not necessarily determining the readers’ priority. A well prepared 
journal, for example, usually offers a mix of different news (i.e. not many 
news on the same topic). The visibility strictly depend not only in the 
position but also in the context in which news are presented. Sometimes hot 
emerging topics require breaking these rules and, when it happens most 
part of the journal news are devoted to a single topic. 

 

The next paragraph will describe a framework based on genetic 
algorithms for providing adaptive services in highly evolutionary 
environment to a massive audience of anonymous users, such as in the 
newspapers scenario. 

 
3. Online GA Schema 
 

GA have been classically proposed for use in an offline schema. In the 
offline approach populations of solutions are evolved offline for a given 
number of generations in order to produce the best evolved solution (usually 
determined in the last generation) which given as system output. For 
instance in classical optimisation problems [6] GA are used for exploring a 
search space of solutions and the best minimum/maximum value found over 
all generation is produced. In GA applied to learning problems, such as 
discovering stock market rules [14], real data about stock market are used 
to evolve the population, but again, the best solution is computed offline, 
and it is used in the real market afterwards. A different approach is that of 
Interactive Genetic Algorithms [9] [12] [19] where the real world is included 
into the GAs loop under the principle that “the user is the fitness”, i.e. the 
user participates to a cooperative optimisation process. In some interactive 
GAs applications to robot learning [13], the real world is used to evolve the 
solution, but GAs uses real world in an offline phase of training. 
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Fig.1 Online GA 
 

In the online GAs approach we propose to literally implement the 
evolutionary metaphor which originally motivates GAs. In our proposal the 
basic elements and concepts of GAs such as population, chromosomes, 
crossover, mutation and selection mechanism still exists but, they are 
extended with the innovative but simple assumption that “the real world is 
the fitness”, i.e. the application world, representing the environment, is used 
to selects the best surviving fittest solutions, moreover all generated 
solutions are output to the system and no interactive cooperation is required 
to users/clients. 

The basic scheme of an online GAs versus offline GAs is depicted in the 
fig.1. 

In online GAs a population of solutions is evolved with usual genetic 
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mechanisms, with the difference that the solutions in the population are 
actually "executed", and the client/users behaviours/responses upon 
solutions are used as a fitness to evolve the next generation of online 
solutions. In other words the fitness function resides in the real world and it 
is expected to give timely response to the evolution of clients’ population 
and domain modification. 

 

Updating Phase 

Since in online GAs the problem domain also evolves unpredictably (for 
instance the provided services changes, i.e. the flow of incoming/outcoming 
news), then there is the need for a novel phase of updating, not present in 
classical GA. The purpose of the updating phase is to establish and 
implementing a policy about how to adapt the current population of solutions 
to domain changes (such as how to replace an article which is disappeared 
from the journal, because expired or delete after explicit editor's decision). 

Online GAs can be used when it is required to dynamically adapt to 
evolution and changes in the problem domain, moreover application 
domains best suitable for the adoption of online GAs are characterised by: 
• a solution space with "many" valid solutions to explore, i.e. the solution 

space with not unique or few valid solutions 
• a set of clients which require solutions to be used immediately 
• an optimisation function which measures the efficacy of a solution given 

in output, which can be "sensed" by the system in the external world as 
a response/result produced by clients 

It is worth noticing that online genetic algorithms would not be a real 
possibility without the new ITs. A massive diffusion of the internet, mobile 
phones services, on demand phone services has made possible application 
servers where a huge number of anonymous clients (with no distinction 
among final users or software agents) are concurrently requiring services in 
an automated framework which directly connects consumers to service 
providers. The services providers are usually optimising very simple 
functions which are completely inside their “sensing” scope such as time-
spent, services bought, money charged, advertising clicked. 
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4. An Online GA 
The pervasive dynamical and unpredictable evolution of all the key 

elements in the newspaper scenario represents a difficult challenge for 
adaptive systems, which should provide adequate services in answers to 
clients’ requests. 

News to be offered in the newspaper is continuously flowing in from 
news agency and journalists. Different classes of anonymous individual 
readers continuously connect and disconnect in order to read interesting 
news The goals and interests of the individuals vary in an unpredictable way 
(people get bored of old news). The impact of news upon users depends of 
the form, the position and the context in which the news is given, and it is 
hard to be deterministically modelled [9][20]. Finally the editor policy 
represents a pervasive constraint to be respected throughout the journal 
editing.  

In the following we present the architecture of a sample online GAs 
applied to the newspaper evolutionary scenario. 

 

4.1. Domain and Constraints 
A newspaper has a typical layout and structure in term of sections of 

topics, which are part of the recognizable corporate image. No editors are 
available to modify it, moreover the editor usually want to have control over 
the proposed news in order to implement the editorial policy. 

In order to reflect these constraints the structure and layout of the journal 
do not evolve, and the editor decides which news include/exclude in/from 
the newspaper and how to assign (or remove) them to sections, let the 
sections, for instance: TopStories, National, International, Sports, Health 
and Technology. A limited set of headlines (for example 4 headlines) is 
reported in the front page for each section; the sections occupy fixed layout 
positions; the section headlines are chosen among the articles available 
inside the sections. 

For each single article we will assume that the newspaper editor provide 
a set of possible alternative formats for each article, i.e. alternative titles, 
texts and pictures to be used for presentation. 

The task of the editor is to decide how to update the set of news and 
formats, while the online GA actually build the newspapers deciding which 
articles will be inserted into the sections headlines and which alternative 
formats will be used in the articles presentation. 
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4.2. Population and Individuals 
The individuals which compose the population of the current generation 

consist of the different versions of the newspaper which have been issued 
to the currently requesting online readers. 

 

4.3. Time Intervals 
In order to make the online GA having a sufficient number of individuals 

in the population, and a sufficient time to evaluate user response, i.e. fitness 
of the individual, it is needed to fix a time interval value, i.e. the duration of 
the minimal interval of time from one generation to the next one. If, for 
instance, a newspaper has 6000 contacts per hour, a time granularity of 1 
minute guarantee, guarantee an average population of 100 individuals, but 
doe not allows evaluating responses whose duration is greater than one 
minute. 

 

4.4. Fitness Function 
The fitness function measures the adequacy of the solution in term of 

client response. 
According to the anonymity hypothesis the system is able to "sense" 

user sessions, but not to recognise user from previously started session. 
Sensing data are easily collected from the web server log files [ 
Etzioni2000]. In the newspaper problem the fitness of a given solution k (i.e. 
the individual version of the newspaper) is defined as 

F(k) = wsts + wca nca+ wcn ncn + wint (Σ(i=1..ncn) tsi/tr) / ncn - wnohl cnohl 
The listed parameters reflect the general criteria that reward as positive, 

in particular: ts is the total time spent on the newspaper (measured as the 
time between the first and the last browser request); nca the number of 
clicks on newspaper advertisings; ncn number of clicks on news (i.e. how 
many news have been red; the Σ term computes the average interest of 
news, where the interest is measured as the time spent tsi on a single 
news with respect to the time tr needed to read the news (skipping rapidly 
a news means little interest versus carefully reading it); the minus terms 
cnohl in F(v) penalises the situations in which the readers find no interest 
in headlines and go straight to sections to read particular news, i.e. in other 
words it penalise at a certain extent the journal versions in which the content 
is interesting while presentation is not. Weights ws, wca, wcn, wint 
and wnohl are used to tune the contributions of the respective terms to the 
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global fitness. 
 

4.5. Chromosomes 
The individuals, i.e., the single newspaper versions, are encoded by a 

set of sections vectors each one encoding a section of the newspaper. 
 

 
Fig.2 Individual chromosomes 

 

Each element in the journal chromosome specifies a single news in term 
of its position in the section headlines (0 means not in headlines), and its 
presentation i.e. values indicating which title, text, and picture, the 
newspaper edition will contain for the given article among the different 
available versions. 

 

4.6. Selection 
A standard proportional to fitness selection method is used in order to 

determine the intermediate population used for crossover and mutation. The 
more the fitness is high more chances are given to individuals to survive. On 
the intermediate population thus determined crossover and mutation are 
applied. 

 

4.7. Crossover 
The purpose of crossover is to generate a new journal version from two 

individual chromosomes. The two offspring replace the parents. Again a 
proportional to fitness reproduction criteria is used. 

The crossover is operated section by section on the whole chromosome. 
For each section a linear crossover point is determined (see dashed line in 
the figure below) for splitting the section subvector. The respective 
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subsection of the two parents is then combined. 
 

 
Fig.3 Segmented crossover 

 

Restoring valid solutions can be necessary after crossover reproduction. 
Suppose that a given section is allowed h headlines; the split point position 
can divide the section segments such that one offspring segment contains 
more than h headlines while the other has less than h, i.e. the solution is 
not valid. In this case in order to restore a valid solution we move headlines 
from the longest to the shortest one selecting them randomly. Another case 
of invalid solution is when two headlines in a section points to the same 
position (another headline position must be empty), in this case the tie is 
broken randomly. Note this criteria guarantee that all headlines in the 
parents will be again headlines in the offspring. 

 

4.8. Mutation 
Mutations are operated at different levels with different priorities. 

• headline mutation, is the operation which moves a news from sections 
into headlines and vice versa, since an headline mutation is a dramatic 
change in a newspaper version, the probability Ph of headline mutation 
is kept relatively low, on the other hand and additional factor Pnew is 
considered, Pnew, is giving more probability to become section headline 
to new articles versus old ones; 

• format mutation, this mutation tends to adapt the form in which the 
single news are given, i.e. order, titles, alternative texts and 
accompanying pictures, the probability Pf of this mutation is slightly 
high than the previous one. 

 

offspring 

Parents 
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Fig. 4 Restoring Valid Offspring after crossover 
 

A format mutation is realised by choosing randomly a format component 
(order, title, text and picture) and a feasible random value in the domain of 
the format component (e.g. one title over three available candidates). 
Format mutation of ordering is only applied to headline news and consists in 
swapping an article with another one randomly selected among the 
headlines. 

Headline mutation is realised by randomly selecting the incoming article 
(taking into account of Pnew to give priority to new articles), selecting the 
outcoming article and swapping them among headline and section. 

 

4.9. Update adaptation phase 
The adaptation phase concerns the problem of adapting the population 

of solution which were made invalid by external modifications. For example 
when the news editor decides that an old article has to be archived and/or a 
new one has to be inserted into the journal, some individual in the current 
population could be no more valid. In restoring the validity of the solution we 
use the following criteria: 
• incoming news are added to the respective section with maximum Pnew 
• outcoming news not appearing in section hot headlines are simply 

deleted from the section 
• outcoming news which are on the section headlines are replaced by 

shifting up the section headlines, and operating a format mutation on 
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the last position where simple insertion replace swapping 
The array representation is updated accordingly. 
 
5. Experimental results 
 

The sample online GA for newspaper management described in the 
previous paragraph has been implemented in a simplified online version in 
order to manage the "What's new?" list box in our University home page, 
corresponding to a single section of a newspaper. The "What's new?" box is 
located right in the center of the home page and it contains a set of 
headlines which link to announcements of University activities and events. 
The WebMaster policy limits the number of headlines to a maximum of 8, 
but much more departments, administrative offices and other institutions are 
competing for having their announcements on the home page box. There 
are averages of 30 candidate announcements per day, some 22 of which 
are forced to lie in the internal "What's new?" section. 

The online GA was operated on our university home page for two 
weeks. It was managed as a single section of the sample newspaper 
architecture presented in section 4. The fitness function was simply 
measured as the number of hits in one of the headlines in the "What's 
new?" box, plus a factor which take into account of the time spent in the 
headline (the more time, the more interest) the time spent in the home page 
before clicking on the headline link (the less the time, the more the interest), 
and the interest in the announcement. For each announce three possible 
headlines were provided to the system. The system was implemented in 
php in connection with an Apache server on a Linux platform. 

A performance comparison have been made with the "old" static 
management of the "What's new?" by configuring the web server such that 
50% percent of home page where served in the static version. The log files 
corresponding to the static pages have been evaluated by the GA fitness 
function. 

The empirical results shown in the table below are encouraging. 
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Total 
contacts 

Static 
WN#clicks 

Static 
Total 

Fitness 

OGA 
WN#clicks 

GA Total 
Fitness 

62538  
(50% Static,  

50% GA) 

802  
(2.56%) 

1203 1679  
(5.37%) 

2530 

 

Table 1. Experimental Results for WN box 
 

The Static and GA total fitness values are the sum of the fitness values 
of the sessions which generates clicks on "What's new?" links. The results 
show that online GA performs about two times better than static 
management of the "What's new?" box. The similar increase from number of 
clicks to fitness shows that there is not a significant variation versus to 
interest in the two approaches: in the average 60% of clicking individuals, 
when they click on an announcement they are also interested in it (i.e. they 
read all the announcement). 

Unfortunately the absolute number of hits to "What's news?" is very low 
since the home page is mainly used as a root to the University web site for 
reaching already known services or administrative information rather than 
being used as a source of "news". 

Two further versions are under implementation: a newspaper manager, 
based on the content management system Nuke [21], and a simulation 
experiments which aim at compare the online GA with respect to simulated 
user response. 

 

6. Conclusions 
 

Online GAs represent a new approach to systems which provide 
adaptive services to a large number of anonymous clients/users which 
evolves over time in unpredictable way. 

The basic idea of online genetic algorithms is that “the world is the 
fitness”, i.e. the fitness function resides in the application environment and it 
can be evaluated by sensing the environment i.e. by evaluating clients/users 
response to the current solutions. A phase of adaptation is added to usual 
GA schema for restoring validity to solutions made invalid by evolution in the 
problem domain. 

Online GAs are related with interactive GAs methods [12][9][10], in 
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which the real world appear in GA in the form of the user cooperation to the 
selection process, or in the form of environment guided training [13]. The 
main difference between online GAs and interactive GAs is that in 
interactive GAs, GAs are used in a sort of offline simulation in order to 
select a final optimised solution or behaviour, used by the application. 
Instead online GAs based applications made immediate use of the solutions 
population. 

The main issues which motivate the adoption of online GAs have been 
discussed in the framework of the newspaper scenario. Online GAs 
represents an answer in all those situation in which adaptation is required, 
while few o no data are available about users’ profiles and attitudes [17]. 

The increasing diffusion of massive distributed services based on the 
new ITs, the increasing consciousness and laws about the privacy issues, 
motivates the apparently contradictory request of providing adaptive 
services to unknown users in dynamical domains. 

Preliminary experimental results on a simplified version of the 
newspaper application confirm the validity of the online GAs approach. 

Open theoretical and practical issues need to be further investigated in 
the framework of online GAs such as the problem of time granularity with 
respect to the time needed for fitness evaluation; defining effective methods 
for tuning GA parameters and weights, and discussing typical GA issues 
such as co-evolution [17] in the context of online GAs. 

Moreover the integration between online GA and other non evolutionary 
techniques such as fuzzy and probabilistic analysis are worth to be 
investigated. 
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Abstract: Some basic points from the automated creation of a Bulgarian 

WordNet – an analogue of the Princeton WordNet, are treated. The used 
computer tools, the received results and their estimation are discussed. A 
side effect from the proposed approach is the receiving of patterns for the 
Bulgarian syntactic analyzer.  

Keywords: Empirical Methods in NLP, WordNet 
 
1. Introduction 
WordNet is developed in the Princeton University [2,4] as a lexical 

database of English. The first multilingual database to realize such 
approach is EuroWordNet (EWN) ([11], [12]) consisting of eight European 
languages. The monolingual databases are related to the Princeton 
WordNet (PWN) (and in this way to each other) via an interlingual index 
(ILI). 

The Bulgarian WN (BWN) has been developed as a cooperative task 
involving the Plovdiv University and the Department for Computer Modelling 
of Bulgarian Language at the Bulgarian Academy of Sciences (DCMB). The 
work is part of an EC funded project (IST-2000-29388) BalkaNet [7] for the 
creation of a multilingual lexical database (like EWN) for 6 Balkan 
languages (Bulgarian, Greek, Romanian, Serbian and Turkish, Czech). 

 
2. Forming of a BWN 
The main stages in the automatic creation of a BWN (A_BWN) are 

presented in [8]. We discuss further the tools and the results received in this 
process – namely the extraction of synsets from an English-Bulgarian 
dictionary (EBD) and the receiving of A_BWN. 

Our starting point is the transformed EBD [6] with more than 160,000 
entries. Each different meaning of an English word is placed on a different 
row. Each row contains the English word (entry) and its translation 
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equivalents (TE) in Bulgarian. A link is added (where it was possible) 
between the EBD rows and the PWN synsets (via the ILI) [9].  

Each TE row may contain Bulgarian words and phrases separated with 
the following signs: comma, colon, semi-colon, full stop, slash and brackets. 
In order to receive the different synonyms from a TE row we had to 
differentiate the punctuation marks used as ‘separators’ from the ones 
marking some orthographical rule. E.g. in the translation of "anticipant" – 
"човек, който чака, чакащ", the first comma is not a separator while the 
second one is. 

A special tool BWN Extractor (BWNE) is designed for the solving of the 
problem. The BWNE was created to extract almost automatically meaningful 
rules for forming Bulgarian synsets corresponding to PWN. In the first place, 
the Bulgarian words in TE rows were processed by Bulgarian Morphological 
Analyzer BulMorph 2.0 [10] in order to get a list of their morphological 
characteristics (MC). As a result we received a string-pattern in which every 
Bulgarian word from the TE row was replaced with a special symbol(s) 
coding its MCs (e. g. N denotes a noun, A – adjective, V – verb, D – adverb, 
Vm – a verb in indicative mood, Va – the verb ‘be’, Vp – participle, Nc – 
common noun, Q – particle, etc.) The morphological alternatives 
(ambiguities) are separated with ‘|’ and the results from the robust 
morphological analysis [10] are marked with the sign ‘^’.  

Table 1 presents syntactic patterns (SynP), obtained with BWNE and 
ordered according to their frequency in the processed TE.  

 
SynP Noun Verb Adjective Adverb Total 

Nc 10134 11 45 2 10192 
Nc , Nc 4123 5 8 0 4136 
A 59 2 3749 25 3835 
Vm 20 2463 24 1 2508 
A , A 13 0 2460 11 2484 
Vm , Vm 11 2215 8 2 2236 
A Nc 2070 2 36 1 2109 
Nc , Nc , Nc 1009 0 2 0 1011 
Nc|Vn 913 0 5 0 918 

 
Table 1. The first 9 syntactic patterns received by BWNE 
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What this statistics shows is that, for example, when the TE row of an 
English word consists of two nouns separated by comma (Nc, Nc) in 4123 
of 4136 cases (more than 99.6%) the English word is also a noun and the 
corresponding two Bulgarian words (nouns) are two synonyms. Only the 
cases when the part of speech (POS) does not match are questionable and 
need to be marked by expert using BWNE.  

 
Figure 1. The Rule Editor window of the BWNE 

 

The rules for the separation of the synonyms are based on the 
automatically received SynP. Moreover, BWNE provides a special Rule 
Editor. Figure 1 shows the creation of a rule to be applied on all rows 
corresponding to an English entry defined as ‘verb’. 

The functional capabilities of the Rule Editor are: a) automatically 
synthesizes rules, starting with the most likely ones; b) allows additional 
editing of the automatically synthesised rules; c) represents all the rows in 
EBD corresponding to the processed SynPs in View mode; d) allows 
changes in the respective rows in EBD in Edit mode; e) gives possibility for 
successive processing of rows from EBD (one by one or in group) in Apply 
mode; f) provides Save Rule mode, etc. 

Experiments show that approximately 45,000 rows (TE) from the initial 
EBD can be automatically processed with the first 100 synthesized rules. 
The next 3,000 rules process additional 20,000 rows. In this way about 
65,000 rows of EBD are almost automatically processed with 3,300 rules. 
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The extracted synonyms form A_BWN, containing about 42,000 Bulgarian 
synsets linked to the corresponding English synsets in PWN. 

 

Table 2 presents 15 of the 3,300 automatically synthesized rules. Each 
rule consists of three parts: POS of the entry for whose TE a given rule is 
applied; Left side containing the (searched) string-pattern and Right side 
defining the replace string – a sequence of numbers (position of the Left 
side components) separated by the sign ‘$’. E.g. rule 15 means that 4 
synonyms will be extracted in all the TE rows (for which the ILI corresponds 
to a ‘verb’) matching the pattern verb1/verb2 noun1/noun2. The four 
extracted synonyms (separated by ‘$’) are as follows: verb1 noun1 $ verb1 
noun2 $ verb2 noun1 $ verb2 noun2$. 

Note that in rules 9-12 the comma is not (always) a separator. Its role 
depends from the POS of the entry – a comma followed by a relative 
pronoun (Pr) is a separator when the corresponding POS is A (rule 1) but it 
isn’t when the POS is N (rule 10). 

 

№ POS Left Side Right Side 
1. A A , A , Pr Pp Vm 1 $ 3 $ 5 6 7 $ 
2. A D {A|Vp} , A 1 2 $ 4 $ 
3. A A ; R A Nc 1 $ 3 4 5 $ 
4. A Vp , A , A , R A Nc 1 $ 3 $ 5 $ 7 8 9 $ 
5. D D , D , R Pd {A|Nc} 1 $ 3 $ 5 6 7 $ 
6. D R A Nc / Nc 1 2 3 $ 1 2 5 $ 
7. N A / Vp Nc 1 4 $ 3 4 $ 
8. N A Nc , {An|D} Nc , {An|D|Nc}^ 1 2 $ 4 5 $ 7 $ 
9. N An Nc , Vp R A Nc 1 2 3 4 5 6 7 $ 

10. N Nc , Pr Vm / Vm 1 2 3 4 $ 1 2 3 6 $ 
11. N Nc , R Pr Q Vm Nc 1 2 3 4 5 6 7 $ 
12. V Vm ( Nc , Nc , {Nc|Np} ) ; Vm 1 2 3 4 5 6 7 8 $ 10 $ 
13. V Vm ( Q ) , Vm ( D ) 1 3 $ 1 $ 6 7 8 9 $ 
14. V Vm , Nc Va R 1 $ 3 4 5 $ 
15. V Vm / Vm Nc / Nc 1 4 $ 1 6 $ 3 4 $ 3 6 $ 

 

Table 2. Rules for the extraction of Bulgarian synonyms 
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3. Evaluation of the A_BWN 
In order to validate the A_BWN we used BWN prototype1. The presented 

result is for an A_BWN consisting of 39,109 Bulgarian synsets and 
containing 9,936 (common) ILI with the BWN prototype.  

Let denote the number of the common literals (different words and 
phrases in a synset) with E, the number of the A_BWN literals –with F and 
the number of the A_BWN literals in the intersection – with P2. In order to 
estimate the A_BWN we use two measures: 

F
P

=Precision  and 
E
P

=Recall . 

The number of literals in the BWN prototype is 18,520 and in the 
A_BWN – 21,302. The average number of literals in a synset is 1.864 and 
2.144 respectively. The number of literals common to A_BWN and the BWN 
prototype is 9,449. The number of synsets common to A_BWN and the 
BWN is 9,936. The average number of common literals in a synset is 0.951. 
The Recall is 51.02% and the Precision is 44.36%.  

The new synsets in A_BWN (more than 33,000 additional ILI) give 
opportunity for further expanding of the BWN prototype. 

 

4. Receiving of syntactic patterns 
A side effect of the proposed approach is the receiving of syntactic 

patterns for 4 phrase types in Bulgarian: NP (noun phrase), VP (verb 
phrase), AP (adjective phrase) and AdvP (adverbial phrase). For example 
Table 3 presents the first 4 (applied) rules for A (see Table 2). 

 

№ POS Right Side 
1. A A $ A $ Pr Pp Vm $ 
2. A D {A|Vp} $ A $ 
3. A A $ R A Nc$ 
4. A Vp $ A $ A $ R A Nc$ 

Table 3. The (applied) rules 1-4 from Table 2 
 
In fact the received SP for the structure of AP in Bulgarian: 
                                                           
1 The prototype, containing 15,007 Bulgarian synsets, is created (manually) by the 

DCMB experts. 
2  The literals that don’t match the literals in the BWN prototype are not 

necessarily “incorrect”. 
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AP := A | Pr Pp Vm | D {A|Vp} | Pr Q Vm | R A Nc | Vp 
has to be checked by expert. 
 

The first 10 SP (with greatest frequency) are presented in Table 4. 
The experiments show that in this way we define some meaningful rules 

for the structure of NP, VP, AP and AdvP. The most frequent patterns are 
most likely to produce correct rules. Using the proposed approach we 
received 1762 syntactic patterns for the Bulgarian phrases: 1470 for NP, 
175 – АP, 169 – VP and 79 – AdvP. 

 

№ SyntacticPattern NP VP AP AdvP Total 
1. Nc 10744 3 26 2 10775 
2. A 57 0 3786 14 3857 
3. A Nc 3553 1 0 3 3557 
4. Vm 10 3435 34 1 3480 
5. {Nc|Vn} 1328 4 3 0 1335 
6. Vm Q 0 958 2 0 960 
7. Vp 39 0 887 7 933 
8. Nc^ 871 1 1 0 873 
9. Vm R Nc 1 782 0 0 783 

10. Vm Nc 2 725 0 0 727 
Total 26028 8187 7336 902 42453 

Table 4. The first 10 syntactic patterns 
 

5. Perspectives 
A method for improvement of Bulgarian Synonym Dictionary (BDS) and 

removing logical discrepancies in synonym rows is described in [3, 9]. The 
next step to be done is the expanding and correction of the synsets in 
A_BWN using the improved synsets from regular BDS [5].  

A tool analogous to the Split/Merge program [9] is under development. 
The main features of the tool are: a) displaying all the synsets from A_BWN 
and BDS, in which a chosen word (or phrase) takes part; b) choice of an 
A_BWN synset to be processed; c) finding the BDS rows which are closest 
to the chosen synset [9].  

The method for extracting syntactic patterns can be applied to other 
lexical resources, for example to Bulgarian Thesaurus [1]. Additional MCs 
(number, gender, definiteness, etc.) can be used for synthesis of more 
precise syntactic rules.  

The receiving of precise syntactic patterns can be used for the almost 
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automatic creation of a Bulgarian computer grammar (including thousands 
of syntactic rules). The creation of the computer grammar is а crucial step 
towards the development of a syntactic analyzer of Bulgarian texts.  
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Abstract: In this paper the network problem of determining all-pairs 

shortest-path is examined. A distributed algorithm which runs in O(n) time 
on a network of n nodes is presented. The number of messages of the 
algorithm is O(e+n log n) where e is the number of communication links of 
the network. We prove that this algorithm is time optimal.  

Keywords: distributed algorithm, all-pairs shortest-path, computer 
network. 

 
1. Introduction 
In this paper we examine the distributed all-pairs shortest-path problem. 

The all-pairs shortest-path problem is the problem in which the shortest path 
between every pair of nodes in a network is determined. In the distributed 
version of the problem, a distributed algorithm is sought such that at the 
termination of the algorithm, every node knows the shortest path between 
any two nodes of the network. Floyd published a centralized algorithm 
[Floyd, 1962], which has been converted into a distributed algorithm by 
Toueg [Toueg, 1980]. The time complexity of this algorithm is O(n2) [Toueg, 
1980]. 

The distributed shortest path problem and its variations have been 
studied because of its many applications. A decentralized algorithm for 
finding shortest paths in a network was presented by Abraham and Rhodes 
[Abram, 1978]. A distributed algorithm for finding shortest distances in an 
undirected graph was presented by Ravichandran, et. al. [Ravichandran, 
1986] in which at the termination of the algorithm, each node contains the 
shortest path between itself and all other nodes. The algorithm described by 
Chandry and Misra [Chandry, 1982] finds shortest path from a node i to 
node j in a directed graph. 

Determining topological properties of a network by distributed 
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computation have received considerable attention. A number of papers 
have covered the topic of finding a minimum weight spanning tree 
[Awerbuch, 1987], [Korach, 1984], [Garay, 1998]. The problems of leader 
election, counting, and related problems [Awerbuch, 1987], [Singh, 1995], 
[Korach, 1984], [Kutten, 1998], [Kanchi, 1993] have also been studied. 

In this paper we use the solution for finding a minimum weight spanning 
tree for finding a time optimal algorithm for the distributed all-pairs shortest-
path problem. 

There has no previous distributed algorithm to find the all-pairs shortest-
path in a general graph, other than the distributed version of a centralized 
algorithm given by Floyd [Floyd, 1962]. Therefore the idea of using a 
spanning tree and the center of the tree to find all-pairs shortest paths is a 
new element in this algorithm. 

 

2. Model 
The distributed network is considered to be an undirected weighted 

communications graph G=(V,E), with processors forming the nodes, V, and 
bidirectional weighted communication links between processors forming the 
edges, E of the graph. No processor knows the topology of the network. No 
common memory is shared between processors and there is no global 
clock. All processors have unique identities from a totally ordered set. No 
processor knows the identity of any other processor. Each processor knows 
the links incident to it. For the duration of the algorithm, the network is 
assumed to be reliable, i.e., there will be no failures of the nodes or links for 
the duration of the algorithm. 

The local computation at any node is assumed to take negligible time 
compared to the time required to transmit a message along a link. The 
asynchronous nature of the network permits undetermined communication 
delays in the delivery of a message. However, for the purpose of 
determining the time complexity, we assume that each message is delivered 
in O(1) time along a link, irrespective of the size of the message. The 
correctness of the algorithm does not depend on this assumption. 

The algorithm we present does not depend on any initiator node(s).  At 
any time, one or more nodes may wake up and begin the execution of the 
algorithm. At the end of the algorithm, all nodes know the shortest path 
between any two nodes of the network. This data is stored in a square 
matrix, D, where entry (i,j) contains the shortest path between the nodes i 
and j. 
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Given any spanning tree T of a graph G, the edges that are not in T are 
called the co-tree edges with respect to T. 

The size of the set V is denoted by n. The size of the set E is denoted by 
e. 

 

3. Informal Description of the Algorithm 
In this section we describe the algorithm at a high level. The algorithm 

consists of four steps as described below. 
 

Step I: Finding a spanning tree, T, of the weighted graph, G: 
Initially, all nodes are inactive. The first major part of the algorithm is to 

find a spanning tree, T, of the underlying unweighted graph. This can be 
accomplished by any one of the spanning tree finding algorithms, and we 
use the algorithm given by Awerbuch [Awerbuch, 1987], which takes time 
O(n). 

The spanning tree algorithm ensures every node can identify the links 
incident on it as either an edge in the tree T or a co-tree edge with respect 
to T. 

 

Step II: Each node determines the identities of its neighbours in the 
graph G: 

Each node must determine the identities of its neighbours in graph G. 
This can be accomplished by each node sending its identity along each link 
incident to it. The time complexity of this step is O(1). Since each link carries 
exactly two messages, one from each of the incident nodes to the link, the 
number of messages is 2e. 

 

Step III: Determination of the All-Pairs Shortest-Distance matrix D: 
This step of the algorithm deals with the transmission of distance 

information in G along the tree edges of T. Initially, each vertex constructs a 
local distance matrix that has row and column labels corresponding to the 
vertex and its neighbours. 

Starting at each leaf node, partial distance information is transmitted 
along the tree edges of T. Whenever the partial distance matrix of a 
neighbour is received at a non-leaf node, new columns and rows are added 
to the partial distance matrix of that node and existing distance data is 
updated. When a non-leaf node receives partial distance matrix information 
from all but one of its neighbours, it becomes a transmitting node and sends 
its partial distance matrix to the neighbour from which it did not receive a 
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partial distance matrix message. 
At the end of this step, exactly one or two nodes, called the saturated 

node(s) of the tree, would contain Shortest-Distance matrix, D, of the entire 
graph G. We will show that the time complexity of this step is O(n). 

 

Step IV: Communicating the All-Pairs Shortest-Distance matrix D to 
every node: 

This communication originates at the one or two nodes that are 
described in Step 3, and messages travel using only tree edges of T. This 
step has complexities of O(n) time and O(n) number of messages. 

 
4. Notation Used in the Algorithm 
Messages transmitted in this algorithm are of the following three types: 
 

IDENTIFICATION: This type of message is used in Step II, where each 
node transmits its unique identity to each of its neighbours in the graph G. 

 

PARTIAL DISTANCE MATRIX: This type of message in used in Step III, 
where the partial distance matrix calculated locally at a given node is sent 
along a single tree edge. 

 

FINAL DISTANCE MATRIX: This type of message is used in Step IV, where 
the final distance matrix is sent to all the tree neighbours. 

 

The nodes are in one of four states throughout the execution of the 
algorithm. 

 

INACTIVE: Nodes are in Inactive state prior to the start of the algorithm. 
Initially all nodes are Inactive. 

 

RECEIVING: Any non-leaf node that is receiving and processing partial 
distance matrices from other nodes is said to be in Receiving state. A node 
in Receiving state has not yet transmitted its partial distance matrix. 

 

TRANSMITTING: A node is in Transmitting state if it has received partial 
distance matrices from all but one of its neighbours (this is trivially true for a 
leaf node). A node in Transmitting state sends its updated partial distance 
matrix to one other node from which it did not receive a partial distance 
matrix. 

 

SATURATED: A node is in Saturated state if has received partial distance 
matrices from all its neighbours in the tree T. 
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5. Algorithm 
In this section we describe the distributed algorithm for finding the all-

pairs shortest-distance matrix. 
 
ALGORITHM (ALL-PAIRS SHORTEST-PATH ALGORITHM) 

1. Every node sets its state to Inactive. 
2. Construct a spanning tree, T of the underlying unweighted graph. Any 

good asynchronous spanning tree algorithm can be used. The only 
modification to the spanning tree algorithm, which is required for our 
algorithm, is that any node with a single neighbour in the tree (a leaf 
node) must change its state to Transmitting at the end of the spanning 
tree algorithm. Similarly, any node with more than one neighbour in the 
tree (an interior node) must change its state to Receiving. 

3. Each node i determines the identities of its neighbours in G and stores 
identity and distance data in a matrix PDi. For instance, a node i that is 
adjacent to nodes j and k, creates entries (i,j), (j,k) and (i,k) in PDi. The 
value of PDi[i,j], PDi[i,k] would be the weights of the edges (i,j) and (i,k) 
respectively, and the value of PDi[j,k] would be the sum of weights of the 
edges (i,j) and (i,k). See INITIALIZE_PARTIAL_DISTANCE_MATRIX 
subroutine below. 

4. Determine All-Pairs Shortest Distance Matrix D of the graph G. Each 
node's behaviour is determined by its state. 

               For each node i ∈ V 
                  If the state of i is Receiving 
                    Run the subroutine RECEIVING_NODE_PROCESSING(i); 
                 If the state of i  is Transmitting 
                    Run the subroutine TRANSMITTING_NODE_PROCESSING(i) 
               As a result, at most 2 transmitting nodes will receive a message 

from all neighbours and are marked 
               Saturated. 
5. Transmit the final All-Pairs Shortest-Distance matrix to every node from 

a Saturated node. Any Saturated node contains the final all pairs 
shortest distance matrix D. The Saturated node(s) will create a final 
message consisting of D and send this message to all its neighbours in 
the spanning tree T. Any node in the spanning tree that receives D will 
store D locally and send D to all its tree neighbours except the tree 
neighbour from which it received D. 
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 SUBROUTINE (INITIALIZE_PARTIAL_DISTANCE_MATRIX) 
1. For each node i ∈ V 
2.         i transmits an Identification message containing its identity 

along each edge incident at i in G 
3.        i, upon receiving the identities of its m neighbours, creates a 
distance matrix, PDi, of size (m+1) ×  

                     (m+1)  and assigns the values to , PDi[j,k] as given below. 
3.1. For each j, k ∈ indexes of PDi 
3.2.      If j == k then PDi[j,k] ← 0. 
3.3.      If j == i or k == i then PDi[j,k] ← weight of the edge 

between j and k. 
3.4.      Else PDi[j,k] ← PDi [j,i] +  PDi [i, k]. 
3.5. EndFor 

 

SUBROUTINE (RECEIVING_NODE_PROCESSING(i)) 
1. Let Tnbri be the set of neighbours of node i in Tree T created in 

Step 2 of the all-pairs shortest-path algorithm.  
2. Let count be the number of the partial distance matrices that i has 

received since it changed state to Receiving. Initially count is set to 
0. 

3. Let Links_Used be a vector of size | Tnbri| of type Boolean in which 
all entries are initialized to False. 

4. While count < | Tnbri| – 1 
5.      Receive message PDj from neighbour j 
6.      count++  
7.      Link_Used[j] ←True 
8.      Call ProcessMessage(PDj) 
9. EndWhile 
10. Set the state of node i to Transmitting. 

 

SUBROUTINE (PROCESSMESSAGE(PDj)) 
1. For each index k in PDj  
2.       if k is not an index of PDi 
3.            extend PDi  by one row and one column corresponding to k 
4.          For all indexes m in PDi 
5.                  Set  PDi [k, m] ← PDi [m, k] ← ∞  
6.        EndFor 
7.          Set PDi [k, k] ← 0 
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8.      EndIf  
9. EndFor 
10. For each k, m  ∈ indexes of  PDj 
11.      if PDi[k,m]  > PDj[k,m] 
12.          PDi[k,m] ← PDj[k,m] 
13. EndFor 
14. For each k, m, n ∈ indexes of PDi 
15.       if  PDi[k,m]  > PDi[k,n] + PDi[n,m] 
16.           PDi[k,m] ← PDi[k,n] + PDi[n,m] 
17. EndFor 

 

SUBROUTINE (TRANSMITTING_NODE_PROCESSING(i)) 
1. Node i transmits PDi to its only neighbour in T from which it has not 

received a partial distance matrix.  
2. If i receives another partial distance message, say from j, then i 

calls ProcessMessage(PDj) and marks itself as Saturated. 
 
6. Correctness 
In this section we show that the All-Pairs Shortest-Path algorithm 

produces the correct result. 
 

Lemma 1 There are at most two Saturated nodes. 
 

PROOF: The algorithm starts at leaf nodes of the tree, and matrices are 
transmitted to internal nodes. Each internal node, in turn chooses the one 
node from which it has not received any partial distance matrix as its parent 
and transmits the partial distance matrix to that node. In this manner 
eventually the matrices reach the one or two centers of the tree. These 
centers become the Saturated nodes. 

 

Lemma 2 The shortest distance between any two nodes is known to a 
Saturated node. 

 

PROOF: We will prove this using induction on the number of edges in the 
shortest path. Any shortest path consisting of a single edge is known to the 
Saturated node(s), since every node, by Step 3, creates a partial distance 
matrix and all these matrices are transmitted eventually to the Saturated 
node(s). 

 

Assume that if there are fewer than k edges in the shortest path between 
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two nodes, then that path is known to the Saturated node(s). Consider two 
nodes x and y such that the shortest path P between x and y has k edges. 
Let P = (x = v0, v1, v2, ...,vk–1, vk = y). Assume that the Saturated node(s) 
contains a ``path'' P' between x and y, but that the sum of the edge weights 
of P' is greater than the sum of the edge weights of P. Then the two paths 
must differ in at least one edge. Let (vi, vi+1) be the first edge in P that is not 
in P'. Note that vi could be the same as x or vi+1 could be same as y. But 
since P is the shortest path from x to y, the path (x, v1, v2, … , vi) is a 
shortest path from x to vi. Similarly, the path (vi+1, vi+2, …,vk-1, y) is a shortest 
path from vi+1 to y. Note that these paths must contain fewer than k edges, 
since P has k edges. But by the induction hypotheses the Saturated node 
contains the shortest path from x to vi and from vi+1 to y since the number of 
edges in each of these shortest paths is less than k. Also, by Step 4 of the 
all-pairs shortest-path algorithm, Process_Message combines these two 
shortest paths to obtain the shortest path between x and y. Therefore the 
Saturated node must have the path P. 

 

Theorem 1 The All-Pairs Shortest-Path Algorithm guarantees that all 
nodes in G know the all-pairs shortest-paths. 

 

PROOF: By Lemma 1, there are exactly one or two Saturated nodes. By 
Lemma 2, a Saturated node knows the all-pairs shortest-path matrix D. Step 
5 of the algorithm is a broadcast of this information to all nodes in the 
spanning tree, hence in the graph. 

 
7. Complexity 
In this section, we show that Algorithm 1 takes O(n) time and O(e + n log 

n) number of messages. Note that the subroutines 
Initialize_Partial_Distance_Matrix, Receiving_Node_Processing(i), 
ProcessMessage, and Transmitting_Node_Processing each perform local 
processing and are thus considered to take O(1) time. 

 

Theorem 2 The all-pairs shortest-path algorithm terminates in O(n) time. 
 

PROOF: Step 1 of the algorithm takes O(1) time. Step 2 of the algorithm, 
i.e., constructing the spanning tree, takes O(n) time. [Awerbuch, 1987]. Step 
3 of the algorithm takes O(1) time, since each node sends one message on 
each tree link. Step 4 of the algorithm takes time proportional to the height 
of the tree with a Saturated node as a root. This is at most O(n). Step 5 
takes the same time as Step 4 since the messages travel from the root to 
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the leaves of the tree. The time complexity of the algorithm is dominated by 
Step 2, and is thus O(n). 

 

Theorem 3 The all-pairs shortest-path algorithm has O(e + n log n) 
bound on the number of messages. 

 

PROOF: The number of messages in Step 2 of the algorithm is O(e + n 
log n) [Awerbuch, 1987]. The number of messages in Step 3 of the 
algorithm is 2e since each edge is used for exactly two IDENTIFICATION 
messages. The number of messages in Step 4 of the algorithm is O(n) 
because the partial distance matrices are transmitted from leaf nodes to the 
root of the tree (Saturated node) using only edges of T. The spanning tree 
has n-1 edges and exactly one message is sent along each tree edge, thus 
the number of messages is O(n). Note that if there are two Saturated nodes, 
the edge between them is used twice. Similarly, the number of messages in 
Step 5 of the algorithm is O(n). Therefore the number of messages 
generated by the algorithm is bounded by  

O(e +n log n). 
 

8. Optimality 
We claim that our distributed algorithm is time optimal for finding all-pairs 

shortest-path. This follows since a solution to the leader election problem 
can be obtained from a solution to the all-pairs shortest-path problem with 
no additional communication time. For instance, each node can locally elect 
the node with the highest identity as the leader. Since the time optimal 
leader election algorithm [Awerbuch, 1987] takes O(n) time, our O(n) time 
algorithm for all-pairs shortest-path is also time optimal. 

 
9. Conclusion 
We have developed a distributed algorithm for the all-pairs shortest-path 

problem which is optimal in time and number of messages. The optimal time 
is O(n). The optimal number of messages is O(e + n log n). 

 
Bibliography 
 

[Abram, 1978] J.M. Abram and I.B. Rhodes, A decentralized shortest path algorithm 
in Proc. of the 16th Allerton Conf. on Communication, Control, and Computing 
(Monticello, Ill.), pp. 271-277, 1978 



________________________________________________________________________         ICT&P 2004   ________________________________________________________________________ 

 

78 

[Awerbuch, 1987] B. Awerbuch, Optimal distributed algorithms for minimum-weight 
spanning tree, counting, leader election and related problems, in Proc. 19th 
ACM Symp. on Theory of Computing, ACM, New York, pp. 230-240, 1987 

[Chandry, 1982] K.M. Chandry and J. Misra, Distributed computation on graphs: 
shortest path algorithms, Comm. ACM 25, pp. 833-837, Nov. 1982 

[Floyd, 1962] R. Floyd, Algorithm 97: shortest path, Comm. ACM 5, 1962 
[Garay, 1998] J. Garay, S. Kutten, and D. Peleg, A sublinear time distributed 

algorithm for minimum-weight spanning trees, SIAM J. Comput., Vol. 27, No. 
1, pp. 302-316, February 1998 

[Kanchi 1993] S.P. Kanchi and J.L. Kim, Alternate algorithms for leader election on 
reliable and unreliable complete networks, Proc. of the sixth international conf. 
on parallel and distributed computing and systems p.118-121, October 1993 

[Korach, 1984] E. Korach, S. Moran, and S. Zaks, Tight lower and upper bounds for 
some distributed algorithms for a complete network of processors, Proc. of 
1985 PODC Conf., Vancouver, BC, pp. 199-207, August 1984 

[Kutten, 1998] S. Kutten and D. Peleg, Fast distributed construction of small k-
dominating sets and applications, Journal of Algorithms 28, pp. 40-66, 1998 

[Ravichandran, 1986] A. Ravichandran, S.G. Menon, and R.K. Shyamasundar, A 
distributed algorithm for finding the shortest paths in an undirected graph, 
Technical Report CS-86-13, Department of Computer Science, Pennsylvania 
State University, May 1986 

[Singh, 1995] G. Singh and A. Bernstein, A highly asynchronous minimum spanning 
tree protocol, Distrib. Comput., pp 151-161, 1995 

[Toueg, 1980] S. Toueg, An all-pairs shortest-path distributed algorithm, Res. Rep. 
RC-8327, IBM Thomas J. Watson Research Center, Yorktown Heights, N.Y., 
1980 



________________________________________________________________________         ICT&P 2004   ________________________________________________________________________ 

 

79 

MULTI-DOMAIN INFORMATION MODEL 

Krassimir Markov 
Institute of Mathematics and Informatics, BAS, 

P.O. Box: 775, Sofia-1090, Bulgaria; 
e-mail: foi@nlcv.net 
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information bases is presented. 
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1. Introduction 
The “Multi-Domain Information Model” (MDIM) has been established 

twenty years ago. For a long period it has been used as a basis for 
organisation of various information bases. The first publication containing 
some details of MDIM is [Markov, 1984] but the model has not been fully 
presented till now. In addition, over the years, the model has been extended 
with some new concepts like “information space”, “metaindex”, 
“polyindexation”, etc. which we will introduce in this paper.  

The present paper aims to present MDIM as a coherent whole. 
 

2. Information Domain 
Definition 1. Basic information element “e” of МDIМ is an arbitrary 

long string of indivisible information fragments (bytes in the version for IBM 
PC; symbols; etc.). ■ 

Let E1 is a set of basic information elements:  
E1 = {ei | ei ∈ E1, i=1,…, m1}. 

Let μ1 is а function which defines а biunique correspondence between 
elements of the set E1 and elements of a set C1 of positive integer numbers: 
C1 = {ci | ci∈ N, i:=1,…, m1}, i.e. 

μ1 : E1 ↔ C1 
Definition 2. The elements of C1 are said to be co-ordinates of the 

elements of E1. ■ 
Definition 3. The triple S1 = (E1, μ1, C1) is said to be an information 

domain of range one (one-dimensional information space) . ■ 
Remark: In the previous publications, the information domain S1 was 
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denoted by D and the co-ordinates ci were called “codes” of the 
corresponded information elements. 

 

3. Information Spaces 
Definition 4. The triple Sn = (En, μn, Cn), n ≥ 2, is said to be an 

(complex or multi-domain) information space of range n iff En is a set 
which elements are information spaces of range n-1 and μn is а function 
which defines а biunique correspondence between elements of En and 
elements of the set Cn of positive integer numbers (co-ordinates of range n):  

Cn = {ck | cj∈ N, k:=1,…,mn}, i.e. 
μn : En ↔ Cn ■ 

 

Definition 5. Every basic information element “e” is considered as an 
information space S0 of range 0. ■ 

 

It is clear that the information space S0 = (E0, μ0, C0), is constructed in 
the same manner as all others: 

- the indivisible information fragments (bytes) bi, i=1,…,m0 are 
considered as elements of E0, 

- the position pi (integer number) of bi in the string e is considered 
as co-ordinate of bi, i.e. C0 = {pk | pk∈ N, k:=1,…,m0},  

- function μ0 is defined by the physical order of bi in e and we have: 
μ0 : E0 ↔ C0 

 

When it is necessary the string S0 may be considered as a set of sub-
elements (sub-strings) which may contain one or more indivisible 
information fragments (bytes). The number and length of the sub-elements 
may be variable. This option is very helpful but it closely depends on the 
concrete realizations and is considered as none standard characteristic of 
MDIM. 

 

Definition 6. The information space Sn of range n is called information 
base of range n. ■ 

 

Usually, the concept information base without indication of the range is 
used as generalized concept to denote all information spaces in use during 
given time period. 

 

4. Indexes 
Definition 7. The sequence A = (cn,cn-1,…,c1) where ci∈Ci, i=1,…,n, 
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is called space address of range n of an basic information element. ■ 
 

Every space address of range m, m<n, may be extended to space 
address of range n by adding leading n-m zero co-ordinates. 

 

Definition 8. Every sequence of space addresses A1,A2,…,Ak, where 
k is arbitrary positive number, is said to be an (address) index. ■ 

 

Definition 9. Every ordered subset Ii, Ii⊂Ci⊂N of co-ordinates (i – 
arbitrary positive number) is said to be a (space) index. ■ 

It is clear that space index is a kind of address index. 
 
5. Polyindexation 
Every index may be considered as basic information element (i.e. as a 

string) and may be stored in a point of any information domain. In such 
case, it will have a space address which may be pointed again. 

 

Definition 10. Every index which point only to indexes is said to be a 
metaindex.  ■ 

 

Every metaindex may be considered as basic information element (i.e. 
as a string) and may be stored in a point of any information domain, too. So, 
it will have a space address which may be pointed again, etc. This way, we 
may build a hierarchy of metaindexes. 

 

Definition 11. The approach of representing the interconnections 
between elements of the information domains as well as between spaces 
using hierarchies of metaindexes is called polyindexation. ■ 

 

6. Aggregates 
Let G = {Si | i=1,...,m} is a set of information spaces.  
Let τ={νij |νij : Si → Sj, i=const, j=1,…m} is a set of mappings of 

one “main” information space Si ⊂ G, i=const, into the others 
Sj ⊂ G, j=1,…m, and, in particular, into itself.  

 

Definition 12. The couple  Ð = (G, τ)  is said to be an “aggregate”. ■ 
 

It is clear we can build m aggregates using the set G because every 
information space Si ⊂ G, j=1,…m, may be chosen to be a main 
information space. 

Remark: In the previous publications, the aggregate Ð was called 
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generalized domain. 
 
7. Operations in MDIM 
After defining the information structures we need to present the 

operations which are admissible in the model.  
It is clear; the operations are closely connected to the defined structures. 

So, we have operations with: 
- basic information elements (BIE) 
- spaces 
- indexes 
- metaindexes 

In MDIM, we assume that all information elements of all information 
spaces exist. If for any Si : Ei=∅ ∧ Ci=∅, than it is called empty. Usually, 
most of the information elements and spaces are empty. This is very 
important for practical realizations. 

 

7.1. Operation with basic information elements 
Because of the rule for existing of the all structures given above we have 

need of only two operations: 
- updating the BIE 
- getting the value of BIE 

For both types of operations we need two service operations: 
- getting length of BIE 
- positioning in the BIE 
Updating, or simply – writing the element, has several modifications 
with obvious meaning: 
- writing of a BIE as a whole 
- appending a BIE 
- inserting in a BIE 
- cutting a part of BIE 
- replacing a part of BIE 
- deleting a BIE 
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The operation for getting the value of BIE is only one – Read a portion 
from BIE starting from given position. We may receive the whole BIE if the 
starting position is the beginning of BIE and the length of the portion is 
equal to the BIE length.  

 

7.2. Operation with spaces 
With a single space we may do only one operation – clearing (deleting) 

the space, i.e. replacing the all BIE of the space with ∅. After this operation 
the BIE of the space will have zero length. 

With two spaces we may provide two operations with two modifications 
every: 

- copying the first space in the second 
- moving the first space in the second 

The modifications concern the type of processing the BIE of the recipient 
space. We may have: 

- copy with clear 
- move with clear 
- copy with merge 
- move with merge  

The “clear” modifications first clear the recipient space and after that 
provide copy or move operation.  

The merge modifications may have two types of processing: 
- destructive 
- constructive 

The destructive merging may be “conservative” or “alternative”. In the 
conservative approach the recipient space BIE remain in the result if it is 
with none zero length. In the other approach – the donor space BIE remain 
in the result. 

In the constructive merging the result is any composition of the 
corresponded BIE of the two spaces. 

Of course, the move operation deletes the donor space after the 
operation. 

 

7.3. Operation with indexes and metaindexes 
The indexes are the main approach for describing the interconnections 

between the BIE. 
At the first place, we may operate with and in the indexes Ci, i=1,2,…,n 
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of the spaces. We may receive the co-ordinates of the next or previous 
empty or none empty elements of the space starting from any given co-
ordinate. The possibility to count the number of none empty elements is 
useful for practical realisations. 

The operations with indexes and metaindexes may be classified in two 
main types: 

- logical operations 
- information operations 

The first type is content independent operations based on usual logical 
operations between sets. The difference from usual sets is that the 
information spaces are build by interconnection between two main sets: 

- set of co-ordinates 
- set of information elements 

The logical operations defined in the MDIM are based on the classical 
logical operations – intersection, union and supplement, but these 
operations are not so trivial. Because of complexity of the structure of the 
information spaces these operations have at least two principally different 
realizations based on: 

- co-ordinates 
- information elements 

The operations based on co-ordinates are determined by the existence 
of the corresponding space information elements. So, the values of the co-
ordinates of the existing information elements determine the operations. 

In the other case, the values of the BIE determine the logical operations. 
In both cases the result of the logical operations is any index, 

respectively – metaindex. 
The information operations are context depended and need special 

realizations for concrete purposes.  
The main information operation is creating the indexes and 

metaindexes. This may be very complicated processes and could not be 
given in advance. The main purpose of the MDIM is to give up possibility for 
access to the practically unlimited information space and easy approach for 
building interconnection between its elements. The goal of the concrete 
applications is to build tools for creating and operating with the indexes and 
metaindexes and to implement these tools in the realization of user 
requested systems. 

For instance such tools may realize the transfer from one structure to 
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another, information search, sorting, making reports, more complicated 
information processing, etc. 

The information operations can be grouped into four sets corresponding 
to the main information structures: 

- basic information elements 
- information domains 
- information spaces 
- index or metaindex structures 

 
8. Discussion 
Usually, the submission of any new information model needs to be 

discussed in connection to already existing models and theories. We have 
no place in this paper to analyze all known models. Because of this we will 
point only two of them we assume as more important: 

- theory of the named sets [Burgin, 1984] 
- relation model of Codd [Codd, 1970] 

Our proposition is that the MDIM has the same and more modeling 
possibilities than named sets and relation model. 

 

8.1. Theory of the named sets 
For our further discussion we need some information from [Burgin and 

Gladun, 1989] . 
If α is a relation of Χ with Υ i.e. α⊆Χ x Υ , A⊆ Χ,  B⊆Υ then  
α(A)={y|∃x∈A ((x,y)∈α)}, α-1(B)={x|∃y∈B ((x,y)∈α)},  
α|(A,B)={(x,y)∈α | x∈A y∈B }.  
The empty set is denoted by ∅ . 
Definition B&G-1. A named by M set (an N-set) is a triple  

X=(X,α,I) 
where X is a set from some fixed class of sets and is called the support 

set of the named set X . I is a set from some (may be another) fixed class of 
sets and is called the set of names of the named set X. α:X→Y is a map 
or a correspondence (a relation) from X to I and belongs to a given class of 
relations M . 

A name a∈I is called empty if α-1(B) = ∅ . 
Named sets as special cases include: usual sets, fuzzy sets, multisets, 
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enumerations, sequences (countable as well as uncountable), etc. A lot of 
examples of named sets we may find in linguistics studying semantic 
aspects that are connected with applying different elements of a language ( 
words, phrases, texts) with their meaning. [Burgin and Gladun, 1989, p.121-
122]. 

The Theory of named sets (TNS) has been established about 1982 
[Burgin 1984]. Independently, the MDIM has been developed in the period 
from 1980-1982 and its first publication was [Markov 1984] . 

We may find many common ideas in the two approaches. Here we will 
point at two main characteristic of MDIM. 

 

Proposition 1.  Every information space is a named set. 
 

Proof: By definition, the set E is the support set, C is the set of the 
names and μ is a function of naming. 

 

Proposition 2. Every named set may be represented by an aggregate. 
 

Proof: It is simple to build the named set by an aggregate using: 
- two information spaces: one for the names and one for the 

elements of the named set,  
- aggregation mapping which is identical to the named set mapping. 

■ 
This way all possibilities of the TNS exist in the MDIM. In other hand, the 

polyindexation does not exist as theoretical base in the TNS. The 
aggregates are more general constructs than named sets. At the end, MDIM 
is designed to support practical realizations whereas the TNS is a theoretic 
logical construction for reasoning. 

The conclusion is that the MDIM has the same and more modeling 
possibilities than named sets. 

 

8.2. Relation model of Codd 
The Cood’s Relation theory [Codd 1970] is so popular that we do not 

need to explain it here. For our discussion we will proof one very important 
proposition. 
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Proposition 3. The relation in the sense of the model of Codd may be 
represented by an aggregate. 

 

Proof: It is easy to see that if the aggregation mappings of the 
generalized domain are one-one mappings it will be relation in the sense of 
the model of Codd. ■ 

In the same time many possibilities of MDIM could not be represented 
by the relation model or this is very expensive work. Especially, the 
polyindexation could not be represented by relations. The representation of 
the information spaces of range more than three is very expensive for the 
practical realizations. 

So, we may say that MDIM is more universal and convenient for 
practical realizations than the relation model. 

 
9. Conclusion 
The Multi-Domain Information Model (МDIМ) for organisation of the 

information bases has been presented in this paper. The information 
structures and operations of MDIM have been presented.  

The correspondences between MDIM and named sets (Propositions 1 
and 2) as well as the relation model (Proposition 3) were shown. Our 
conclusion is that the MDIM has the same and more modeling possibilities 
than named sets and relation model. 

At the end, we need to discuss some more general conclusions. 
We consider the real world as a space of entities. The entities are built 

by other entities, connected with relationships. The entities and relationships 
between them form the internal structure of the entity they build. To create 
the entity of a certain structural level of the world, it is necessary to have: 

− the entities of the lower structural level; 
− establishing of the forming relationship. 

The entity can dialectically be considered as a relationship between its 
entities of all internal structural levels. [Markov et al 2003]. Every entity may 
be considered as relationship between “atoms” which are entities on the 
lowest structural level where there exists another relationship and so on. 

This way we may distinguish three types of relationships: explicit 
(forming relationships), implicit (forming relationships at lower levels) and 
mixed (in case we distinguish the relationships from lower levels as 
elements of the forming relationship of given level). 
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In our model, the information atoms are the basic information elements. 
It is easy to see that they may contain more complex structures such as 
domains, spaces, generalized domains, indexes, metaindexes, etc.  

This means: the complexity of the real word can be reflected by the 
complexity of the MDIM realizations. 

This inference gives us one very fruitful idea – to use MDIM as a model 
for memory structuring in intelligent systems [Gladun 2003]. 

Finally, we need to point out that for more than twenty years the MDIM 
realizations have shown the power of this model. The concrete systems 
based on MDIM information bases now work on more than one thousand 
installations all over the Bulgaria.  
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Abstract: Six basic types of archiving programs are described in the 
paper, as well as their advantages and disadvantages with respect to the 
information security. Analysis and appraisal are made of the results 
obtained in experiments, related to the use of encrypting mechanisms 
before and after the archiving process. 
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The present situation 
In the development of the computer science the creation and the use of 

archived objects is a classical research problem, which has found different 
resolutions for decades past. Nowadays the availability of several dozens of 
methods and their varieties represent an excellent demonstration of the 
ambitions of the information systems’ programmers and designers for a real 
high-speed and high-effective compression of information flows. 

The following basic types of archiving programs could be defined with 
respect to the information security of compressed objects, obtained after 
examination of more than 320 archiving programs, known by now: 

 

1) E-mail archiving programs – in this kind of archiving programs the 
relative homogeneity of the information flow (e-mail traffic) is used and the 
most suitable methods of compression are selected. There are some 
differences among the basic existing e-mail clients (MS Outlook, MS 
Outlook Express, Netscape Mail, Opera Mail, Eudora Mail, Pegasus Mail 
etc.), which make possible the applying of different realizations of the 
compressing process. The advantages consist in the multiple reduction of 
the saved e-mail folders’ volume and in the high degree of security against 
unauthorized access (viruses, worms, spyware, malware etc.). The 
disadvantages above all are related to the consumption of computing 
resources to realize the right and the reverse transformation. 

The basic six extensions and their corresponding applications that are 
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characteristic for this type of archiving program are: 
 

Extension Program / Information 
DBX Outlook Express Email Folder 
IDX Outlook Express Mailbox Index 
PCE Eudora Mailbox Name Map 
MSG Pegasus Mail Stored Messages to Be Sent 
SNM Netscape Mail Email Message File 
BOE Outlook Express Backup File 

 

2) Converting archiving programs – these are archiving programs, that 
have the possibility to transform objects compressed by a given method in 
objects compressed by another method. Two variants exist with regard to 
this transformation: a) without a restoration of the object in its initial 
appearance; b) with a restoration of the object in its initial appearance. Their 
advantages consist in the use of a compression method, which is optimal for 
a given type of information (e.g.: .jpg, .gif, .doc, .xls, .ppt etc.). Their 
disadvantages reside in the high complexity of operating environment. 

The basic six extensions and their corresponding applications that are 
characteristic for this type of archiving program are: 

 

Extension Program / Information 
ACE WinAce Compressed File 
RAR WinRAR Compressed Archive (RarLab) 
ZIP Compressed Archive File 
AIN AIN Compressed Archive 
GZIP GNU Zip Compressed Archive 
UC2 Compressed File 

 

3) Multiple archiving programs – these are programs which perform 
some successive kinds of archiving processing on the object for 
compression by using several methods of compression differing by their 
characteristics. In this manner, a different (fully optimized) method of 
compression could be applied for the different parts of the object. The 
advantages lay in the very high flexibility, functionality and adaptivity to the 
different parts of the compressed objects, which differ by their internal 
structure. The disadvantages are connected to the high initial expenditure 
needed for the creation of library of modules for similar methods of 
compression and the realization of a relevant environment, suitable for 
analysis of the separate parts of the objects. 
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The basic six extensions and their corresponding applications that are 
characteristic for this type of archiving program are: 

 
Extension Program / Information 
ARJ Robert Jung ARJ Compressed Archive 
JAR JAR Archive (ARJ Software, Inc.) 
TAR Tape Archive File 
AI Ai Archiver Archive 
LHA Compressed Archive File 
ZOO ZOO Compressed Archive File 

 

4) Image archiving programs – this is an extremely live problem in the 
present-day real-time processing of video and image web-objects. The 
predominating trend in this processing is the obligatory compressing of the 
object immediately after its creation. The transmission and the processing of 
the object are fully realized in a compressed state to the last moment of its 
reproduction on the relevant media. The advantages consist in the 
significant reduction of the objects’ dimension and the time needed for 
transmission, retransmission and processing. The disadvantages are 
connected to the high expenditure for the hardware components, which 
realize the compression partly or fully. A reasonable compromise in this 
respect is the combined (software-hardware) methods of compression. 

The basic six extensions and their corresponding applications that are 
characteristic for this type of archiving program are: 

 

Extension Program / Information 
AIS ACDSee Image Sequence File 
B&W Image Lab 
BIL ArcView Image File (ESRI) 
BIN Micrografx Designer 7 Project Image 
CPT Corel Photo-Paint Image (Corel) 
PDB PhotoDeluxe Image (Adobe) 

 

5) Data archiving programs – these are programs specialized in the 
creation, the processing and the use of compressed objects which result 
from information flows owning “data” characteristics. In the different 
platforms and operating systems the notion “data” has a different sense. In 
this instance we are concerned only by the fact, that the data in the different 
phases of their existence pass in a compressed form, exist for a fixed time 
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in this form and a little time before to be “processed” the compressed 
objects are decompressed. The advantages lay in the reasonable degree of 
the optimal use of the resources. The disadvantages consist in the 
“superfluous” operations for compression and decompression. 

The basic six extensions and their corresponding applications that are 
characteristic for this type of archiving program are: 

 

Extension Program / Information 
DOC Word Document (Microsoft) 
PDF Acrobat Portable Document Format (Adobe) 
TXT Text File 
XLS Excel Worksheet (Microsoft) 
XML Extensible Markup Language File 
PPT Power Point Presentation (Microsoft) 

 

6) Executable archiving programs – the aim of these programs is to 
accomplish some specificity of the compression, connected with the 
possibilities for running the compressed objects. These are active objects, 
which own the capability for algorithmic branching of events depending on 
the used scenario. The advantages are connected to the extremely precise 
use of computing resources and the very high degree of protection against 
“reverse engineering”. The disadvantages consist in the dependence from 
the platform, the operating system, the applications on use and the human 
factor. 

The basic six extensions and their corresponding applications that are 
characteristic for this type of archiving program are: 

 

Extension Program / Information 
EXE Executable File (Microsoft) 
PE Portable Executable File 
PL Linux Shell Executable Binary 
FOX FoxBase/FoxProt Executable File 
FMX Oracle Executable Form (FRM) 
XXY SPARC Executable Script File 

 

The problem 
The protection of the information is accomplished by data encryption. 

The data encryption is a process in which the contents of a message or file 
are entangled to such a degree that it becomes unintelligible for nobody. To 
make possible the decoding of the message or the reversing of the file in its 
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initial state, it is necessary to own some key or access code. This 
conception is similar to the one for data compression. Thus, two different 
goals could be reached in actual fact by using the same approach: 
1) The reduction of the size, which is accomplished by the data encoding 

during the compression. 
2) In the case of encrypting, the data encoding aims to make the data 

unreadable. 
The results of the experiments that were carried out will be shortly 

exposed to encourage the achievement of better effects on the 
enhancement of the security of objects, especially for compressed objects. 
Тheir goal was to examine and analyze the combination of data 
compression and data encryption [1]. 
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The first study analyzes the SPEED of the encoding process. With 
regard to this examination, the following tasks were put: 

 

1) Valuation of the resulting files, compressed with popular archiving 
programs. Different file formats are used in the examination: totally 18 
specific file extensions (3 for each type) regarding information security 
are chosen for the six types of archiving programs. Particular 
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experiments are made and results are obtained for all 18 extensions. 
Because of the lack of place here are shown only the results for the 
most used file extension .DOC.  

2) Encryption of the objects before the compression. 
3) Encryption of the objects after the compression. 
4) Comparison of the time period needed for encryption of the objects 

before and after the compression. 
 

The second study analyzes the SIZE of the object created after the 
encryption. In this connection, the following tasks were set: 

 

1) To encrypt objects with different file formats. In this case, all the 18 
specific file extensions are used. 

2) To encrypt the files compressed during the first study whose extensions 
are among the chosen 18 specific ones.  

3) To compare the size of the original and the encrypted files. Only the 
results from the comparison between the size of the original and the 
encrypted .DOC file and from the comparison between the size of the 
original and the encrypted after compression .DOC file are shown. 
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The following assessments could be made from experiments, which 
were carried out: 
1) The speed of the encoding process is higher if the object has been 

compressed before the encoding. This is due to the decrease after the 
compression of the entire amount of information for encoding. 

2) The size of the resulting file decreases, if it is first compressed and 
encrypted after that. In many cases if the object is encoded without 
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compression, its size is increased.  
3) Some future investigations could be made in connection with the size of 

the password used in the encryption process and the effect of the 
passwords on the process of compression [2, 3, 4].  
 
Conclusions 
 

A thorough examination of the influence of some chosen parameters of 
the information security on the methods for compression of objects is 
required.  

It is necessary also to create a set of criteria for appraisal of the different 
commercial compressing and archiving programs in connection with the 
information security.  
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The protection of the private user data in the open network 

communication is a critical problem in the contemporary world. Query 
execution to public access databases runs some risks for data security 
during the query execution as well as during the communication between 
the client and the database server. The purpose of the private information 
retrieval (PIR) is the user to be able to retrieve some data from a database 
server keeping the content of the data secret from the server. 

Formally the PIR problem could be defined using the more generalized 
problem of private retrieving of the i-th bit from an N-bit string, stored at the 
server. The “privacy” feature means that the number i of the bit remains 
secret from the server, i.e. it does not receive the information which bit the 
user is interested in. 

The private user data security and the user preferences security in 
particular is information of great importance in the contemporary systems. 
This private data could be used against the user, so it confidentiality has to 
be preserved. 

During many years information security relied on the assumption that the 
user data should be kept confidential for everyone except the server. The 
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server, respectively its owner, was treated as a reliable part which would not 
misuse the user data received in a communication. Obviously all servers 
could not be treated as reliable parts, since even the biggest portals admit 
security breaches and user information disclosure. In many cases the 
companies consider their databases, containing millions user profiles and 
shopping preferences, to be among their valuable assets which could be a 
subject of a commercial deal without the users’ permission. And finally, the 
company may be forced to sell its database because of bankruptcy.  

The user preferences preservation in the contemporary systems 
depends on the owner’s reliability and financial state, as well as on the 
server’s security level. The solutions of the PIR problem should guarantee 
user data privacy from any part of the communication process, including the 
database server. 

 
Examples. Let’s consider some application examples for PIR problem, 

as well as some trivial approaches.  
1. Electronic publications, music, video, pictures, etc. database. These 

kinds of databases are usually hosted at commercial servers, which could 
not be considered to be reliable enough. They should afford an opportunity 
to the user to hide its identity and private data using the PIR approach.  

2. Medical database. Some unethical employers could be interested in 
how often a potential employee’s medical records have been accessed, 
since frequent access might indicate health problems and eventually 
expensive treatment.  

3. Pharmaceutical database. Pharmaceutical companies are specialized 
in drugs invention and production, as well as in gathering information about 
drugs basic components and its properties. The process of synthesizing of a 
new drug requires information about many components from different 
databases. The company could be forced to buy some competitions’ entire 
databases in order to hide its confidential future plans. These expenses 
could be avoided by PIR protocol application in order to buy only the 
necessary information in a private way. 

4. Cartography database. A user of such a database is the Special 
Operations Department of the ministry of defense in planning of operation in 
a given region. The administrators or the IT department managing the map 
database can gather some information about the region of interest, which 
may cause some secure information flow. When using PIR protocol the 
private information could remain secret for everyone except the authorized 
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personnel. 
Oil companies are common users of a map database also, so they 

probably would rather their competitors not to be familiar with their latest 
drilling locations.  

5. Patent database. These databases are usually used by scientists, 
inventors and potential investors. Information security violation at the server-
side could cause the user a lot of problems. Let for example a scientist has 
discovered a great invention and would like to patent it. He has to ascertain 
that this invention has not been patented yet and sends a query to the 
patent database. The server administrator has access to its query and the 
positive or negative answer. In both cases the information is critical for the 
user and has to remain private. PIR solves this problem: the user receives 
the information about the patent he is interested in, but the server does not 
obtain any information about the data downloaded. 

 
The following trivial approaches could be applied for PIR problem 

solving: 
 Entire database transfer. From theoretical point of view, the entire 

database transfer solves the PIR problem: the client can process all 
necessary queries on its local copy of the database when all the parts, 
including the server, are unaware of the queries content, and 
consequently, stay unaware of the user private data.  

 Drawback of this approach: The expenses of the entire database 
download depend on the database cost and the cost of the transfer from 
the server to the client. Usually the database cost exceeds many times 
the transfer cost and is too expensive for the common user to pay. So 
this approach cannot be practically applied in the general case.  

 Anonymous queries. There are various practices for user transfer 
anonymization, as well as payment systems anonymization. These 
methods do not solve the PIR problem, since the server can still gather 
some statistical data about user queries (the most accessed record, how 
often a specific record has been accessed at a given time interval, etc.). 

 Drawback of this approach: Most anonymization techniques depend on 
the third trusted party4, which leads us back to the PIR problem of 

                                                           
4 http://www.anonymizer.com, http://www.iprivacy.com, http://www.privatebuy.com  
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achieving user data privacy. 
 
PIR approaches. PIR problem has been defined for the first time in 

1995 in [5]. Chor et al. describe a method that enables the user access to k 
replicated copies of a database (k≥2) and privately retrieve information 
stored in the database. This means that each of the database copies gets 
no information about the item retrieved by the user. For a single database, 
achieving this type of privacy requires communication the whole database.  

A set of papers has been published since the PIR problem was initially 
formulated in 1995. We will consider and classify some results, accordingly 
to the assumptions that authors rely on in these papers.  

 
1. Theoretical PIR. This approach works on the assumption that user 

data privacy cannot be violated independently from the computational power 
of the cheater. Chor et. al prove that each theoretical solution of the PIR 
problem requires communication with the server with a lower bound equal to 
the database size [5]. Consequently the optimal solution with respect to the 
communication amount, i.e. communication price, is downloading the entire 
database. Such a solution is referred to as trivial. Each non-trivial PIR 
solution includes communication amount less than the database size.  

Chor et al. consider non-trivial solution of the PIR problem in the case of 
availability of k replicated copies of the database, when each database copy 
cannot communicate to each other, as well as the case where t servers can 
communicate to each other and are allowed to cooperate against the user.  

Based on the results described, Ambainis [1] finds the following non-
trivial PIR solutions: 

 A scheme with k (k≥2) identical database copies, non-communicating to 
each other – a non-trivial PIR solution with communication complexity 

)( 12
1
−kNO . 

 A scheme with )(log NO  identical database copies, non-
communicating to each other – a non-trivial PIR solution with 
communication complexity )loglog(log2 NNO . 
Finding a non-trivial PIR solution has been considered in a set of articles 

since 1997. 
PIR of blocks. This problem is a PIR problem extension where records of 
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the database have been considered as blocks, each consisting of fixed 
number of bits. The purpose is a data block download instead of single bit. 
Theoretical PIR of blocks has been introduced in [5] for the first time and 
has been investigated in [4]. It is important for practical PIR applications to 
find solutions of the PIR of blocks.  

 
2. Computational PIR. In this case Chor and Gilboa [3] base their work 

on the following assumption in order to decrease PIR traffic: the database 
servers are presumed to be computationally bounded, i.e. under an 
appropriate intractability assumption, the databases cannot gain information 
about i. For each 0>ε  [3] suggests a solution of the PIR problem in the 
case of two databases with communication complexity )( εNO . 

In [11] Ostrovsky and Shoup propose a PIR protocol, allowing the 
database servers to store the i-th record in the database in a way that they 
do gain information about i. The protocol described solves both the 
theoretical and computational PIR problem in the case of two or more 
servers.  

Computational PIR in the case of single database. Chor et al. prove in 
[5] that theoretical PIR problem has no non-trivial solutions in the case of 
single database. The replacement of the information-theoretical security 
assumption with the intractability assumption described in [8], allows 
achievement of non-trivial solution, i.e. PIR problem solution in the case with 
single database [9]. This protocol has communication complexity )( εNO  
for each 0>ε . It is based on the following approach: encryption of the 
user query in such a way, that the server can still process it using specific 
algorithms and returns the result to the client. The server does not gain 
access neither to the original clear query, nor the result which can be 
decrypted only by the user.  

Using another intractability assumption [2] Cachin et al. describe 
protocol for computational PIR including polylogarithmic communication 
complexity. This protocol has improved communication complexity 
compared to the polynomial complexity of the protocol proposed in [9]. This 
result is effective because the user has to send logN bits to the server in 
order to address the i-th bit independently from the protocol includes the 
feature of keeping the data privacy or not.  
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3. Symmetrical PIR. The purpose of the symmetrical PIR is the database 
privacy, as well as the user data privacy. This method has to guarantee the 
user will not receive more data than it has requested during the session with 
the database server. The symmetrical data privacy is a database security, 
which is very important feature of the contemporary applications from 
practical point of view. Symmetrical PIR solution for single database was 
considered for the first time in [9], and other symmetrical PIR protocols were 
described in [10]. 

 
4. Hardware PIR. Smith и Safford [12] consider the PIR problem in the 

case of single database, based on the assumption that all network traffic 
passes through a special device, which guarantees data privacy. This 
device is referred to as secure coprocessor, installed on the database 
server. The client encrypts its query and sends it to the coprocessor which 
decrypts the query, executes it, encrypts the result and returns it back to the 
user. The server gets no access to the query because the major property of 
the secure coprocessor is its built-in RAM which cannot be accessed from 
anyone except the coprocessor itself. Besides that the coprocessor reads all 
database content and the server gets no information about the result sent to 
the client.  

 
5. Other PIR approaches. The main purpose of most examined works 

was optimization of the traffic between the client and the server, since 
communication is considered to be the most expensive resource. The most 
suggested solutions include amount of calculations executed by the 
database server, at least linear function in the database size, which is 
considerable in most practical applications. The calculations amount follows 
from the fact the server has to read all database records in order to execute 
the user query. Otherwise the user data privacy would be violated.  

In order to solve this problem Gertner et al. have suggested a PIR 
solution where most calculations have been executed by special purpose 
servers instead of the database server [7]. These auxiliary servers keep 
arbitrary portions of the original database instead of its replicated copies, in 
such a way that none of the auxiliary servers could recover the initial 
database content. The protocol described includes computation amount at 
the database server reduced to O(1), but the computation amount at the 
auxiliary servers is linear function at the database size.  

Di-Crescenzo et al. have described another PIR scheme [6], which 
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includes special-purpose servers. Most computation and communications 
are moved offline, i.e. have been executed once, regardless of the number 
of the further user queries. Both models described in [6] and [7] do not 
secure user data privacy when all servers cooperate against the user.  

 
PIR future tendencies.  

 It would be useful for practical applications the amount of online 
calculations and network traffic to be further optimized taking full 
advantages of preprocessing and offline computation and 
communication.  

 It is important in many particular cases the query definition to not be 
limited to the retrieving of the i-th bit or i-th record from a database. It is 
useful the query formulation to be similar to those used in the databases, 
SQL queries for example. For instance a DNA sequence similarity 
search in a DNA database cannot be performed using the usual PIR 
queries. 

 There is special e-commerce platforms needed in order to apply PIR 
approach in the practice. Essential parts of such platforms are reliable 
payment algorithms. 

 The present paper does not consider applications-specific PIR protocols. 
For example, the protocol designed for patent database could differ from 
those applied in the case of conventional databases.  
PIR protocols allow the user to protect its data privacy, keeping the 

retrieved database records secret. The present paper represented a 
comprehensive survey of the PIR problem, focused on its potential 
applications, the results achieved and future development directions.  
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Abstract: E-learning can be defined as learning facilitated through the 
use of information and communications technologies. The success of e-
learning applications depends on the amount of effort involved in developing 
online learning materials by authors and retrieving learning resources by 
learners. Thus, accessibility, findability, and reusability of learning resources 
are critical issues in e-learning. To address these issues we propose an 
authoring environment for creating ontology-aware repositories of learning 
materials based on the new ISO standard - XML Topic Maps. Topic Maps 
provide a paradigm for organizing and retrieving online information and for 
interchanging semantic information on the Web. In this paper, we discuss 
briefly a general framework for developing Topic Maps-based e-learning 
applications and present our authoring tool - ETM-Editor - for creating Topic 
Maps-based e-learning materials. 

Keywords: concept-based courseware, e-learning, ontologies, Topic 
Maps, Semantic Web 

 

Introduction 
E-learning can be defined as learning facilitated and supported through 

the use of information and communications technologies. It embraces 
learning of all types including academic instruction, professional training, 
and lifelong learning. Typically, it uses the Internet to bridge distances and 
enables people to learn no matter where they are. The successful and 
effective implementation of an e-learning strategy depends on more than 
just providing the technology, training and equipment. A crucial issue in e-
learning is how to organize and classify the learning content so that learners 
and instructors can find what they need when they really need it. The 
success of e-learning applications depends on the amount of effort that is 
involved in developing online teaching and learning material by authors and 
in retrieving relevant learning resources by learners. Thus, accessibility, 
findability, and usability of learning resources are critical issues in e-
learning. A solution to these problems involves providing a suitable model, 
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coupled with tools that support rapid development of e-learning applications.  
To address the above critical issues we propose a (prototype) 

courseware development tool based on the ISO 13250 XTM standard - XML 
Topic Maps [1]. Topic Maps (TMs) are emerging technology, that can be 
used as a means to organize and retrieve information in e-learning 
repositories in a more efficient and meaningful way. The expressive power 
of Topic Maps, commonly perceived as a method for indexing of information 
resources, places the standard very close to artificial intelligence and 
knowledge modelling. Topic Maps resemble semantic networks and 
conceptual graphs, but offer more - a unique, standards-based way of 
encoding and exchanging of knowledge. Topic Maps provide an external 
meta-structure (a knowledge navigation layer or ontology) in form of a 
dynamic, semantically based hypertext. As a result, TM-based courseware 
can offer the following benefits: 
• For learners: easy finding of relevant content; “browsing” in a subject 

field (knowledge domain) that supports exploratory learning; ”help 
system” (orientation) through the knowledge layer (represented by 
interrelations or associations between domain concepts); learner-centric 
learning process adapted to individual learner’s interests and needs.  

• For instructors: structuring and presenting the content as a Semantic 
Web; distributed courseware development and ongoing further 
development; reuse and exchange of teaching and learning materials. 
We have proposed a general framework for developing Topic Maps-

based e-learning applications [3] and have used it to implement an 
authoring tool for creating Topic Maps-based e-learning materials - ETM-
Editor (Educational Topic Maps Editor). In this paper, we discuss briefly the 
framework and present the ETM-Editor. 

 

General Framework for TM-Based Environments  
The proposed framework is aimed at supporting the development of 

ontology-aware repositories of learning materials, including support for 
learning content organization and flexible communication. It is focused on 
enabling authors (educational institutions) to capture, share and access 
knowledge.  

Subject ontologies aim at capturing domain knowledge in a generic way 
and provide commonly agreed upon understanding of a subject domain, 
which may be reused and shared across people and applications. Ontology 
editing is an essential aspect for all ontology-aware systems. An important 
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issue within ontology editing is the underlying ontology model or “structure” 
that is to be edited. A key feature of the underlying model of our ontology-
driven framework for developing repositories of learning resources (objects) 
is a network of concepts. This involves creating views of a specific domain 
in terms of domain concepts and relationships among them that suggest the 
semantics of resources relevant to that domain. Such a conceptual structure 
would enhance information retrieval within the repository since the set of 
concepts, relationships, and inference rules defined by the domain ontology 
constrain the possible interpretations.  

Thus, the proposed general framework of ontology-aware discipline-
specific repositories is based on building a conceptual structure that 
represents the subject domain ontology and using it for structuring and 
classification of the learning content [3]. The classification involves linking 
learning objects (content) to the relevant ontology terms (concepts), i.e. 
using the ontological structure to index the repository content. This will allow 
applications and users to understand the relationships between the 
resources and thus will insure efficient topical access to them. By providing 
shared agreement on the subjects meaning, ontologies can serve as a 
means of establishing a conceptually concise basis for communicating 
knowledge for many purposes, for example, in ontology-based merging of 
digital repositories. In e-learning applications, the ontology-based content is 
typically constructed and maintained in a collaborative effort, using 
appropriate authoring tools. It also requires ‘browsing’ tools for exploration 
of the ontology-based repositories. Therefore, the focus in the proposed 
framework is on the information repository, the information-authoring 
module, and the information retrieval module. An architecture built within 
this framework utilizes the advantages of concept-based and standards-
based content organization, which will benefit both learners and authors. 
For learners it will support efficient contextual retrieval of information 
relevant to their needs and for authors - the reusability, shareability, and 
interoperability of created instructional materials.  

We have proposed a layered information structure of the repository 
consisting of three layers, each of which captures a different aspect of the 
information space - conceptual, resource-related, and contextual. Therefore, 
the authoring tool that we developed within the proposed framework 
supports semantic layer (ontology) authoring, resource authoring, and 
context authoring. 
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The ETM Editor 
It is very important that ontology-aware e-learning applications provide 

support for both ontology development and ontology usage. In the last 
decade, a number of environments for ontology construction and use have 
emerged, such as Protégé-2000 [4] (see http://protege.stanford.edu/). 
However, when decision has to be made about how practically to build 
ontology, several basic questions arise related to the tools to be used, such 
as: 
• Is it possible to reuse existing ontologies in the specific subject domain? 
• Is it possible to merge similar subject ontologies? 
• How can e-learning applications interoperate ontology-based content? 
• How are ontologies and related content stored (e.g. in XML, databases, 

etc.)? 
• Is translation provided between different ontology implementation 

languages?  
 

Taking into account such considerations, we have designed and 
implemented a prototype of an authoring environment, ETM-Editor, which 
enables the creation of ontology-aware courseware using domain concepts 
for structuring content and presentation. We have chosen to use the new 
ISO standard – XTM (XML Topic Maps) - to implement the environment. 
Ontologies and Topic Maps are complementary tools that aim at giving a 
more global vision than terminologies, thesauri and concepts systems. 
Whereas the Topic Maps specification ensures syntactic interoperability, 
ontologies provide semantic interoperability. 

 

Topic Maps 
Topic Maps provide a paradigm for organizing and retrieving online 

information and for interchanging semantic information on the Web [1]. 
Basically, Topic Maps are collections of topics, associations and scopes [5]. 
In Topic Maps the concepts are reified in topics, and they can be 
categorized using types. TM describe by means of topics what an 
information set is about. An association expresses a semantic relationship 
between topics, and the extent of validity of this association is called scope. 
TM can be viewed as a method for structuring and organizing information on 
the semantic and metadata level. They allow to incrementally add meaning 
and express new relationships among resources (such as isExampleOf, 
hasSubjectOf, isAuthorOf, dependsOn etc), making explicit the particular 
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contextual relationships of interest. Thus, Topic Maps fulfil a universal need 
to associate information to form the information networks that make up a 
knowledge base.  

The advantage of using the Topic Maps technology for developing digital 
learning resources is twofold: from one side it supports convenient and 
intuitive presentation and manipulation of interrelated concepts embedded 
in information resources, and from another, the learning material is in a 
standard format, which makes it interchangeable i.e. it can be used in other 
TM-based systems. In addition, the Topic Maps standard defines the way in 
which two or more Topic Maps may be combined or merged. Topic Maps 
merging is highly useful as it provides a means for different users to share 
and combine their Topic Maps in a controlled manner, which supports TM 
reusability, shareability, and interoperability.  

 

While Topic Maps offer a powerful and promising technology for 
intelligent organization and access of information in general, creating Topic 
Maps for e-learning is not a clear and simple task at present [2]. A number 
of commercial TM tools are available and vendors such as Empolis, 
Infoloom, Mondeca, and Ontopia have commercial offerings consisting, for 
the most part, of TM engines and browser applications (see 
http://www.topicmap.com). However, most of the existing TM editing tools 
offer only limited functionality and user support due to their generality. 
Therefore, specialized tools for supporting end-users have to be developed 
in different areas, incorporating the specifics of that area. According to our 
knowledge, there are no specialized TM editors for the area of education 
developed so far. This was our motivation for implementing the ETM-Editor.  

 

Design Principles 
The ETM Editor is an ontology editor allowing the user to build ontology 

driven learning repositories using Topic Maps. It provides ontology and 
metadata engineering capabilities coupled with basic document 
management facilities. The editor incorporates an interface that reflects the 
language, thinking, and processes in the application domain – courseware 
development. A generic Topic Map editor that would enable creating topic T 
or association A of type X in scope S was not the right solution. The driving 
idea was to create a Topic Map editor tailored to particular tasks and 
reflecting certain application logic that will be solved by applying the Topic 
Map paradigm. Instead of subjecting authors to all the TM complexities, e-
learning applications that are developed should not require authors to know 
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that they are working with Topic Maps.  
The ETM Editor is designed as a tool, in which authors externalize their 

subject knowledge in domain conceptual structures represented by Topic 
Maps. The basic steps in building a Topic Map assume that the user has a 
conceptual specification of the learning content in terms of its topic set, 
association set, occurrence set, and their interconnections. In our previous 
work, we have identified some problems that users often encounter in 
creating conceptual structures. We have explored further a number of 
research questions related to using TM for representing educational 
resources.  

The ETM Editor is designed to offer enhanced, specialized support for 
creating concept-based digital learning repositories. It benefits from the 
TM’s basic feature to support easy and effective merge of existing 
information resources while maintaining their meaningful structure. This 
allows for flexibility and expediency in re-using and extending existing 
repositories. The learning content created by the editor is compliant with the 
XML Topic Maps standard and thus interchangeable with other standard TM 
tools. The questions, raised above resulted in the following more specific 
design criteria: 
• Provide intuitive interface that:  

o reduces authors’ cognitive overload when creating and editing 
concept-based learning content,  

o is easily learnable, 
o allows merging Topic Maps from different educational repositories. 

• Provide extensive support to authors in developing educational Topic 
Maps, including: 
o support for creating and modifying existing TM-based learning 

objects, including easy access and manipulation of TM constructs 
using a custom (e-learning domain) language, 

o easy comparison and merge of independently built learning objects 
(e.g. from different repositories), 

o checking for inconsistencies in the learning content. 
 
The ETM Editor’s functionality includes the following capabilities: 

• Maintaining concepts: adding concepts, deleting concepts, linking 
concepts to other concepts. 

• Creating learning objects: defining learning object types, adding learning 
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objects, deleting learning objects, modifying learning objects, merging 
learning objects. 

• Creating contexts (organizing learning objects): linking learning objects 
conceptually, organizing learning objects hierarchically, and defining 
different views. 

• Importing/exporting Topic Maps, i.e. ‘transporting’ Topic Maps from one 
application (repository or system) to another. 
 
ETM Editor Implementation 
The ETM Editor is an authoring environment that supports the overall, 

cyclic process of learning repository engineering including adding and 
updating repository entities and related metadata as well as browsing and 
codifying them. The ETM Editor is Topic Maps-based, thus the main objects 
that it manipulates are topics (representing domain ontology concepts), 
relationships between them (corresponding to the TM associations), 
resources, and views (implementing the TM scoping feature). The editor 
provides window-based, event driven graphical user interface with pop-up 
dialogs, menus grouped by function, and drop-down lists that minimize 
typing. The key goals for the editor are the same as for any software tool 
designed to support a library type collection of information – collocation of 
related information and effective navigation of the collection. A screenshot 
of the ETM Editor interface is shown on Fig. 1.  

The Editor GUI includes four different sections: Topic Map, Topics, 
Relationships, and Views, with the Topics section shown above. On the left 
side, the topics ontology is represented in the form of “browser tree” that 
allows navigation through the topics. This topic tree can explicate the local 
context while also presenting an overview of the whole Topic Map. In 
addition, it allows determining connected components. While editing Topic 
Maps, it might happen that several “islands” are created that have nothing in 
common. Such islands can be identified fast using the tree view. Using the 
ETM Editor the user can create concept hierarchy for a given domain. The 
result is displayed in the tree view, which can be navigated by clicking on 
the nodes. For easier construction of relationships the editor has a pool of 
predefined (courseware authoring related) relationship types and role types.  
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Figure 1. A screenshot from the ETM Editor interface. 
 

The GUI provides intuitive control of all functions. The user can create, 
delete or change a topic, a resource, an association (between topics with 
specified roles and types) and a scope in the Topic Map. All changes are 
immediately reflected in the tree view. The author can specify what parts of 
the Topic Map the viewer or web application is to show to users. This 
context filter uses the scopes property defined in the Topic Map, and lets 
users decide which topic names they prefer to use, and what occurrences 
and associations they do not wish to see. Using the ‘Find Topic’ option the 
user can also search for topics by their names. When a topic is selected, all 
information related to that topic, including topic’s subject indicator, type 
(parent topic), names and resources, can be viewed in the right-side panels: 
‘Parent Topics’, ‘Topic Resources’ and ‘Topic Names’ and their popping-up 
dialogs. The ETM Editor is implemented as a client-server application 
developed in Java and using the TM4J Topic Map Engine [6], which is an 
open source providing a comprehensive API that allows creating and 
modifying Topic Map structures stored either in-memory or persistently in a 
database. It has open modular architecture that allows easy extension of its 
functionality. 

 

Conclusions 
The work reported here is aimed at contributing to the development and 
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use of efficiently searchable, reusable, and interchangeable discipline-
specific repositories of learning objects on the Web. WWe proposed an 
authoring environment supporting the development of standards-based 
ontology-aware online learning materials. The next step in our agenda is the 
design and development of a browser for Topic Maps-based learning 
materials. It will support learners efficiently to navigate educational Topic 
Maps and search for useful resources. The latter is crucial in project-based 
and self-directed learning where the learners are actively engaged in 
retrieval of relevant information. 
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Abstract: This paper focuses on the study of the problems of refactoring 
of software systems developed from components using aspect oriented 
paradigm and methodology. We present an aspect oriented view of 
refactoring of the component based software on each phase of component 
based development - specification, implementation, package, assembly and 
deployment and propose an Aspect Component Based Software 
Refactoring methodology as an addition to Aspect Component Based 
Software Engineering. 
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1.  Introduction 
The goal of the process of refactoring of software is to improve existing 

design through decoupling, decomposition, and specification of object-
oriented code. Refactoring means to change “… a software system in such 
a way that it does not alter the external behaviour of the code yet improves 
its internal structure” [3]. 

The goals of refactoring are: to keep the software as simple as possible; 
elimination of code duplication; revisit distribution of responsibilities; and 
redesign code, reducing its complexity. Refactoring decomposes, 
decouples, and simplifies system structure into easy manageable, readable, 
understandable, independent units. At programming language level they 
can be abstract data types, object, classes. At system construction level 
they can be components. 

Component Oriented Programming aims at producing software 
components for a component market and for later composition. Component-
Based Development is a technology for the construction of high-quality, 
large software systems in timely and affordable manners, reducing 
developing costs and efforts. A component should be able to be developed, 
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acquired and incorporated into the system and composed with other 
components independently in time and space [8]. It improves the flexibility, 
reliability, and reusability of the final application due to the use/reuse of 
software components already tested and validated. 

Aspect oriented programming (AOP) [5, 6] views a software system as a 
combined implementation of multiple concerns. In the simplest form, there 
are core concerns that are natural components (that provides the actual 
functionality) of software. Additionally there is a system-level concerns such 
like logging, debugging and authentication that tend to affect several other 
concerns. For instance, a logging implemented into software implicates set 
of components and classes. Each component should have its own code for 
logging, making the components less specialized, resulting in making it very 
difficult to predict effect changes to the logging code will have. This 
phenomenon is called crosscutting concerns. A typical software system may 
consist of several kinds of concerns including business logic, data 
persistence, logging and debugging, authentication, security etc. 

Aspect-Oriented Software Development (AOSD) is software-developing 
paradigm that cope with the issues arisen by crosscutting concerns. 
Aspects are first class entities (such like classes) in order to encapsulate 
crosscutting concerns. An aspect can be implemented in a separate 
module, though the functionalities provided by it are spread across the 
application even crosscutted. 

Refactoring as a topic of software development constantly discussed last 
decades. Aspect-orientation and refactoring are both concepts for 
decoupling, decomposition, and simplification of code. Jan Wloka [9] 
explores whether refactoring and AOP can coexist. He proposed refactoring 
patterns (similar to design patterns [4]) as specific guides for performing 
refactoring, following initial catalogue presented by Martin Fowler [3]. Wloka 
stated that refactoring over complex structure using just classical object-
oriented methods is difficult and sometimes impossible because of the deep 
dependence of parts of the system. Possible decision is crosscutting 
concern that is spread across many types and methods. In this paper, we 
extend this to components. 

Clemente and Hernández analyzed problem of crosscutting produced 
during component development and proposed extension named Aspect 
Component Software Engineering (ACBSE) [2] of Component Based 
Software Engineering (CBSE). They reported improvements and next 
advantages of ACBSE: improving reusability by strength of independency of 
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components; increasing adaptability of software; scalability and 
compressibility. 

Current paper can be considered as an extension and addition to the 
ACBSE considering refactoring of components. We will discuss refactoring 
in all phases of component development. 

The rest of the paper is organized as follows. Section 2 introduces 
specifics of component based software development. Section 3 defines 
limitations of orthogonal design requirements of component-based 
development. Section 4 presents an extension of Aspect Component Based 
Software Engineering (ACBSE) [2] to refactoring of the CBS and proposes 
an Aspect Component Based Software Refactoring (ACBSRE) 
methodology. 

 
2. Component Based Development 
The idea of building software systems from building blocks or 

independent modules is not new. Because dividing into specification and 
implementation each module can be integrated into and composed with 
others to build expected software system. Building an application passed 
through following phases in presence of components: description 
(specification) and implementation (CBD phases); interconnection and 
deployment (package assembly and deployment phases). The components 
are not so reusable and adaptable as we can expect and it is because of the 
natural phenomena of crosscutting among modules of the system. 

Because business rule is a process in software systems, changes in 
software specification and requirements influence mainly changes and 
refactoring of the business rules implementation of the software. 
Components are composed from functional and non-functional code. 
Business rule is regarded as functional property of the component. 
Synchronization, notification, logging, exception handling, memory 
management are typical crosscutting concerns and they are specified as 
non-functional properties.  

Global design improvements through refactoring are impeded by 
crosscutting concerns. A concept for encapsulating the crosscutting 
implementation of concerns emerged naturally. 
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3.  Applying AOP to Component Architecture Design  
The main characteristics of software developed with AOP are flexibility, 

adaptability and reusability of the elements used to compose the system [6]. 
AOP provides various mechanisms to express, adapt, isolate and reuse 
crosscutting concerns in the software development to obtain these main 
characteristics. 

Aspect-oriented programming allows us to decompose software systems 
in different dimensions. We can use a vertical decomposition process to 
establish the primary decomposition model of the architecture. We then use 
aspect-oriented techniques to compose ”horizontally” or to ”superimpose” 
the implementation for orthogonal design requirements onto the primary 
model, without modifying the existing architecture. We refer to that 
decomposition process as the horizontal decomposition. 

Two design requirements are orthogonal to each other if one can be 
implemented without coordinating with the other, such as in the case of the 
requirements for efficiency and the requirements for location transparency. 
Since each of the orthogonal requirements must have its own most 
appropriate decomposition model, the vertical decomposition process, 
which generates one decomposition model, may not be an optimized 
solution for both requirements. In fact, it generates a model with tangled 
logic, as indicated by Gregor Kiczales [5]. The presence of orthogonal 
design requirements is a limitation in component-based system, which has 
appropriate decision proposed by aspect-oriented approach. 

 
4.  Refactoring Components Development Using AOP 
Aspect orientation improves reusability, adaptability and flexibility of the 

component software. Aspect-Oriented Component System is built from 
three artefacts: the component program, the aspect program and the aspect 
weaver. An AspectJ [7, 10] or AspectWerkz [11] languages (both are natural 
extensions of Java), could be used for creating aspect program. EJB or 
CORBA [12] can be viewed as examples of tools for creating component 
program. 

As a first step of refactoring we need to identify the presence of the 
crosscutting points in the primary decomposition model. This way the 
tangled code is transformed to three types of groupings of classes in the 
aspect-oriented implementation, namely, primary classes, aspect 
implementation classes, and the weaving classes. The importance of such 
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division is that it allows all three components to be designed, tested and 
evolved with unprecedented independence and freedom. 

 
4.1.  Redesign and Re-specification of Components  
Process of refactoring of a design and component specification could 

start with reviewing previously design/specification documents describing 
interface, specifications and business rule(s) of the current component. If 
such design documents are not available we need to extract information 
from component code or from component behavior. Of great importance is 
to specify and understand interfaces which component provides as well 
interfaces that component requires. A use clause specifies interfaces the 
component expected or requires from other components in software system. 
Next important step is obtaining a clear view and separation of functional 
and non-functional properties of the component based on business rules of 
the component and the system. Business rules implement functional 
properties and reflect the specification and interconnection between 
components in the design phase [1]. Then review/redesign of business rules 
of the component and refactoring could be performed with avoidance of 
introduction of fresh errors by using aspect oriented design patterns [4]. 

Alternative approach [2] is to delay crosscutting at the implementation 
phase. An advantage of this is that the components can be easily adapted 
to the requirements of the context. And the final implementation decision 
can be done when a significant information for it have already been 
specified or realized. We can use type of component dependency (a strong 
dependency is defined when dependent component description and use are 
critical for main functionality of the component and weak dependency is 
defined when dependant component functionality is closely related with the 
context or framework environment and removing it from use clause of the 
current component will not disturb main component functionality) as criteria 
for deciding what to specify and refactor on respecification phase and which 
part to be delayed till implementation phase. 

 
4.2.  Implementation Phase 
Aspect oriented approach make decoupling and modularizing of the 

reimplementation of the components easy. Aspects naturally modularize 
and encapsulate different aspects of the component dependency. Potential 
candidates for “aspectualizing” are weak dependant components. 
Component developing process naturally divided to component developer 
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who will concentrate over developing (extracting from source) main 
functionality based on strong dependencies between components and 
“aspects” developer who will use aspect-oriented techniques for decoupling 
or minimize interdependencies between components. For instance 
interfaces of the weak dependant component are potential source for 
started point of aspects functionality implementation. 

 
4.3.  System Package Phase 
At this phase developer can specify policies for each component and 

configure security, transactions and persistence [12]. As well container 
configuration can be changed. 

XML descriptors are commonly used for describing component 
properties in Package phase of component development. XML is very 
suitable language for describing interconnections between components. 
These way system architecture is described on an interface level – required 
and provided interfaces are described for component. The XML component 
descriptor specification can be produced from UML representation handled 
in system design phase through translation the dependencies of component 
The XML component descriptor specifies strong and weak dependencies 
between components. Developer can apply aspect-oriented approach to 
refactoring business rules, invent and add new ones and new dependencies 
in changed context and environment. Then pre-processing and 
recompilation of the component code is needed. The dependencies are 
expressed as aspect implementations through a generic aspect-oriented 
programming language, such as AspectJ [10] or AspectWerktz [11]. 

 
4.4.  System Assembly and Deployment Phase 
At this phase, location of each component has to be described. It is 

stronger requirement if we design distributed system. The UML diagrams for 
assembly and deployment of component-based systems are translated to 
XML Assembly Descriptor, which consists from component and property 
descriptors. A specific properties file, read by all components (positioned 
locally or on net) is generated from XML descriptor. It specifies location of 
each component of the software system using different types – URL, IOR, 
NameService. 

 
4.5.  Advantages of refactoring with aspects 
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Refactoring using aspects improves reusability of components both 
ways: through encapsulating and modularize “weak” dependencies between 
components and their non-functional properties and through increasing 
independence from context. Last, one is a key for adaptability of 
components – adding new aspects to components and specifying them in 
component descriptors is a way one can change component functionality 
and adapt it to the context. This way a new functionality, respectively a new 
component (implementation and specification) is obtained. In addition, a 
new feature – scalability of the component software is reached. All 
information about the system and interconnection of the components is 
represented using XML language and UML design description schemata. 
This improves compressibility and readability of the software system. 

 
5.  Conclusions 
In this paper we have presented refactoring methodology as an addition 

to Aspect Oriented Component Software Engineering. We discussed 
refactoring steps following the life cycle stages of a component-based 
system and explore full advantages of AOP and technology allows. As result 
a more modularized, flexible, adaptable, reusable and compressible 
software systems are obtained. 
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Abstract: In the presented paper a fuzzy sets implementation into web 
sites classification is considered. Web sites external features are addressed 
and the possibility to use them for the classification is proved. 
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Introduction 
There are more than 4.109 Google indexed web pages in the World 

Wide Web. Finding relevant information is very difficult. Searching 
information is a main problem. When we find many results, it is a good idea 
to classify them. 

 

Using web search engines we can choose: result file type, language, 
domain, etc. Often we receive a message "This web site is added to 
directory X in category (ies)..." in the result list. This directory contains 
qualitative, but very small subset of all web sites in the world, and for most 
results, we do not have any information about their types. This makes a big 
part of our result uncategorized. We can group them by region or language, 
for example, but not regarding their content. It will be good if we can, using 
a web crawler or metasearch engine, to specify a web site type from a given 
set at least. Other useful opportunity will be to classify uncategorized part of 
the result list of our search query. It is not the same using Google to find 
word "accommodation" in science conferences' web sites or travel agencies' 
web sites. 

 
Web Sites Classification 
Unknown objects classification is a main part of machine learning and 

data mining research. When we classify a set of objects, we need 
• formal object and classes descriptions 
• classification model 
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• training set and training mechanism 
• rules adding unknown objects into a class 
There are created many automatic classification approaches, based on 

artificial neural networks, decision trees, genetic algorithms, etc. The 
classification process follows the steps: 

• Model choice. 
• Training. We use a relatively small and labelled subset, called 

training set. The labels mean belonging to a class. Based on this 
training set, we construct the classifier. 

• Unknown objects classification. 
 

Web resources classification is an application of traditional data mining 
techniques in respect to the specific area. ([8], [9]) The datasets contain 
web sites. All web sites classification could be possible, if we have a good 
ontology describing the current state of the art. However, it is a very difficult 
activity. We have to know at least the current situation in the entire web. A 
rational idea is to have a specific sub-ontology and use it to decide on the 
particular problems. 

 

Talking about web sites classification, we have to keep in mind two main 
arguments. 

• The hyperlinks between web sites do not reflect on their types. The 
authors are not obligated to relate their web sites to any other ones. 

• The most adequate web sites description approach is using quality 
data. We can detect features or count them only. 

 

There are many realised approaches to determine web site type or 
automatic construction of web directories. In general, we can find two very 
popular directions – adapted for web documents text-mining techniques ([2]) 
and web structure mining techniques ([5], [6], [7]). In first case, authors 
prefer to weight different parts of the web sites or the web pages, and in the 
second – to use web structure in general. There are examples for domain 
specific classification ([3],[4]). 

 

Here we try to prove how the type of web sites affects their external 
features. We try to find how the content influences the external view. 
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Web Sites External Features 
We have to define what an external feature is firstly. Every web site can 

be considered from two points of view: 
• Internal – this is the site structure, meta tags, technologies, formal 

languages used in site creation, etc 
• External – this is the visible part of the site 
For example, when the user clicks “Sign in”, it could be a button, or (GIF 

or JPEG) image or text hyperlink in the different cases. It can start a script, 
written in some formal language, providing the same semantics. 

When talking about links here, we mean external views of the same web 
site’s links. 

 
Fuzzy Sets 
Fuzzy sets are presented in 1965 [1] and are very popular in the last 

decades. They are good mechanism for describing real word objects. In the 
other hand, the programme realisation of main operations with finite sets is 
easy. Here we remind some definitions. 

Definition 1: Let X is a given set. A fuzzy set A over X is the set of 
doubles (x, μA (x)) for every element x of X, when μA (x) is real number and 

1)(0 ≤≤ xAμ  
Every fuzzy set over X can be described by means of the function μA (x). 
Definition 2: Let A is fuzzy set over X. A is empty (universal) if μA (x)=0 

(μA (x)=1) for all x. 
Definition 3: Let A and B are fuzzy sets over X. The fuzzy set C is A 

and B section if and only if μC(x)=min (μA (x), μB (x)). 
Definition 4: Let A and B are fuzzy sets over X. The fuzzy set C is A 

and B union if and only if μC(x)=max (μA (x), μB (x)). 
Definition 5: Let A is fuzzy set over X. The set Ā is addition to A if and 

only if μĀ(x)=1 – μA (x) 
 
Web Sites Features and Fuzzy Sets 
The fuzzy sets are good mechanism for describing the features of the 

web sites classes. There are not any formal models for the web sites 
creation and the authors are not obligated to include anything. Moreover, 
main purpose in the web is to be distinctive. However, content and specific 
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area has an effect on the language, structure, representation of the data, 
etc. We can expect similar information to be presented in similar ways. 
From this point of view we cannot say a given feature is specific for a web 
sites class or not, but we can define a relative belonging into a set of 
features describing the class. That makes the fuzzy sets very relevant. 

 

How to Prove 
To define a fuzzy set describing a class, we need to discover a relatively 

small training set of web sites and their descriptions. For every member of 
this set we have to find the features contained in them at first, and compare 
the given results at second. With a simple comparison and counting, we find 
relatively belonging into a set of features for this class (and this small set). 
This makes our results as so accurate as our training set is representative. 

 

We need to prove whether our fuzzy sets are relevant or not. Of course, 
the initial fuzzy set is not enough for the classes’ description. It is possible to 
find one or more elements for all classes, but we have to find the specific 
ones. In a formal model if we have the classes C1 … Cn, and Ti i= 1 … n are 
the fuzzy sets given from the first step, we actually are interested in sets 

(*)\∪
ij

ji TT
≠

 

for every i= 1, …, n. Here we can use the equation 

∩BABA =\  

where A and B are arbitrary sets. This representation will help us to 
apply definitions for the section and the union of fuzzy sets. If for every i = 1, 
…, n all of the sets (*) are not empty and are not the universal set, we can 
say we have found lists of features describing given classes. 

 

This model is temporary because of the temporary nature of the web. It 
is exact for the training set only, not for all web sites in the world, belonging 
into the classes. Moreover, it provides correlations among the given 
classes, but not among all classes, which could exist in the world around. 
To improve the model correctness and accuracy we have two ways: 

• Using carefully selected and relatively big training sets 
• Frequently testing the training set for changes and actualise the 

features database and sets (*) 
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How to Classify 
The next task is to find a rule for unknown web site evaluation. A natural 

approach is to consider every web site description like a fuzzy set too and 
find all of the distances between this description and the fuzzy sets, 
associated with the classes. An uncategorized web site belongs to a class, if 
and only if, the distance between the site and the class is the smallest. The 
distance can be defined in many different ways. Actually, this is clustering 
web with preliminary defined cluster centres. In our works, we compare the 
Hamming and the Euclidean metrics. The metrics choice can be automated. 
It is necessary to have program applying two or more metrics or similarity 
functions. In the second case, the system must prove how similarity is 
bigger. The system can simultaneously follow two criteria: 

1. Better total correctness, and in case they are equal - 
2. The web sites distribution after the test. The statistical dispersion 

is good measure there. 
For metrics choice, the same training set can be used. 
 
Objects and Classes Descriptions 
Web sites’ descriptions in this model are simple. For every one we 

define a vector Vi(vi1,vi2, … , vin) where vij=1 if the feature j is found in the 
site, and vij=0 if the feature is not found in the site. 

 
If we have m web sites belonging into a given class, we define the vector 

T with components: 

∑
=

=
m

k
kjmj vt

1

1  

 
It is not difficult to see that 
• vector T defines a fuzzy set 
• if we have two or more classes and mark them with Ti their vectors, 

then ∩ ∪∪ )(\
ik

ki
ik

kii TTTTD
≠≠

==   is a fuzzy class descriptor for 

every i. 



________________________________________________________________________         ICT&P 2004   ________________________________________________________________________ 

 

126 

Experiment 
We made experiments with 100 web sites from five following types 
T1. University web sites 
T2. Newspaper web sites 
T3. International unions web sites 
T4. Governmental web sites 
T5. Parliament web sites 
 

We used 20 web sites by class. Their first nontrivial pages have been 
considered. Here by nontrivial page we mean the first page after simple 
Enter page. We used Yahoo! Directory for finding representative for all 
world-training sets, from different languages, countries and continents with 
respect of their relative distribution. When we described these web sites, we 
obtain 127 different features. We count the features found into the classes. 
We compare the classes by (*) and obtain classes descriptors. Here we give 
elements x with μ(x) ≥ 0.5 for every class. 

 
T1: University web sites (30 elements with nonzero value of μ(x)) 

Feature Belonging 
Link "Alumni" 0.70 
Link "About university" 0.70 
Link "Structure" 0.65 
Link "Events" 0.65 
Link "Library" 0.60 
Link "Researches" 0.60 
Link "Students" 0.60 
One colour background 0.55 

 
T2: Newspaper web sites (60 elements with nonzero value of μ(x)) 

Feature Belonging 
Link "News" 0.60 
Link "Sport news" 0.60 
Link "Archives" 0.50 
Link "Advertising" 0.50 

 
T4: Governmental web sites (57 elements with nonzero value of μ(x)) 
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Feature Belonging 
Link "Searching" 0.50 

 

T3: International unions web sites (52 elements with nonzero value of μ(x)) 
Feature Belonging 
Link "About us" 0.55 

 

T5: Parliament web sites – 45 elements with nonzero value of μ(x)  
but μ(x) ≤ 0.45 for all. The first five are 

Feature Belonging 
Language choice 0.45 
Link “Contacts” 0.35 
Links to institution’s documents 0.35 
Link "News" 0.35 
One colour background 0.35 

 

In our tests, we compare the Hamming and the Euclidean metrics and 
test them with 10 random selected web sites – by two for class. The results 
are given in the following tables 

Euclidean metrics 
  1 2 3 4 5 Correctness 
T1 2         100% 
T2   2       100% 
T3     2     100% 
T4     2     0% 
T5       1 1 50% 
Total 2 2 4 1 1 65% 

 

Hamming metrics 
  1 2 3 4 5 Correctness 
T1 2         100% 
T2   1     1 50% 
T3     1   1 50% 
T4         2 0% 
T5         2 100% 
Total 2 1 1   6 60% 

Here “Correctness” is the percent of web sites correctly added into their 
class’ sets. Based on the results we can say the Euclidean metrics is better. 
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Less correctness for some types we can explain with classes’ similarity. 

Distance matrix between classes is as follow 
 

T1 0,00     
T2 2,48 0,00    
T3 1,99 1,71 0,00   
T4 2,04 1,82 1,04 0,00  
T5 1,94 1,80 0,94 1,03 0,00 

 T1 T2 T3 T4 T5 
 
As we can see, the best results in metrics tests we obtain for most 

“isolated” classes. 
 
Conclusions 
Based on the experiment results we can say this approach have 

acceptable correctness for further studies and applications. The best results 
are observed for less similar classes. The main weak points are similar 
classes’ areas. The approach is applicable to most general web sites 
categories. 

 

It is a good idea to prove the approach in a similar web sites 
classification. There are many huge categories in the web directories. We 
can apply the approach for subcategories creation. We can expect similar 
classes, but the web sites are similar too. 

 

Other result is fuzzy sets are suitable mechanism for web sites classes 
description and study. 

 

The results manifest how important the web site structure is. The most of 
the described features are external representation of this structure. It is 
prove in practise the proposition web sites are independent objects for 
classification. 
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Abstract: The use of information and communications technology (ICT) 
in education is leading to fundamental changes in traditional learning and 
teaching practices. Distance learning is one of the most widespread forms 
of open learning. The distance learning systems use different approaches in 
regard to the organization and management of the learning. The 
development of methods and tools for dynamic assessment and evaluation 
of the level of knowledge and skills obtained by learners is a real challenge. 
The different forms and strategies for assessment and evaluation are 
described in this paper. Concrete approach for dynamic evaluation of 
computer tests is presented also.  

Keywords: Assessment in Education, Evaluation, Computer Assisted 
assessment (CAA), Computer-based assessment (CBA), Computer-based 
tests. 

 

Introduction 
The distance learning systems have to be adaptable to the users’ needs 

and preferences. They have to allow actualization, adding of new functions, 
and using of databases for the different learning domains as well. Another 
important task concerning the distance learning systems implementation is 
the development of effective methods and tools for systematic gathering of 
information about the level of learners’ knowledge and skills, and for 
reporting the learners’ achievements and growth.  

Evaluation is a judgement about the quality of a response, product or 
performance, based on established criteria and standards. In regard to 
learning the assessment, evaluation and reporting student achievement and 
growth are integral parts. This means that the methods and tools for 
assessment and evaluation have to be based on common educational 
standards and criteria.  
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Assessment in education 
Assessment is the systematic gathering of information about what 

students know, are able to do, and are working toward. Assessment should 
be continuous, collaborative, consultative and based on an agreed set of 
criteria. Assessment focuses on the critical or significant aspects of the 
learning to be demonstrated by the student. Students benefit when they 
clearly understand the learning goals and learning expectations. [1] 
Assessment in education is a complicated issue today. There is a large 
debate about the tools that we use to measure student learning. 
Assessment methods and tools include as follows: observation; student self-
assessments; daily practice assignments; quizzes; samples of student work; 
pencil-and-paper tests; holistic rating scales; projects; oral and written 
reports; reviews of performance; portfolio assessments. In addition to 
“auditing” student performance, assessment is expected to improve student 
understanding through the use of “authentic” tasks and relevant, ongoing 
feedback. Advances in computer technology are beginning to catch up with 
these challenges. Computer Assisted assessment (CAA) is a common term 
for the use of computers in the assessment of student learning. Various 
other forms exist, such as Computer-Aided Assessment, computerized 
assessment, Computer Based assessment (CBA) and computer-based 
testing [2]. 

 
Evaluation 
Evaluation of student performance is the process of making decisions 

based on the interpretation of evidence gathered through the assessment 
for the purpose of goal setting and/or reporting. Teachers/experts use their 
insight, knowledge about learning, and experience with students, along with 
the specific criteria they establish, and to make judgments about student 
performance in relation to expected learning outcomes. This information is 
used in order to make decisions about effective instruction for a learner or 
groups of learners, redirect efforts, and establish future learning goals.  

When evaluation is seen as an opportunity to promote learning rather 
than as a final judgment, it shows learners their strengths and suggests how 
they can develop further. Students can use this information to redirect 
efforts, make plans to practice the learning, and establish personal learning 
goals. Teachers are better able to assist in goal setting, provide support, 
and enhance the student's learning. 

Using the forms of written assessment reduces the influence of some 
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deforming effects such as the effect of the gender, the effect of the voice, 
the effect of the halo, etc. 

 
Assessment Techniques 
Assessment techniques are usually either norm referenced or criterion 

referenced. Norm referenced assesses an individual's performance in 
relation to the norms established by a peer group. Criterion referenced 
occurs when a student is assessed on his or her ability to meet a required 
level of skill or competence. Computer Assisted Assessment is usually 
criterion referenced. 
− Norm-referenced evaluation is used for large-scale system 

assessments; it is not to be used for classroom assessment. Norm-
referenced evaluation compares student achievement to that of others 
rather than comparing how well a student meets the criteria of a 
specified set of learning outcomes. A classroom does not provide a large 
enough reference group for a norm-referenced evaluation system. 

− Criterion-referenced evaluation compares student performance to 
established criteria rather than to the performance of other students. 
Criterion-referenced evaluation is most appropriate for evaluating 
student performance in the classroom. Criterion-referenced evaluation 
requires that teachers establish criteria based on the expected learning 
outcomes. Criteria can be used to evaluate student performance in 
relation to learning outcomes. The criteria are used to guide, monitor, 
and evaluate learning.  
 
Computer assisted testing 
Standardized testing remains the dominant approach to student 

evaluation today. The term test refers to set of questions/problems in 
definite subject domain and the corresponding system for evaluation of the 
answers/solutions. The test results report on the level of obtained 
knowledge and skills in the subject domain at a given stage of pedagogical 
process.  

The main feature of the computer test as a form of assessment is the 
lack of direct with the learner. Well-written computer assisted testing is more 
likely to be objective testing: testing that can be marked objectively and thus 
offer high reliability. The benefit is that the tests can be marked quickly and 
easily, and adapted to meet a wide range of learning outcomes. Tests have 
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the following potential [2]: 
− to incorporate a wide range of media; 
− to incorporate hints into test questions; 
− to link online assessment to feedback; 
− to assign other learning activities based on the test results; 
− to make randomized selection can be made from large question banks; 
− to be administrated easily. 

The test is a tool for assessment and evaluation of abilities and 
knowledge. The development of computer tests and approaches for 
evaluation is a very important task about distance learning systems 
implementation. Construction of good objective tests requires skill and 
practice and so is initially time consuming. Implementation of CAA system 
can be costly. Hardware and software must be carefully monitored to avoid 
failure during examinations. 

In the context of the approach for dynamical evaluation presented below, 
the tests have to include only questions/problems from one of the following 
categories: 
− Unique answer: These questions have one, unique answer (string) 

which is well defined. Their evaluation is made automatically from the 
system comparing the learner’s answer with the correct answer. 

− True/False (T/F): The answer can take the value true or false. Similarly, 
the evaluation is made from the system. Some research has also shown 
this test format to perform poorly with regard to reliability. Nevertheless, 
in some situations, the “multiple true-false” (or Type-X format) can offer 
adequate results. [3] 

− Multiple-choice (M-C) questions: These questions have several possible 
answer choices (correct answer as well as three to four distracters). The 
correct answer is only one. Because M-C questions can be scored 
automatically and their scores offer high reliability, they are the 
assessment of choice for many distance learning instructors. But, M-C 
test results can often be weak with respect to validity, especially when 
testing students for higher-order thinking or competence in procedural 
skills. [3] 
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The approach for dynamic evaluation of computer-based tests 
This is an approach for evaluation of different skills and defined in 

advance different types of errors and knowledge units. The common score 
is based on the assessment of these parameters. 

The scores reflecting the learner’s level of assimilation of given 
knowledge are in fact the scores of questions, problems or tests. The scores 
are real numbers in the interval [-1,1]. In the beginning when there is no 
information about the learner, the value of the scores is (0). Another 
approach is in the beginning of the testing each learner to starts with score 
(1), i.e. “A”. During the testing, the learner strives for keeping this score to 
the end. Similar approach is the starting score of learners to be (-1), i.e. “F”, 
and during testing all the correct answers given by learner improve his/her 
score. 

For each type of error are supported two counters [5,6]: 
− for the number of cases when it would be possible an error to be made; 
− for the number of wrong attempts. 

After the end of the event for each error types are formed scores by the 
following formula: 

Score_medial=1-Number_wrong_attempts/Number_all_attempts 
Score_medial is a number in the interval [0,1] and represents the 

probability the attempts of that user to be without errors. The final score for 
the level of assimilation of given knowledge is in the interval [-1,1] and is 
calculated by following formula: 

Score_final=2*Score_medial-1 
Bearing in mind the formulas given above the common score is: 

Score=1-2* Number_wrong_attempts/Number_all_attempts 
When the number of attempts is 0 the score is 0 too. In the end of the 

event the score of the type of error is formed. The influence of this score on 
the model [4] of user is given by the formula: 

Score_new=(1-K)*Score_current+K*Score 
K is a number in the interval [0,1] representing the influence of a score of 

the error type over the score in the model of the user. K is calculated as 
follows: 

K=0.5*(Number_all_attempts-1)/ Number_all_attempts 
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Thus, the new score for the given question decreases as the number of 
unsuccessful attempts to find the correct answer for this question increases. 

Apart from that the score is multiplied by 0.5 so that the influence of the 
old score over the new one to be limited. The score of each skill (the level of 
assimilation of given knowledge) consists of information about the scores of 
previous questions and about the last question. 

The tests are generated on the base of randomized selection from large 
question banks. In the test generation algorithm have to be included a rule 
for the sequencing of questions so that a difficult question to be given only 
to the user who on the previous question with average difficulty have 
answered correctly.  

The average of scores for the different skills and for the different error 
types forms the final result. 

The assessment of the level of assimilation for the given knowledge unit 
is according the formula: 

Score_new=(1-K)*Score_current+K’*Sorce_test 
Score_test is a score, which is based on the established educational 

criteria. This score is given by expert/teacher or by expert system. K’ 
represents the influence of the Score_test over the knowledge unit (KU). K’ 
is calculated as follows: 

K’=Test_difficulty/KU_ difficulty 

The scores from the interval [-1,1] are interpreted in the following 
manner. If the score is near 1 then the system is more sure that the learner 
have assimilated correctly the corresponding knowledge unit. If the score is 
near –1 this means that the knowledge unit has been wrongly assimilated. 

In other words, if the score is a positive number then it represents the 
level of learner’s knowledge compared with the knowledge of the expert. In 
case that the score is negative then it represents the wrongly assimilated 
knowledge [5].  

In respect to the equality of the learners, the tests of all of them have to 
consist of equal number of questions. 
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Conclusions 
During the testing the student are given some hints and additional 

instructions. Apart from the test score the students receive the correct 
answers for the test questions and references to the learning materials and 
additional learning resources. The described approach is appropriate for 
student self-assessments in the process of learning.  
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Abstract: Learning Technologies have been evolving over the last 

decades, and have gone through many phases and approaches: early 
mainframe based programmed systems, microcomputer software packages 
written in native programming languages for specific machines, CBT 
systems, authoring systems, and more recently after the Internet explosion, 
web-based systems, and e-Learning Systems. Objective of this paper is 
approach for e-Learning content design by combining concepts and 
methods of didactical design, information, and interaction. In this paper a 
complex method is presented, which helps to structure the learning content 
design process, to reduce the complexity of the design tasks. Some 
problems concerning the design and development of Web-based learning 
objects are also described. 

Keywords: Contextual Analysis, Didactical Design, Learning Object, 
Learning Object Reusability, and Interoperability e-Learning Standards.  

 
Introduction 
There is an agreement among teachers, educators, psychologists, 

designers, and content developers that the learning content has to be 
structured in an instructionally sound manner to facilitate the learning 
process. This means that didactical and software-usability approaches have 
to be combined. 

The modern pedagogical and psychological theories such as “open 
learning”, “constructivism” and “activity theory”[1,2] have to be the didactical 
foundation for the next generation of e-Learning software. Another important 
requirement is the collaborative learning strategies to be supported.  

There is growing consensus around the object-based approach for 
constructing e-Learning content. Learning objects can be re/used in multiple 
learning contexts, which increases the flexibility of training, and makes 
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updating courses much easier to manage [3-5]. Apart from the object-
oriented approach a method for supporting the design of a space and time 
dependant didactical information continuum consisting of hypertext, audios, 
videos, 3D-animations, simulations etc. is necessary. Such a method should 
be based on standard usability engineering methods like “contextual 
design”[6], “usability engineering lifecycle”[7], and the software ergonomics 
design method - MUSE [8].  

The described method aims at reducing the complexity of the design 
decisions by a systematic context-oriented analysis [9] and by distinguishing 
two levels of abstraction – macro design level and micro design level.  

 
Context-oriented analysis 
The first important step of the context-oriented analysis is the 

identification of appropriate learning contents. The appropriate content is the 
content, which is difficult to teach with traditional teaching methods. Such 
content is especially appropriate for being realized within the context of an 
e-Learning environment. 

The problems and difficulties of teaching the identified content have to 
be considered in detail. The next step is a detailed analysis of the didactical 
conditions. The main aspects of this analysis should be “educational 
organization”, “subject matter”, “learning environment” and “learner”. 
Another important aspect of the context-oriented analysis is the 
interoperability issue. The result of the context-oriented analysis is the vision 
on realizing the identified content in a virtual learning environment. 

 
Macro design level 
The main objective at this level is to combine global design decisions 

concerning the didactical concept and the results of the context-oriented 
analysis. The future users of the learning content have to be determined. At 
this level it is not possible to identify the individual characteristics of every 
single user. The users are categorized into groups by their roles during the 
work with the content. Some typical roles are learner (advanced and 
beginner), trainer/instructor, author, administrator.  

The next step is the learning tasks, which the users shall perform with 
the content (in their certain roles), to be linked to learning objectives, which 
describe the desired behaviour change of the learners. Every task 
processing is subdivided by visible or invisible work schedule so that the 
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learners can control their learning processes. The learning content can be 
developed with the help of the methodical instrument “guide questions”[8]. 
In didactical concepts with an accent on learner activities the focus is on the 
active work with learning objects [4,5], which can be used and reused in 
changing educational context. In usual web-based learning materials these 
possibilities are normally not taken into account. 

An example for a learning content conceptual architecture is given 
below. 

The conceptual architecture is based on a four-level hierarchical 
conceptual scheme of the multimedia training materials [16]. According to 
this scheme, the courses in the Web-based learning application contain the 
following courseware elements:  
• Course, consisting of one or more modules. 
• Module, consisting of one or more lectures. 
• Lecture, consisting of one or more units. 
• Unit – a sequence of one or more sub-units. Each sub-unit may be of 

one of following semantic types: 
• Definition element, introducing new concepts, object attributes or 

actions. It is presented often by text files, but it may contain also 
graphic and multimedia files. 

• Example element, implementing e-demonstration/s, which is 
presented internally by graphic and multimedia files of the accepted 
formats. 

• Test element, implementing classical assessment forms, which is 
presented internally mainly by text files. 

• Exercise element, introducing task/s to be executed by the learner. It 
may be presented internally by all the accepted file types. 

Technically these four types of semantic sub-units may be represented 
through any one (but only one) of the following information types: text, 
picture, sound, animation, and movie. The types and numbers of the 
integrated files in a unit are not limited. 

One lecture can either be an independent HTML document or consist of 
a series of objects (units), which appear in a specific order. These objects 
can also be references to other documents in the World Wide Web. These 
references can point to some material related to the current lecture page 
material. A lecture page can be associated with a video or an audio file, or 
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both of them, which describe the lecture page as a whole. But this does not 
mean that there is a restriction of the number of multimedia files that can be 
used in the content of a lecture page also. 

The designers have to model the logical relations. This means they have 
to define which transitions shall exist between every two pair of hyper-
nodes. The meaningful sequences of nodes have to be determined so that 
the learners can process their learning tasks. In this context, the support of 
versatility and multiple versions of the learning content is a very important 
requirement. 

After the conceptual model the “opportunities for action” model has to be 
created. This model has to describe the stages of the didactical process and 
to represent user’s navigation by specifying the logical and temporal 
transitions between hyper-nodes.  

For each of the described objects (learning tasks, learning objectives, 
guide questions, learning content, users, hypermedia-elements) the relevant 
attributes have to be documented according to the e-Learning 
interoperability standards. Common standards for metadata, learning 
objects, and learning architecture are critical for the success of the 
knowledge economy. In this context interoperability e-Learning standards 
promote reusability (inter- and intrareusability) [5], customization, and 
personalization of learning material as well as providing valuable services to 
all the users of the e-Learning environment including learners and trainers. 
The Dublin Core Metadata [11], IEEE LOM [12], Educom’s IMS [13], 
ARIADNE [14], AICC [15], and ADL/SCORM [16] are the most important 
initiatives dealing with interoperability standards and specification 
promoting. 

In regard to presentation view at this level, the global decisions 
concerning the user interface presentation have to be made. The necessary 
input and output hardware must be determined also. 

 
Micro design level 
At this design level, the micro design of each hyper-node has to be 

created on the basis of the results on the macro design level. The user roles 
are inherited from the macro to the micro level. For each user role, 
specialized learning tasks within the task of the macro level are determined. 
Specialized learning objectives and specialized learning objects are 
connected with the specialized learning tasks.  
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When the components of hyper-nodes are developed in detail at the 
micro level it is possible the designers to find out that some additional 
transitions have to be modeled. In this case they have to go back at the 
macro design level in order to add the missing transitions in the macro-
framework.  

As on the macro level for these specialized tasks, objects and 
objectives, the relevant metadata have to be defined. The possibilities of 
actions are realized through software tool functions. Gorny [8] differentiates 
four function types: 
• application functions - the learner's actions on the learning objects and 

additional software functions, which are used, 
• adapting functions - allow the teacher to adapt the software to specific 

groups of learners and specific methodological and organizational 
conditions, and to adapt the software to individual learner requirements, 

• control function - control the computer system, 
• meta-functions - support the usage by „help information“, warning and 

error messages etc.  
The support of the group learning and teamwork is a big advantage of 

the web-based learning environments. The problem is that the tool functions 
have to be available simultaneously for a group of learners. In the same 
time, when such a function is activated several users will be influenced by 
this action. During the teamwork, the realization of standard “undo” function 
is a real challenge because some members of the team might have 
changed the state of their work with the learning content in the meantime. 

Concerning the interactions there are two main tasks at the micro level. 
The first is specifying the dialogue types for the different tool functions. The 
second task is describing the structure of the dialogues. The following 
dialogue types can be distinguished: command dialogue, data input 
dialogue, multiple-choice dialogue and object manipulation dialogue [5]. The 
combination of these types forms complex dialogue structures such as 
dialog panels, forms etc. 

The second task is related to the definition of the permitted order for the 
call of tool functions. To fulfil this task it is necessary the preconditions of 
activating of a given tool function to be specified and the situation after 
execution of the function (the postcondition) to be described. In case of 
teamwork the co-ordination, co-operation, access conditions and access 
rights have to be specified also. Thus, the work of multiple users with 
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common objects will be without access collisions. 
At this level all elements of the content are completely described and the 

final presentation layout is developed. 
 
Conclusions 
The described method is based on iterative procedure. The design 

process is presented with two levels of abstraction (macro and micro level).  
Each of these abstraction levels is described from conceptual, 

interaction and presentation point of view.  
At each level the designers have to take into account the interoperability 

e-Learning standards and specifications as well as the relevant didactical 
requirements and criteria. 
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Abstract: Information Logistics organizes the flow of data which 

accompanies and which attends to the material flows of commodities and 
utilities. The importance of information logistics finds expression in 
management of basic subsystems of different types of organizations.  

The purpose of the current paper is to express opinion on the place and 
application of information logistics into the new information and 
communication media and the environment of new forming theory and 
practice of selection, training, teaching and preparation of organization 
sections in structures of different levels. 

Keywords: information logistics, information system (IS), simulation 
application, certification 

 
The rapid changes in information system (IS) technology are presenting 

firms with significant challenges and dramatic opportunities. Revolutionary 
advances in hardware capability coupled with nearly free-fall in prices have 
shifted numerous applications across the threshold from infeasible to 
feasible. Concurrently, important advances in software development 
methodologies and tools have encouraged the construction of many 
previously infeasible systems. In addition, the changing structure of 
organizations, specifically the trend toward flatter structures and the 
accompanying shifts in information requirements, plus the move to 
increased user involvement has significantly altered the types of IS being 
implemented. 

The term “logistics” originates from the Greek word “logistike”, which 
means the art of reasoning and calculation. One definition of logistic sounds 
like that: logistic – a science of planning, organization, management and 
control of movements and implements of material and information flows in 
tract and time from their primary sources to the ultimate users. According to 
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the US council of logistics management recently occurred the opinion that 
“logistics” is synonymous of management of materials and distribution. [1.]  

The analysis of the results of using the logistics as a management 
conception indicates that it brings to new competition advantages, to form 
incomes of resources and means of production intended for economic 
subjects and also for small and big regions and states. 

An attempt at showing the generalized nature of management of 
information resources and processes is presented in the table: 

 

 
An Indefeasible part of logistics is represented in logistic information flow 

which includes input and output data. This subsystem of logistics is called 
information logistics. To create of information logistics system through 
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different levels into different activities it is necessary to establish a model of 
such system. 

Computing modeling and simulation offers methods and composition of 
instruments for set up, probation, reproduction and application of such 
models. 

Certification of modeling and simulation (M&S) applications poses 
significant technical challenges to M&S program managers, engineers and 
practitioners. Manage ring such measurements and evaluations requires a 
unifying methodology and should not be performed in an ad hoc manner. 
The methodology consists of the following body of methods, rules and 
postulates: 

− Employment of subject matter experts. 
− Relative criticality weight of indicators using the analytic hierarchy 

process. 
− Hypertext certification report and interpretation of the results and 

others. 
Subject matter experts are commonly employed for M&S evaluation for 

certification. Under the methodology, the knowledge and experience of them 
are utilized for: 

• constructing a hierarchy of indicators, 
• relative criticality weight of indicators, 
• building a rule-based expert knowledge base  
• assigning scores for the indicators. 
Such indicators are tools used in evaluation and concern simulation 

methods. 
A model is a representation or abstraction of something such as an 

entity, a system or an idea. Simulation is the act of experimenting with or 
exercising a model or a number of models under diverse objectives 
including acquisition, analysis and training. For example, if the analysis 
objective is to predict the performance of a complex system design, we 
experiment with a model or a distributed set of models representing the 
system design. If the predicted performance is used in making an 
acquisition decision, the process is called simulation-based acquisition. 

On algorithm of processes basis can propound the following three 
known methods: 

Naïve method: Generate the full sample and order it to find the required 
order statistic. Thus a generator for the original distribution and sorting, or a 
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faster algorithm for finding the same order statistic is needed. Finding the 
maximum or minimum reduces to other symbol comparisons. 

Inversion: Generate the corresponding uniform order statistic and 
transform it with the inverse cumulative distribution function (CDF). A 
generator for the beta distribution and an algorithm to invert the CDF of the 
original distribution is needed. We used transformed density rejection (TDR) 
to generate from the beta distribution and numerical inversion using 
Newton’s method and a table of size 1000. 

Quick elimination (QE): The method works only for maximal or minimal. 
An algorithm to sample from the given distribution, restricted to a half-open 
interval, is necessary. (We used transformed density rejection algorithms to 
accomplish this task).  

The implement of these instruments is based at strategic information 
system (IS) planning. Strategy identification emerged in the early 1900s as 
a formal business concept. However, it was not until the 1970s that strategic 
planning emerged as a discipline. Today, determining the future direction of 
an organization is often called by different names, depending upon the 
organizational level at which the planning exercise takes place. The new 
discipline Information logistics and its simulative methods also take place at 
this area of knowledge and practice. Strategy of business and other different 
kind of enterprises lay on planning, which is a product of superstructure 
based on previous experience and imaginary prognoses. For example, the 
typical business firm normally engages in three levels of strategy 
formulation, which in effect forms a strategic management hierarchy. They 
are: 

• corporate strategy at the headquarters level; 
• business strategy at the level of the business unit; 
• functional area support strategy at the level of the functional 

departments such as finance, marketing and information systems. 
During the 80s took place a classification of IS planning within two 

planning contexts: information resource and information function. The 
information resource context is an approach to IS planning that addresses 
the management of a firm’s information system using an organization-wide 
perspective. It is concerned with the deployment of information services in 
support of `organization function approach and takes a more traditional 
technology approach to planning, dealing mainly with the technical aspects 
of establishing and managing the firm’s information systems. It is 
‘concerned with processes by which IS products are made available, i.e., 
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the activates associated with identifying, selecting, and implementing IS 
products. 

Set forth below is represented an example of organization of information 
logistics net of commodity production, founded on suggestion based on 
simulation of real organization. 

Organizations are now faced with an opportunity to improve their 
utilization of information systems technology by improving the effectiveness 
of the planning efforts. The evolution of information systems planning has 
coincided with the progressive assimilation of information technology in 
organizations. The IS planning concept has assumed different context within 
this evolution, aligning itself with organizational needs and assuring an 
evolution of purpose. 

 

 
 

There are more aspects of implementation of simulation methods, not 
only in economics and business structures but in military affairs, too.. 
Simulation also gives military and political leaders insight into potential 
conflicts. Commanders can now recreate on computer the complex 
choreography of thousands of soldiers, weapons, vehicles, and aircraft 
moving across a battlefield that extends over thousands of square 
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kilometers. In this way, military decision-makers can test strategic options 
before launching a campaign in earnest. They can also test the performance 
of new weapons systems under consideration. Even as computer 
simulations achieve greater realism, military operations themselves have 
become more computer-driven and more synthetic. 

“The push toward training simulation has also spawned a huge industry. 
According to the trade publication Military Training and Simulation News, 
the U.S. Department of Defense spends about US $4 billion each year on 
simulation and training equipment. No other country has invested nearly as 
much.”[5] Live training is still the most common way of readying troops. The 
U.S. Navy pioneered this approach after combat data revealed that a pilot’s 
first few encounters with the enemy tended to be the deadliest; those who 
survived that early phase were more art to survive in general. All the U.S. 
armed forces now have similar live-training sites. In recent years 
effectiveness has been boosted by advanced electronics and 
instrumentation. At the urban warfare training village at Fort Polk, La., for 
instance, video cameras record the action as Army Rangers and Marines 
fight building to building and room to room. A form to laser tag called Miles-
for Multiple Integrated Laser Engagement System – identifies hits and 
misses.  

A powerful simulation-based decision tool should provide capabilities 
such as monitoring and steering. Monitoring provides the ability to query or 
sample simulation variables. These variables may be sampled continuously, 
displayed when a pre-defined condition is satisfied or presented on demand. 

We define a simulation as being composed of a simulation application 
(provided by the user) that interacts with a simulation executive. The 
simulation executive provides primitives that allow simulation programmers 
to define their own applications and it implements the necessary underlying 
synchronization protocols. This is a layered software system, with the 
operating system at the bottom, the simulator executive in the middle and 
the simulation application. 

Simulation is becoming an important tool for decision makers in time-
constrained environments. High-fidelity simulations demand parallel 
implementations to support the decision process at real-time rates. Typical 
decision making applications in which parallel simulations can or do play a 
role include air traffic control, gaming strategy and battle management 
among others. The goal of this research is to provide a simulation-based 
decision aid for managers faced with complex planning tasks. To realize 
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effective decision making we propose a technology called simulation cloning 
that enables more efficient exploration of different possible future outcomes 
based on policy decisions made at well defined decision points. 
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Abstract: Our research explores the possibility of categorizing 
webpages and webpage genre by structure or layout. Based on our results, 
we believe that webpage structure could play an important role, along with 
textual and visual keywords, in webpage categorization and searching. 

Keywords: content-based retrieval, genre detection, layout ontologies. 
 
1. Introduction 
The amount of data available electronically on the web has increased 

dramatically in recent years. Users generally retrieve data by browsing and 
searching by keywords. This is an example of content-based search. In this 
approach, search is based on the words in the heading of the page or the 
contents of the images displayed on the web pages, or words occurring as 
meta-data in pages. The overwhelming amount of information on the web 
requires a powerful search service to render that information accessible and 
useful. Without such a search strategy, finding a specific web site can be as 
difficult as finding a book in a library that has no card catalogue and a 
completely random method of storing its books. 

In recent years much research has been done on querying the web. In 
this research, the web is viewed as a collection of multimedia documents in 
the form of pages connected through hyperlinks. Unlike most web search 
engines, the aim here is to provide more database-like query functionality. 
Also, application of data mining techniques to the World Wide Web, referred 
to as web mining, has been the focus of several research projects and 
papers. Web mining has been categorized into web content mining and web 
usage mining. Web content mining is the process of finding information from 
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the web, whereas web usage mining is the process of mining user browsing 
histories for access patterns [1].  

We believe that it would also be desirable to see the layout of web 
pages when querying these pages and grouping them according to these 
layouts. The term layout connotes the spatial relationships between the 
page contents rendered by particular tags. Thus, web pages can be 
categorized according to their layout ontology. The term ontology means a 
specification of a conceptualization, a set of concept definitions. Broadly 
speaking, an ontology is a description (like a formal specification of a 
program) of concepts. Each web page has a structured hierarchy of tags 
that defines the layout ontology for that particular page. It is possible that 
two different web pages have a similar structure of their tag hierarchy. Then, 
the layout ontology of these two web pages is said to be the same. Our aim 
is to categorize web pages according to these structures. Our belief is that 
pages with similar layout ontologies have somewhat similar semantics, or at 
least can be categorized as belonging to the same environment. For 
example, we will present some preliminary experiments that show that 
pages from different newspapers are more similar in layout ontology to each 
other than to the layout ontology of commercial sites selling books. This 
concept can also be used for extracting data from the web depending upon 
content as well as the structure. 

In this paper, we assume that each web page consists of HTML tags. 
HTML tags can be broadly categorized as container tags and standalone 
tags. Container tags can contain other tags inside them but standalone tags 
are atomic. Because of the containing capacity of some tags, each web 
page can be represented by a tree structure of its tags. Thus, for each web 
page, a tree structure of tags can be determined. Our hope is that we get a 
somewhat different tree structure of tags for each page from different 
environments. 

The remainder of this paper is organized as follows. Section 2 briefly 
reviews the related literature. Section 3 covers various conceptual details, 
while Section 4 discusses implementation details and the various 
technologies used in our experiments. In Section 5, we give the results of 
some preliminary experiments, while Section 6 gives some concluding 
remarks. 
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2. Literature Review 
Our hope is that by automatically characterizing the environment of a 

particular web page, content-based information can more easily be 
extracted from it. In [2], information from unstructured and semistructured 
web documents is retrieved from web pages in chunks called records. A 
record is a group of information relevant to some entity. The final goal is to 
extract information from these records to populate a relational database. 
The paper describes a heuristic approach to discovering the record 
boundaries in web documents. It captures the structure of a document as a 
tree of nested HTML tags and locates the sub-tree containing the records of 
interest, identifying candidate separator tags within the sub-tree using five 
independent heuristics, finally selecting a consensus separator tag based 
on a combined heuristic.  

The five heuristics are OM (ontology matching), SD (standard deviation), 
IT (identifiable separator tags), HT (highest-count tags), and RP (repeating-
tag pattern). Each of these heuristics returns one or more candidate 
separator tags with a measure of certainty attached to each candidate. 
Finally, they provide a way to combine these individual heuristics to 
determine a consensus separator tag and hence discover record 
boundaries. 

The technique we exploit in this paper is based on the work of [3]. In this 
paper, a computational geometry-based spatial color indexing methodology 
is examined for efficient and effective image retrieval. In this scheme, an 
image is evenly divided into a number of M*N non-overlapping blocks, and 
each individual block is abstracted as a unique feature point labelled with its 
spatial location, its dominant hue and its dominant saturation. For each set 
of feature points labelled with the same hue or saturation, a Delaunay 
triangulation is constructed and then a feature point histogram is computed 
by discretizing and counting the angles produced by this triangulation. The 
concatenation of these feature-point histograms serves as the image index. 
This research work has been the motivation for our research. 

Related research field to our approach is the research being done on 
semistructured data. For retrieving web pages by structure, structures of 
web pages have to be stored and retrieved effectively. For storing 
semistructured data, paper [4] argues that languages supporting deduction 
and object-orientation are particularly well-suited, as object-orientation 
provides a flexible common data model for handling semistructured data. 
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Paper [5] presents the Lorel language designed for querying semistructured 
data. The main novelties of Lorel are that it makes extensive use of coercion 
to relieve the user from the strict typing of a query language, which is 
inappropriate for semistructured data, and that it provides powerful path 
expressions, which permit flexibility for declarative navigational access. 

As against the data model that is underlying [5], [6] argues that 
semistructured data can be stored in relational format by exploiting the 
regularities inherent in existing semistructured data instances. The claim is 
that most of the data will be stored in relational format and future insertions 
can occur in a self-describing way. In [7], an approach of creating wrappers 
for storing semistructured data is discussed. 

 
3. Web Page Retrieval by Structure 
Motivated by the ultimate goal of automatically computing efficient and 

effective descriptors which symbolize web page structure, this research has 
been directed towards the management of information such as the levels of 
tags comprising a web page, the tag hierarchy, and the area covered by the 
tags on the web page. As nesting of tags plays important role in defining 
structure of the web page, dominance of tags is considered for each level.  

Hope is that within broad domain of web pages this technique can be 
used to find the structure of web pages and categorize web pages 
according to the structure. Further to such categorized web pages, 
semistructured techniques can be applied for effective content retrieval.  

The paper [2] has been the motivation behind this research. This paper 
examines the use of a computational geometry-based spatial color indexing 
methodology for efficient and effective image retrieval. In this scheme, an 
image is evenly divided into number of M*N non-overlapping blocks, and 
each individual block is abstracted as unique feature point labelled with its 
spatial location, dominant hue, and dominant saturation. For each set of 
feature points labelled with the same hue or saturation, a Delaunay 
triangulation is constructed, followed by computing a feature point histogram 
realized by discretizing and counting the angles produced by this 
triangulation. The concatenation of all these feature point histograms serves 
as the image index. 

 
Following the same concept, we examine the use of a computational 
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geometry-based web page structure analysis for effective web page 
structure matching. In this scheme, a web page is evenly divided into 
number of M*N non-overlapping blocks, and each individual block is 
abstracted as a unique tag that covers the maximum area in that block at its 
level. For each feature tag selected we get a set of feature points. For each 
set of feature points labelled with the same tag, we construct a Delaunay 
triangulation and then compute the feature point histogram as mentioned 
above. The concatenation of these feature-point histograms serves as our 
web page descriptor. Web page descriptors are further used to categorize 
different web pages. 

As mentioned previously, we assume in this paper that each web page 
consists of HTML tags. HTML tags can be broadly categorized as container 
tags and standalone tags. Container tags can contain other tags inside them 
but standalone tags are by themselves. Examples of container tag are the 
TABLE tag and the PARAGRAPH (P) tag, while examples of standalone 
tags are the BASE tag and the AREA tag. Because of the containing 
capacity of the tags, a web page corresponds to a tag tree structure, called 
a tag tree. Not all web pages have similar tag trees. In this paper, we study 
page layouts to try to categorize web pages semantically.  

For our analysis, the level of a tag plays an important role when finding 
tags covering the maximum area in a block. An example of a web page tag 
hierarchy is as follows: 

<HTML> 
 <HEAD> 
  <TITLE> 
  </TITLE> 
 </HEAD> 
 <BODY> 
  <P> 
   <TABLE> 
    <TR> 
     <TD> 
     </TD> 
    </TR> 
   </TABLE> 
   <B> 
   <B> 
  </P> 
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 </BODY> 
</HTML> 
In the web page example given above, the <HTML> tag is at the highest 

level. Nested in the <HTML> tag are tags <HEAD> and <BODY>. Inside the 
<BODY> tag is a <P> tag and inside the <P> tag is a <TABLE> tag and so 
on. When we consider the concept of area covered by a tag on a web page, 
the concept of level plays an important role. In the example given above, the 
level of tag <HTML> is 1, the level of the <BODY> tag is 2, the level of the 
tags <TABLE> and <B> are 3, the level of tag <TR> is 4, and so on. When 
calculating the dominant tag at level 3, both <TABLE> and <B> tags are 
analyzed to check which tag is covering the maximum area in which block 
on the page. As tag <TR> is inside the <TABLE> tag, the area covered by 
the <TABLE> tag on the web page contains the area covered by the <TR> 
tag. So, for the blocks in which the <TABLE> tag is dominant at level 3, it is 
possible that in this same block, tag <TR> is dominant at level 4. 

Now, each web page consists of tag hierarchy. We consider a few tags 
as characterizing features F = {f1,….,fk}. We believe that the spatial 
placement and dominance of these various feature tags can be used to 
characterize the web pages.  

The web page is divided into N*M non-overlapping blocks. For each 
block, at each level, the tag covering the maximum area is found. Then we 
find for each of the predefined feature tags, which blocks that tag was 
marked as the predominant tag. We mark the center co-ordinate of all such 
blocks. The spatial arrangement of these points is an important aspect of 
our work. As mentioned earlier, we construct a Delaunay triangulation and 
then compute the feature point histogram by discretizing and counting the 
angles produced by this triangulation. The concatenation of these entire 
feature-point histograms serves as our web page descriptor. 

It has been shown that histogram intersection is especially suited for 
comparing histograms for content-based retrieval. Additionally, histogram 
intersection is an efficient way of matching histograms. The intersection of 
the histograms Wquery and Mdatabase, each of n bins, is defined as follows: 

D(Wquery ,Mdatabase) = (∑ min(Wj, Mj)) / ∑ Wj 

The histogram of a web page characterizes the web page depending 
upon the placement of tags forming the web page. Thus, the above-
mentioned formula can be used to check the similarity between the two web 
pages. If two web pages are similar in structure then the histogram of those 
two pages are bound to be similar. For such web pages, the above formula 
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returns a value close to 1. Similarly, if two pages are very different in 
structure then the above formula returns a value close to 0. 

 
4. Implementation  
The input to our system is a web page. Our feature representation is 

extracted from this web page and matched against those extracted from 
other web page of known semantics. In more detail, we do the following: 
1. Our system accepts a URL as input and displays the given web page 

using the Internet Explorer engine.  
2. The web page displayed is analyzed to get all tags on the page with 

left, top, right, bottom (X1, Y1, X2, Y2) co-ordinates of area covered by 
each tag on the page. For each tag, the level of nesting is also saved 
while gathering this data. 

3. The page is normalized to size 512 * 512. The original calculated co-
ordinates (X1, Y1, X2, Y2) are re-calculated to map to this normalized 
size. 

4. The page is divided into N*M disjoint blocks. The relevant coordinates 
of each block is calculated. 

5. For each block, it is found out that which tag covers how much area.  
6. Depending upon the data gathered in step 5, it is found out for each 

level, for each block, which tag is covers the maximum area. 
7. For each of the selected feature tags, the blocks are found in which the 

tag covers the maximum area. Center X and center Y coordinates of 
these blocks are written to a file. 

8. Histogram program is run on the file and histogram points calculated by 
the program are read back into the system. The histogram program 
used to calculate these points is implemented for the two largest angles 
of each Delauney triangle using 36 bins. Thus, each bin corresponds to 
5 degrees.  

9. For each web page, descriptor of (36 * Number of feature tags) bins is 
calculated. 

10. When the descriptors of all the web pages of interest are calculated 
using steps 1 through 9, the distances between these pages and the 
database pages are calculated.  
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11. For each query page, the nearest pages are chosen, based on the 
distances calculated in step 10.  

12. The web pages selected in step 11 are analyzed for category 
information. The most occurring category is chosen. The query page is 
categorized using this category. 

 
As an example, consider the following web page: 
 

 
 
Here is a snapshot of part of the tag tree, along with the coordinates of 

the rectangular area covered by the rendering of each tag: 
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And here is the resulting histogram for the web page: 

 
 
5. Experimental Results 
Our proof-of-concept experiments are carried out on newspaper web 

pages and e-commerce web pages. Four newspapers and two e-commerce 
web sites are selected as categories. The categories are: Detroit News, 
Times of India, Tribune India, Esakal, Amazon.com, and Buy.com. 
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For each of the newspaper categories, six days of newspaper front 
pages were analyzed, while from the e-commerce web sites, six web pages 
were used. Thus, a total of 36 web pages were analyzed.  

Initially, we defined a large set of feature tags to ensure a powerful set of 
independent features for the discrimination of our two classes. This initial 
set of 52 feature tags were: <A>, <APPLET>, <B>, <BIG>, <BR>, 
<CAPTION>, <CENTER>, <CITE>, <CODE>, <COL>, <COLGROUP>, 
<DD>, <DIR>, <DL>, <DT>, <EM>, <FONT>, <FORM>, <H1>, <H2>, <H3>, 
<H4>, <H5>, <H6>, <HR>, <INPUT>, <LI>, <MENU>, <OBJECT>, <OL>, 
<OPTION>, <P>, <PRE>, <SELECT>, <SMALL>, <STRONG>, <SUB>, 
<SUP>, <TABLE>, <TBODY>, <TD>, <TEXTAREA>,<TH>, <TITLE>, 
<TR>, <U>, <UL>, <FRAME>, <FRAMESET>, <IMG>, <MAP>, <AREA>. 

We also conducted an experiment using a reduced set of tags. For each 
tag, we calculated a mean descriptor, by computing bin averages over all 36 
web pages. We then calculated the deviation of each descriptor from its 
mean. We only kept those tags with high deviations, as these tags more 
easily discriminate among the various pages. The tags we kept for this 
experiment were <FONT>, <STRONG>, and <IMG>. 

In all our experiments, we compared each individual web page, using 
the nearest neighbour approach, to the 35 remaining pages, using both sets 
of tags. We tried to determine both individualized categories as well as 
genre categories. The former takes a match as successful only if the two 
pages came from the same site, while the latter takes a match as successful 
only if the two pages came from the same genre: newspaper versus e-
commerce. Here is the table of our results. 

 

Individualized Categories Genre Categories  
Matches Failures Matches Failures 

52 tags 26 10 33 3 
3 tags 27 9 33 3 

 
Based on these initial results, it seems that our technique has promise 

for genre detection. 
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6. Conclusions 
The aim of this research was to analyze the possibility of categorizing 

webpages and webpage genre by structure or layout. The original insight 
comes from the fact that many newspaper sites, say, have the same look 
and feel. Based on our results, we believe that structure could play an 
important role, along with textual and visual keywords, in webpage 
categorization and searching. 
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Abstract: In this paper a review of the most used MPEG-7 descriptors 

are presented. Some considerations for choosing the most proper descriptor 
for a particular image or video data set are outlined. 
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1. Introduction  
More and more digital images and video are being captured and stored. 

In order to use this information, an efficient retrieval technique is required. 
One major development in this area is the content based image and video 
retrieval techniques which use image features for indexing and retrieval 
[Rabitti, 1989]. The most used features are color, texture, and shape. 
Several semantic image and video models are suggested [Stanchev, 1999], 
[Grosky, 2001]. In MPEG-7 standard different descriptors for this purpose 
are proposed [Manjunath, 2002]. What descriptor is the best for a particular 
data set? Some preferable answers of this question are given. 

 
2. MPEG-7 Descriptors 
The MPEG-7 descriptors can be classified as general visual descriptors 

and domain specific descriptors. The former include color, texture, shape 
and motion features. The latter includes face recognition descriptor. 
Although distance functions are not part of the standard we will present the 
most used distance functions. Only color, texture and shape descriptors are 
covered, since they are mostly used. 

 

2.1. Color descriptors 
Color is one of the most widely used image and video retrieval feature 

[Schettini, 2001]. The MPEG-7 standard includes five color descriptors 
which represents different aspects of the color and includes color 
distribution, spatial layout, and spatial structure of the color. The histogram 
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descriptors capture the global distribution of colors. The dominant color 
descriptor represents the dominant colors used. The color layout descriptor 
captures the spatial distribution or layout of the colors in a compact 
representation. While MPEG-7 standards accommodate different color 
spaces, most of the color descriptors are constrained to one or a limited 
number of color spaces for ensuring inter-operability. 

 

2.1.1. Dominant color descriptor 
This descriptor specifies a set of dominant colors in an image [Cieplinski, 

2000]. It is good to represent color features where a small number of colors 
are enough to characterize the color information. The extraction algorithm 
quantizes the pixel color values into a set of dominant colors. The matching 
is done by calculating the distances between dominant color sets based on 
the difference between corresponding colors in any two sets of dominants. 

The result of the method is a vector with integer numbers, presented as 
},),,,{( svpcF iii=  (i=1,2, …, N), where N is the number of dominant 

colors. The vector components are: the dominant color value ic (RGB color 
space vector); ip - normalized fraction of pixels corresponding to color ic ; 
optimal color variance iv , (describes the variance of the color values of the 
pixels in a cluster around the corresponding color); and the coherency s  
representing the overall spatial homogeneity of the dominant colors.  

The distance algorithm uses an estimate of the mean square error, 
based on the assumption that the sub-distributions described by dominant 
colors and variances are Gaussian. Consider 2 descriptors: 

and 
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2.1.2. Scalable color descriptor 
This descriptor performs color histogram in HSV color space encoded by 

a Haar transform [MPEG, 2002]. The extraction is done by quantizing the 
image into a 256 bin HSV color space histogram and then using the Haar 
transform to reduce the number of bins. 

The output of the method is a vector from integer numbers, presented by 
a histogram with 64, 32 or 16 bins. 

The distance matching can be done either in the Haar coefficient domain 
or in the histogram domain. In the case where only the coefficient signs are 
retained, the matching can be done efficiently in the Haar coefficient domain 
by calculating the Hamming distance as the number of bit positions at which 
the binary bits are different using an XOR operation on the two descriptors 
to be compared. This induces only a marginal loss in similarity matching 
precision compared to reconstructing the color histogram and performing 
histogram matching, while the computational cost is considerably lower.  

 

2.1.3. Color layout descriptor 
This descriptor performs spatial distribution of colors [Kasutani, 2001]. 

The extraction is being done as follows: the image is divided into 8x8 
blocks. For each block, a single dominant color is selected. The resulting 
8x8 image is then transformed into a series of coefficients using dominant 
color descriptors transformation. These are finally quantized to fit an 
assigned number of bits.  

The method output is a vector from integer numbers, describing {DY, 
DCr, DCb} coefficients, where Y is the coefficient value for luminance, Cr, 
Cb coefficient values for chrominance. 

For matching two descriptions {DY, DCr, DCb} and {DY’, DCr’, DCb’} the 
following formula: 
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 is used, where i represents the zigzag- scanning order of the 
coefficients. 

 

2.1.4. Color structure descriptor 
This descriptor is a generalization of the color histogram that encodes 

information about the spatial structure of the colors in an image as well as 
their frequency of occurrence [Messing, 2001]. The histogram is extracted in 
HMMD color space and non-uniformly quantizing is performed over the 
histogram values. This descriptor specifies spatial distribution of colors. It is 
calculated by letting a structuring element with image samples to visit each 
position in the image and then summarize the frequency of color 
occurrences in each structuring element location in a histogram. The 
structuring element always has dimensions 8x8, but the distance between 
the samples in the original image differs with the resolution.  

The output of the method is a vector from integer numbers, presented by 
a 256 bin histogram. 

The matching is done by minimizing the distance calculated as the sum 
of the differences between the corresponding bins in any two color-structure 
histograms. 

 

2.1.5. Group-of-frame or Group-of-picture descriptor  
This descriptor is a compound descriptor that expresses the color 

features of a collection of images or video frames by means of the scalable 
color descriptor [Ferman, 2000]. During the extraction the average, median 
or intersection scalable color histogram of the frame/picture group is 
calculated from scalable color histograms of each group/picture. The 
intersection histogram is a histogram with the minimum value for each bin 
over all histograms in the group. 

The output of the descriptor is a vector from integer numbers, as in the 
case of scalable color descriptor. 

The matching is done in the same way as for the scalable color 
descriptor. 
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2.2. Texture descriptors 
The image texture is one of the most important image characteristic in 

both human and computer image analysis and object recognition 
[Manjunath, 2001]. Visual texture is a property of a region in an image. 
There are two texture descriptors in MPEG-7: a homogeneous texture 
descriptor, and edge histogram descriptor. Both these descriptors support 
search and retrieval based on content descriptions. 

 

2.2.1. Homogeneous Texture 
This descriptor is aimed at texture-based image-to-image matching [Ro, 

2001]. During the extraction, the mean and standard deviation of the image 
pixel intensities is computed. Energy and energy deviation feature values 
are computed by applying 30 Gabor filters in the frequency domain. The 
polar form used in the frequency domain in this approach is more suited for 
rotation invariant analysis than the Cartesian form. 

The output of the method is: the average value (an integer number in the 
interval [0,255]); standard deviation (an integer number in the interval 
[0,255]); energy (30 integer numbers in the interval [0,255]); energy 
deviation (30 integer numbers in the interval [0,255]). 

The matching is done by summing the normalized weighted absolute 
difference between two sets of feature vectors not using rotation or scale 
invariant algorithms. 

 

2.2.2. Edge histogram descriptor 
This descriptor is a texture descriptor and describes the spatial 

distribution of four directional edges and one nondirectional edge in three 
different levels of localization in an image [Park, 2000]. The localization 
levels are the global, the semi-global and the local level. During the 
extraction, the image is partitioned into 16 non-overlapping sub-images with 
sizes depending on the original image size. It is also divided into a preferred 
number of image-blocks. For each image-block, a horizontal, a vertical, a 45 
degree diagonal, a 135 degree diagonal and a nondirected edge value is 
calculated using edge extraction filters applied on the average brightness 
values in four sub-blocks. If the maximum edge value is greater than a 
threshold value, the image-block is considered to contain the corresponding 
edge. Otherwise, the image-block is considered to contain no edge. The 
image-block edge composition in the sub-images forms a local edge 
histogram with a total of 80 bins (5 types of edges, for each of the16 sub-
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images). The global edge histogram summarizes the distribution of the 
different edges in the whole image by adding the corresponding local edge 
histogram bins into five global histogram bins one for each type of edge. 
The semi-global edge histogram is generated by accumulating the edge 
compositions in the sub-image clusters. 

The output is a vector of 80 integer numbers between [0, 7].  
Distance is calculated as added weighted difference between the local, 

global, and semi-global edge histograms respectively. Significance is 
measure by is the sum of absolute difference of 150 coefficients extracted 
from the 80 bins. 

 
2.3. Shape descriptors 
MPEG-7 supports region and contour shape descriptors. Object shape 

features are very powerful when used in similarity retrieval. 
 

2.3.1. Region Shape 
In the region shape descriptor, the shape of an object can be a single or 

multiple regions with or without holes [Kim, 1999]. The feature extraction is 
based on a set of Angular Radial Transform (ART) coefficients. ART is a 
complex 2-D transform defined on a unit disc with polar coordinates. In 
practice, the needed values of the basic functions are pre-calculated and 
put into a lookup table during the first step of the extraction. The ART 
transformation is then done by summing up the multiplication for each 
image pixel with each corresponding pixel in the lookup table, calculating 
the magnitudes.  

The output is a vector of 35 integer numbers in the interval [0, 15].  
The matching is done by calculating the minimum distance between the 

feature vectors for any shapes of two images. The distance for two vectors 
is the sum of absolute difference of coefficients. 

 

2.3.2. Contour Shape 
The contour shape descriptor presents a closed 2-D object or region 

contour in an image or video sequence [Mokhtarian, 1992]. During the 
extraction, N equidistant points are selected on the contour, starting from an 
arbitrary point on the contour and following the contour clockwise. The 
contour is then smoothed by repetitive low-pass filtering of the x and y 
coordinates of the selected contour points. The smoothing flattens out the 
concave parts of the contour. Points separating concave and convex parts 
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of the contour and peaks in between are then identified and the normalized 
values are saved in the descriptor. 

 

2.4. An example of MPEG- 7 descriptors representation 
An example of using some of the MPEG-7 descriptors in XML form on 

the sample image taken from TREC2002-FeatureDevelopment-
mpeg1VideoSet [Smeaton, 2002], shown in Figure 1. is given after the 
figure. 

 

 
 

Figure 1. Sample image (AtThisMo1954_2_KeyFrame_0_495.jpg) 
 

<VideoSegment> 
 <MediaTime> 
  <MediaTimePoint>T00:00:08:7247F30000</MediaTimePoint> 
 </MediaTime> 
 

 <VisualDescriptor xsi:type="ScalableColorType" numOfBitplanesDiscarded="0" 
numOfCoeff="64"> 

  <Coeff> -5 -22 -127 47 2 -6 16 29 -11 19 16 32 -42 -12 8 12 -6 7 -3 2 -15 5 0 0 -15 
8 -5 0 -8 5 1 -4 3 -2 1 6 3 0 1 2 -1 -7 1 3 1 2 4 5 -5 0 4 0 -1 5 8 5 -5 0 0 -2 1 0 -3 -3</Coeff> 

 </VisualDescriptor> 
 

 <VisualDescriptor xsi:type="DominantColorType"> 
  <SpatialCoherency>20</SpatialCoherency> 
  <Value> 
   <Percentage>7</Percentage> 
   <Index>50 39 20</Index> 
   <ColorVariance>0 0 0</ColorVariance> 
  </Value> 
  <Value> 
   <Percentage>2</Percentage> 
   <Index>152 164 162</Index> 
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    <ColorVariance>0 0 0</ColorVariance> 
  </Value> 
  <Value> 
   <Percentage>2</Percentage> 
   <Index>143 131 115</Index> 
   <ColorVariance>1 0 0</ColorVariance> 
  </Value> 
  <Value> 
   <Percentage>3</Percentage> 
   <Index>102 69 50</Index> 
   <ColorVariance>1 0 0</ColorVariance> 
  </Value> 
  <Value> 
   <Percentage>4</Percentage> 
   <Index>82 92 90</Index> 
   <ColorVariance>0 0 0</ColorVariance> 
  </Value> 
  <Value> 
   <Percentage>7</Percentage> 
   <Index>177 146 117</Index> 
   <ColorVariance>0 0 0</ColorVariance> 
  </Value> 
  <Value> 
   <Percentage>4</Percentage> 
   <Index>227 223 217</Index> 
   <ColorVariance>0 0 0</ColorVariance> 
  </Value> 
 </VisualDescriptor> 
 

 <VisualDescriptor xsi:type="ColorLayoutType"> 
  <YDCCoeff>26</YDCCoeff> 
  <CbDCCoeff>23</CbDCCoeff> 
  <CrDCCoeff>37</CrDCCoeff> 
  <YACCoeff5> 23 23 9 14 13</YACCoeff5> 
  <CbACCoeff2> 14 12</CbACCoeff2> 
  <CrACCoeff2> 19 20</CrACCoeff2> 
 </VisualDescriptor> 
 

 <VisualDescriptor xsi:type="ColorStructureType" colorQuant="4"> 
  <Values> 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 16 39 34 9 15 46 66 14 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 46 53 40 
35 119 99 118 65 55 13 13 9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 7 1 2 17 25 3 0 2 2 1 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 43 58 48 49 49 53 53 54 4 40 58 47 36 37 33 21 0 19 
49 49 37 30 17 8 0 1 0 0 1 0 1 11 0 0 1 1 10 19 22 22 24 23 24 20 16 17 14 14 14 11 13 13 
15 15 17 20 18 23 29 33 38 38 39 27</Values> 

 </VisualDescriptor> 
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 <VisualDescriptor xsi:type="EdgeHistogramType"> 
  <BinCounts> 5 3 2 5 2 5 5 3 3 4 3 6 2 3 2 1 5 5 4 2 3 3 4 3 3 2 4 6 5 6 1 3 4 5 4 1 4 

3 6 3 3 3 5 6 6 3 2 7 4 5 4 1 6 4 6 1 3 2 7 5 2 2 5 5 7 1 6 2 2 4 2 1 7 5 3 0 6 2 5 
5</BinCounts> 

 </VisualDescriptor> 
 

</VideoSegment> 
 
3. The use of MPEG-7 descriptors 
There are several problems, which have to be solved before evaluating 

the quality of different descriptors. The first problem is: how to choose the 
benchmark database? There is no common database used for content 
based benchmarking. Many researchers use the Corel image database 
(http://www.corel.com/). Another possibility is the collection used in MPEG-7 
[MPEG98], but it is also copyrighted as Corel database. Other possibilities 
are the databases on: http://elib.cs.berkeley.edu/photos/tarlist.txt, 
http://www.cs.washington.edu/research/imagedatabase /groundtruth, or on 
http://www.white.media.mit.edu/vismod/imagery/VisionTexture/vistex.html. 
The second problem is how to measure the performance of the different 
descriptors. This mean to find a set of features which adequately encodes 
the characteristics that we intend to measure and a suitable metric. Which is 
the best similarity function? In 1977 Amos Tversky proposed his famous 
feature contrast model [Tversky, 1977]. He uses a set of binary features. In 
[Eidenberger, 2003] mean and standard deviation, distribution analysis and 
cluster analysis are used. Some of the results are: Color Layout performs 
badly on monochrome data. Like Color Layout, Color Structure performs 
inferior on monochrome data. The Dominant Color identifier performs 
equally well on any type of media. Scalable Color performs exactly like 
Color Layout and Color Structure. All color descriptors works excellent on 
photos but three of four perform badly on artificial media objects with few 
color gradations and very badly on monochrome content. An exception is 
the Dominant Color descriptor. This descriptor works well on each type of 
content. Edge Histogram performs excellent on any type of media. The 
Homogeneous Texture descriptor works acceptably on the Brodatz dataset. 
A combination of different descriptors is needed. The best descriptors for 
using combinations are Color Layout, Dominant Color, Edge Histogram and 
Texture Browsing. The others are highly dependent on these. The color 
histograms (Color Structure and Scalable Color) perform badly on 
monochrome input. Therefore, Dominant Color should be used for GoF/GoP 
color instead of Scalable Color. Generally, all descriptors are highly 
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redundant and applying complexity reduction transformations could save up 
to 80% of storage and transmission capacity.  

In [Stanchev, 2004] we generalize this result. We propose a technique 
for evaluating the effectiveness of MPEG-7 image features on specific 
image data sets, based on well defined statistical characteristics of the data 
set. The aim is to improve the effectiveness of the image retrieval process 
based on the computed similarity on these features. We also validate this 
method with extensive experiments with real users. 

Finally, some aspects of images are captured by none of the descriptors 
and existing descriptors should be either refined or new visual descriptors 
should be added to the standard. 

 

4. Conclusion 
Several visual descriptors exist for representing the physical content of 

images, for instance color histograms, textures, shapes, regions, etc. 
Depending on the specific characteristics of a data set, some features can 
be more effective than others when performing similarity search. For 
instance, descriptors based on color representation might be effective with a 
data set containing mainly black and white images. Techniques, based on 
statistical analysis of the data set and queries are useful.  

It seems that the most intelligent descriptors are the one based on color 
layout. Not only does it compare the colors, but also where in the image 
they occur. This can be of great use if you are looking for a sunset, a face, a 
certain kind of landscape view etc, where similar colors usually occur in the 
same regions of the images. The texture and shape based search methods 
can also be very good, but the search results that are not among the used 
ground truth set can often be perceived as looking completely different 
compared to the query image so the use in general image databases can be 
questioned. On the other hand, the texture and shape based methods can 
recognize features such as contours and appearance that cannot be 
detected by the color based methods. 

Even if it not possible, in general, to overcome the semantic gap in 
image retrieval by feature similarity, it is still possible to increase the 
retrieval effectiveness by a proper choice of the image features, among 
those in the MPEG-7 standard, depending on the characteristics of the 
various image data sets (obviously, the more homogeneous the data set is, 
better results can be obtained). 
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Abstract: Due to the rapid growth of the number of digital media 
elements like image, video, audio, graphics on Internet, there is an 
increasing demand for effective search and retrieval techniques. Recently, 
many search engines have made image search as an option like Google, 
AlltheWeb, AltaVista, Freenet. In addition to this, Ditto, Picsearch, can 
search only the images on Internet. There are also other domain specific 
search engines available for graphics and clip art, audio, video, educational 
images, artwork, stock photos, science and nature 
[www.faganfinder.com/img]. These entire search engines are directory 
based. They crawls the entire Internet and index all the images in certain 
categories. They do not display the images in any particular order with 
respect to the time and context. With the availability of MPEG-7, a standard 
for describing multimedia content, it is now possible to store the images with 
its metadata in a structured format. This helps in searching and retrieving 
the images. The MPEG-7 standard uses XML to describe the content of 
multimedia information objects. Increasingly, these objects will have 
metadata information in the form of MPEG-7 or any other similar format 
associated with them. It can be used in different ways to search the object. 
In this paper we propose a system, which can do content based image 
retrieval on the World Wide Web. It displays the result in user-defined order. 

Keywords: XML, MPEG-7, Metadata, Multimedia, Content Based Image 
Retrieval (CBIR) 

 

1. Introduction 
The CBIR has been a very active research area in the last decade. 

Conventional content-based image retrieval systems [1, 2, 3] use low-level 
features such as color, texture, shape, automatically extracted from the 
images. Another focus of this research is on improving the low level 
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features. The modifying the similarity measures make the retrieval as better 
as possible. It is argued in [4] that unconstrained object recognition is still 
beyond of current technology. The content based systems can at best 
capture only pre-attentive similarity, not semantic similarity. So far there has 
not been a single system, which can perform this task automatically without 
human intervention due to the nature of this problem. 

The expansion of the World Wide Web (WWW) is making the problem of 
effective retrieval of images very important for all its users. The complexity 
of Web documents is rapidly increasing with the wide use of multimedia 
components, such as images, audio and video, associated to the traditional 
textual content. This requires extended capabilities of the Web query search 
engines in order to access images according to their multimedia content. A 
large number of search engines (e.g. Altavista, Yahoo, HotBot, etc.) support 
indexing and content-based retrieval of Web documents. Only the textual 
information is taken into account. Initial experimental systems providing 
support to the retrieval of Web documents based on their multimedia 
content (Webseek [5], and Amore [6]) are limited to the use of pure physical 
features extracted from multimedia data, such as color, shape, texture. 
These systems do not go beyond the use of pure physical visual properties 
of the images. They suffer the same severe limitations of today as the 
general-purpose image retrieval systems [7], such as Virage [8] and QBIC 
[9]. These systems consider images as independent objects, without any 
semantic organization in the database or any semantic inter-relationships 
between database objects. Many image searches also use an approach that 
filters out less relevant results. They analyze and index the text on the page 
adjacent to the image, the image link text, text in the HTML alt tag, filename 
or file path name. Similarly, this approach can also be used with other 
media files such as audio and video. Even though these search engines do 
not “look inside” the media files, they can give quite relevant results.  

Another approach can be to look into the media file contents itself and 
trying to mine for textual information in the file for better multimedia 
indexing. For example, a Portable Network Graphics (PNG) image file can 
contain textual information such as title, author, description, copyright, 
creation time, software used, disclaimer, warning, source and comment [10]. 
Not all file formats contain metadata, and even if they do, an indexing 
engine should know how to handle all the different file formats and where to 
find that information in a file. It would be better if we had a data model, 
which could be used with different media formats and utilized a rich set of 
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metadata. There have been many metadata models developed. Some of 
them are RLG Preservation Metadata Elements, NISO Draft Standard, 
DIG35 Specification, Data Dictionary for Audio/Video Metadata, Metadata 
for Long-Term Preservation, Metadata Encoding and Transmission 
Standard [11]. MPEG-7 is another multimedia metadata standard. The 
Moving Picture Experts Group (MPEG) was established in 1988 to develop 
audiovisual compression standards. MPEG-1, MPEG-2, and MPEG-4 all 
represent the content itself, while MPEG-7 represents information about the 
content [12]. While the first produces the contents, the latter describes the 
content. There are number of tools provided in MPEG-7 - descriptors (the 
elements), description schemes (the structures), a Description Definition 
Language (DDL) (for extending the predefined set of tools) and a number of 
system tools. MPEG-7 can support all natural languages. DDL provides the 
foundation for the standard. It provides the language for defining the 
structure and content of MPEG-7 documents. The DDL is not a modelling 
language such as Unified Modelling Language (UML) but a schema 
language to represent the results of modelling audiovisual data (i.e. 
descriptors and description schemes) as a set of syntactic, structural and 
value constraints to which valid MPEG-7 descriptors, description schemes, 
and descriptions must conform. The purpose of a schema is to define a 
class of XML documents. The purpose of and MPEG-7 schema is to define 
a class of MPEG-7 documents. MPEG-7 instances are XML documents that 
conform to a particular MPEG-7 schema (expressed in the DDL) and that 
describe audiovisual content. MPEG7 has been developed after many 
rounds of careful discussion. It is expected that this standard would be used 
in searching and retrieving for all types of media objects. If we have images 
stored with MPEG-7 metadata, it would be easier to do semantic retrieval. 
MPEG-7 files contain a reference to the location of the corresponding image 
file. It is also possible to exploit other tools and technologies developed for 
XML like Xquery, XPath, etc. There has been a lot of work on XML schema 
integration. This plays a central role in numerous applications, such as web-
oriented data integration, electronic commerce, schema evolution and 
migration, application evolution, data warehousing etc. In schema 
integration, the main objective is to find a suitable technique to match the 
elements in different schemas. We propose to combine XML schema 
integration techniques and image retrieval techniques using low-level 
features with or without semantic annotations. 

Rest of the paper is organized as follows: Section 2 describes the 



________________________________________________________________________         ICT&P 2004   ________________________________________________________________________ 

 

179 

motivating examples. Section 3 relates a list of previous work and other 
literature survey. Section 4 describes our proposed system. Finally, we give 
concluding remarks in section 5.  

 
2. Motivating Examples 
The commercial image search engines available today basically search 

the images based on keywords. The keywords are extracted from the web 
page, where image appears. But the keyword-based search has its own 
limitation, which will be clear from the following examples. 

1. If we want to search and retrieve the pictures of a person in the 
different stages of his/her life with respect to the time, available on different 
websites, that is not possible through keyword search. The keyword search 
would definitely retrieve the images but not integrate in the order we want. 
Assumption here is that different websites has the pictures of the person at 
different stages of his/her life and also incorporate some semantic 
information, which can be in MPEG-7 or in any other metadata format. The 
reason is keyword search just looks for the name in the surrounding text, 
but no in other information. E.g.: When we search the pictures of a great 
person like Mahatma Gandhi. Images are retrieved, but not in any order. 
The main reason is that no semantic information is incorporated with the 
images. 

2. Some security agency is interested in getting more information about 
a person, who has perpetrated some crime and they have a photograph of 
this person. There is no technique available, which can return the 
information about this person from the Internet, if the agency uses this 
photograph as input (query by example method). The basic idea of this kind 
of search is that low level feature of the query image should be compared 
with all the images available on the Internet and a set of images, which are 
closer up to certain threshold are returned. 

3. We want to search images of two cities, which belong to same 
country. The keyword search can include some false results. E.g. when we 
search for the cities Detroit and Flint together, we see some graphs, which 
are not the images of the cities, but refer their names in the graphics. 

4. There is also no method available, which can return the result of 
following types of query. E.g.: Search the pictures about American history 
between the year 1900 and 1950. 

There is no method of defining the queries between certain time range 
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and/or any other metric. One of the problems of not getting the desired 
results is that there in no or little metadata available with the images 
available on the Internet. Second reason is that the algorithms employed by 
the search engines, does not have the capability to do search based on a 
specific criteria like these. As we can see in the above examples, that there 
is still a long way to be able to apply complex queries to search the images 
from the World Wide Web. In addition to above examples, we may 
encounter large number of other kinds of queries, which are not possible 
through existing search engines. 

 
3. Literature Survey 
The CBIR on World Wide Web involves two research areas: images 

classification and, images search and retrieval techniques.  
 

3.1. Image Classification 
In the literature, a wide variety of content-based retrieval methods and 

systems may be found. In [13], authors have reviewed about 200 references 
in CBIR up to the year 2000. There are three broad classes of applications 
user aims when using the system: search by association, search at a 
specific image, and category search. [14] identifies other patterns of use: 
searches for one specific image, general browsing to make an interactive 
choice, searches for a picture to go with a broad story, searches to illustrate 
a document etc. An attempt to formulate a general categorization of user 
requests for still and moving images are found in [15]. This and similar 
studies reveal that the range of queries is wider than just retrieving images 
based on the presence or absence of objects of simple visual 
characteristics. To describe the image, we have to extract certain low-level 
features from it. There are a number of image processing operations that 
translate the image data into some other spatial data array. These 
operations may use local color, local texture, or local geometry. The main 
purpose of image processing in image retrieval must be to enhance aspects 
in the image data relevant to the query and to reduce the remaining 
aspects. There are several color representations like RGB, HSV, YUV and 
their variations. 

Local shape characteristics derived from directional color derivatives 
have been used in [16] to derive perceptually conspicuous details in highly 
textured patches. In [17], a series of Gabor filters of different directions and 
scale have been used to enhance image properties [18]. Combining shape 
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and color both in invariant fashion is a powerful combination as described 
by [19]. The texture is defined as all what is left after color and local shape 
have been considered or it is defined by such terms as structure and 
randomness. Basic texture properties include the Markovian analysis and 
other generalized versions [20, 21].Other texture analysis methods are 
MRSAR-models [22], Wavelets [23], fractals [24] etc. A comparative study 
on texture classification from mostly transform-based properties can be 
found in [25]. 

In CBIR, the image is often divided in parts before features are 
computed from each part. There are four types of partitioning identified in 
[13]: string segmentation, weak segmentation, sign detection, data 
independent image partitioning. In [26] knowledge-based type abstraction 
hierarchies are used to access image data based on context and a user 
profile, generated automatically from cluster analysis of the database. Also 
in [27], the aim is to create a very large concept-space inspired by the 
thesaurus-based search from the information retrieval community. In [28], a 
variety of techniques is discussed treating retrieval as a classification 
problem. One approach is principal component analysis over a stack of 
images taken from the same class of objects. This can be done in feature 
space [29] or at the level of the entire image [30]. In [31], binary Bayesian 
classifiers are used to capture high-level concepts from low-level image 
features under the constraint that the test image belongs to one of the 
classes. Specifically, the hierarchical classification of vacation images is 
considered; at the highest level, images are classified as indoor or outdoor; 
outdoor images are further classified as city or landscape; finally, a subset 
of landscape images is classified into sunset, forest, and mountain classes. 
A large number of systems have ignored two distinct characteristics of CBIR 
systems: the gap between high-level concepts and low-level features, 
subjectivity of human perception of visual content. A relevance feedback 
based approach has been suggested in [32]. Other interactive approaches 
have been suggested in [33, 34, 35]. Example include interactive region 
segmentation [36]; interactive database annotation [34, 37]; usage of 
supervised learning before the retrieval [38, 39]; and interactive integration 
of keywords and high-level concepts to enhance image retrieval 
performance [40, 41]. In [42], an image retrieval system called SIMPLIcity 
(Semantics-sensitive Integrated Matching for Picture Libraries), which uses 
semantics classification methods, a wavelet-based approach for feature 
extraction, an integrated region matching based upon image segmentation, 
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has been proposed. There are several domain-dependent ontology based 
systems [43, 44]. In [45], system uses a neural network to identify objects 
present in the images.  

 

3.2. Image Search and Retrieval Techniques 
There are a large number of papers published in the area of image 

search and retrieval. We are restricting our discussion here related to image 
search on World Wide Web. A system is implemented in [46], by which 
visual information on the web is (1) collected by agents, (2) processed in 
both text and visual feature domains, (3) catalogued and (4) indexed for fast 
search and retrieval. A typical web image search engine will first traverse 
the Web by following the hyperlinks between documents using several 
autonomous Web agents or spiders. These agents detect images and 
download and process them and add the new information about the image 
to the catalog.  

A perception-based search component, which can learn users’ 
subjective query concepts quickly through an intelligent sampling process, is 
proposed in [47]. A multi-resolution feature extractor extracts perceptual 
features from images and a high-dimensional indexer performs non-
supervised clustering using Tree-structured Vector Quantization (TSVQ) 
[48] to group similar objects together. iFind is a web-based image retrieval 
system developed at Microsoft Research, China [49]. It provides the 
functionalities of text based image search, query by example, and their 
combination. Images in the database are indexed by their low-level (visual) 
features, high level (semantic) features (collected from image’s 
environment), and optionally, annotations if they are available. In [50], MISE 
(The MediaSys Image Search Engine) is described. This system enables 
the users to search, to browse, to process, and to store images according to 
the combination of visual and textual features with meta-data related to the 
images. The MediaSys servers store the meta-data, visual and textual 
features, and the images themselves over a large scale distributed and 
heterogeneous system. The article [51] investigates what MPEG-7 means to 
Multimedia Database systems (MMDBSs) and vice-versa. It is argued that 
MPEG-7 has to be considered complementary to, rather than competing 
with, data models employed in it. [52] describes the use of stylesheets in the 
search and retrieval process of multimedia information, especially for 
audiovisual information. MPEG-7 has been used to describe the contents of 
the information. The use of stylesheets over the MPEG-7 data gives 
flexibility during both query formulation and the presentation of search 
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Distributed Sources 

results, and it allows a personalized way of querying and presenting. 
 
4. The proposed system 
We discussed some of the example queries in section 2, which can not 

be answered by any of the existing systems to the best of our knowledge. 
We propose a system, which will exploit the XML technology and new 
MPEG-7 media metadata standard. In this section, we briefly describe the 
Image Integration Architecture: 

 

 
 

Figure 1: Image Integration architecture 
 

Figure 1 shows three-layered image integration architecture. At the 
lowest level, we have different Image sources. These sources have images 
and have not been designed on certain agreed schema. In other words, 
images in these sources may be in raw JPG, BMP, GIF or any other format 
without any semantic information. They may contain images clustered in 
certain groups. They may contain metadata in the form of MPEG-7 with 
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partial annotation or they may contain MPEG-7 metadata with structured 
annotation. There may be other possibilities also. 

Intermediate layer focuses on extracting image information by extracting 
low-level features, metadata or any other semantic information available. If 
there is no semantic information available, we have to rely solely on low-
level features. We are considering images, which are embedded in a 
webpage or stored in the image database. Each image source has to be 
treated in a different way: 

Image source with raw image formats. At intermediate level, we 
extract low-level features and store as MPEG -7 metadata. Since this 
procedure has to be automatic, we can not do annotations at this level. 
There is no automatic annotation technique available so far. 

Image source with raw image formats but clustered in groups. We 
extract low-level features from the image and also store cluster information 
in MPEG - 7 metadata. Some intelligent technique has to be used to make 
cluster information useful in retrieval. We can also use traditional image 
search retrieval methods and look for important keywords stored in and 
around the image. 

Image source with raw image format and with some metadata but 
not in MPEG – 7. We extract low-level features of the image and use the 
metadata while creating MPEG-7 metadata. 

Image source with MPEG-7 partial or full annotation. We do not need 
to extract the low-level features, since they are already available in MPEG-7 
metadata. 

Our emphasis here is to get information about all the images in MPEG-7 
format, which is essentially XML data. Then we can use XML tools to query 
the images in Integration layer. There has been a lot of work on XML 
schema Integration [53, 54, 55, 56, 57, 58]. Due to the space constraint, we 
are not discussing about XML schema integration here. 
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The user will make a query at the top level using any of the methods 
using keyword, query by example, range queries etc discussed in section 2. 
This architecture may use agent based method or the popular directory 
based indexing method to search the image data sources. Integration 
process consists of querying the results returned by the intermediate layer, 
refine them according to user demand and return the results back to 
him/her. The relevance feedback and/or other long term learning technique 
can be used at the highest level to improve the results. The queries similar 
to the examples mentioned in section 2 can be successful if we combine low 
level features and semantic information together to produce the results. This 
architecture does not merely return the search results based on the 
keywords associated with the image, but also takes into account the low 
level features of the image. 

 
5. Conclusion and Future Research 
In this paper we suggest three - layered image integration architecture at 

a conceptual level. This approach takes care of images stored on the 
websites/image databases with or without semantic information. There are 
many challenges we have to face in this approach like selecting appropriate 
schema integration technique. MPEG-7, though already declared standard, 
will still take some time before images have their metadata stored in this 
format. Therefore, it would be a grave mistake to rely on the assumption 
that metadata would be easily available in MPEG-7. Similarly, there are a 
large number of low-level features suggested by different researchers, but 
MPEG-7 has included only some of them. There are possibilities that better 
features may be released in future and we have to consider these new 
features in any content-based image retrieval system. We are trying to set 
up an experimental environment based on the approach suggested in this 
paper. We are in the process of collecting the images with the properties 
described in section 4. We believe that the proposed system would greatly 
enhance the quality of content-based image retrieval.  
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Abstract: In this paper, we present the development of an advanced 

open source multi-lingual cooperative portal system dedicated to archive 
and semantic management, and to cooperative exchange for research and 
education purpose about the historical silk roads. 
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1. Introduction 
 

Following the evolution of cultural heritage archives, new requirements 
for semantic understanding in a multi-lingual and multi-disciplinary cultural 
field such as the historical silk roads have been pointed out in major 
symposiums [Ono 2001, Ono 2003] related this field. The Advanced 
Scientific Portal for International COoperation (ASPICO) aims at providing a 
web portal service to enable international and multi-disciplinary researchers 
and fellows to cooperate on research about the historical Silk Roads. The 
platform is open source and available for every one for research and 
education. It makes it possible to provide multilingual semantic extraction 
service in order to process digital cultural artefacts from a cross disciplinary 
point of view, based on cooperative annotation support, metadata extraction 
and classification. It is based on powerful and industry-leading software 
such as Linux OS, Apache, MySQL and Java. It is an independent platform, 
allowing internal usage (e.g. intranet), external usage (e.g. extranet) and 
access for general public via the internet. It provides flexible features, 
allowing easy customization for individual needs. Also it provides in a 
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transparent way a fully multilingual support. So searches on the data can be 
performed on all the information in any language. The platform is standards 
compliant based on the usage of XML which allows complex data 
interaction and analysis to take place both within the server and on the 
client side. The platform has a distributed architecture so autonomous 
systems can be located in different institutions in order to be consulted 
simultaneously and to aggregate final results.  

In Section 2, we introduce the platform architecture. Then the section 3 
describes the Image Content Recognition aspects and it reviews the state of 
the art in the field of active contour. Finally, Section 4 concludes and gives 
the direction of the future work. 

 
2. The Platform Architecture 
 

The platform architecture (Fig 1) includes database servers, the 
ontologies, the query interface and resource entry service, and high 
resolution image viewing. 

 
2.1. Ontology Management 
A key feature of the system is the multilingual ontology support. It is 

organized as a set of multi-layer ontology. Each ontology is related to one 
field such as history, geography, architecture, art… This approach enables 
search by contextual content as it relies on annotated documents and 
features extraction processes. Each set of ontology is based on an object-
identifier bridge and mono-lingual Unicode (UTF-8) encoding ontologies.  

 
2.2. Query Interface 
Queries are performed via a web browser based interface. Screens for 

simple or advanced queries can be easily created and the fields to be 
viewed customized by the system administrator. In addition, date or numeric 
size fields can be searched by specifying a range of dates or sizes between 
which searches are performed. Users are able to select the working 
language and the domain of interest as well as the number of results 
returned and whether resource results are shown. 
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Fig 1: Architecture of the ASPICO platform 

 
The interface is divided in three parts:  
1- Historical and material resources related to artifacts; 
2- Technical or management information related to photographic 

resources; 
3- Technical or management information related to document 

resources; 
Where applicable, the user can choose technical terms from a list of 

relevant terms classified alphabetically, or can type something directly in. 
Ontologies in 21 languages will be able to be consulted on line. Full text 
searches can be made within each field. 

The display or the output format of the results (e.g. HTML, XML, plain 
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text, formatted tabular, list of images, graphical, statistical analyses etc) is 
independent of the storage structure in order to optimize the delivery 
process. It typically follows a methodology based on context-dependent 
cultural resource accesses [Godard 2003]. 

 

2.3. Resource Entry 
Resource entry is also performed via a web browser interface similar to 

that used for querying. Users who enter Resource need to log on. Write, 
modification and suppression rights can be assigned and controlled by the 
system administrator for each user; some predefined types of user provide 
group management abilities. Information such as name of the user and date 
of the entry are automatically filled in by the system. To maintain the 
integrity of the resource being entered into the system, the controlled lists of 
relevant vocabulary within the thesaurus are used for each translatable field. 
When uploading resource via the web interface, users are required to enter 
some preliminary metadata related to the resource. When a resource is 
saved into the main database, the metadata is translated into a language 
independent code representation.  

 

2.4. High Resolution Image Viewing 
Another key component of the resource management system is the 

capability to remotely view high resolution images of both 2D paintings and 
3D objects. Each image resource is stored as both a JPEG thumbnail for 
rapid previewing and in tiled pyramidal TIFF format for high-resolution 
viewing. A java applet permits multi-resolution viewing in conjunction with a 
tile server. This viewing system is based on the Internet Imaging Protocol. 
The viewer works by requesting only the tiles at the appropriate resolution 
required for viewing a particular part of the image. The requested tiles are 
then dynamically JPEG encoded by the server and sent to the applet. In this 
way, images of any size can be viewed quickly across the internet.  

 

2.5. Web Site Mirroring 
The resource archive will be mirrored to permit link-ups between 

distributed research databases. The system limits the access to data 
according to users rights to indoor users (INTRANET), outdoor users 
(EXTRANET) and to the Web users. 
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2.6. Multilingual Access 
 

2.6.1. Multilingual Ontology Integration 
The multilingual Ontology support based on protégé 2000 [protégé 2000] 

has been set up for the indexing of the scientific resource contents in the 
frame of the DSR project, cooperation between UNESCO and NII.  

 

2.6.2. Ontology Terms Translation 
The controlled lists of technical terms from each ontology as well as the 

free text information fields (such as the titles) have been translated with the 
support of domain experts. Unicode module has been integrated for the 
Asiatic language support. 

 

3. Image Content Recognition  
 

Content-based image retrieval is a challenging and active research area 
[Jain 1998] with the potential to provide powerful tools for image searching 
and semantic understanding. Although many techniques have been 
described in the research literature, the capabilities of current content 
matching systems are still basic general purpose approaches. According to 
the field of the image content, specific methods can be developed to 
specialize the image content recognition processing accordingly. General 
techniques based on such features as color distribution, texture, outline 
shape and spatial color distribution have been popular in the research 
literature and in content based retrieval systems.  

The digitization of the photo resource archives at NII allows us to sample 
and group together images with similar characteristics thereby providing the 
reference material for testing such image content recognition software. 

 

3.1. Semi-Automatic Content Recognition of Images 
Regarding to this aspect, requirements have been determined according 

to the resource type as part of the resource metadata. If the resource type is 
document, the recognition is done for each image included inside the 
document. Iconography characterization is one the most complex issue in 
this field. Some shape recognition works well such as portrait, landscape, 
buildings, or themes such as crucifixion, or virgin and child. Cooperation 
with UNESCO and DSR experts has been established to provide a multi-
lingual support on these categories for the DSR project.  
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3.2. Automatic Shape Identification 
One user-requirement for the DSR project is the identification of shapes 

for painting and buildings in order to provide richer statistics for searches. 
This is useful for restricting areas of interest and avoiding backgrounds. This 
is carried out using recognition of deformable models. Research activities 
concerning deformable models can be partitioned in two types in [Jain 
1998]:  
- Free-form model, also called active contours, which allows representing 

any shape by using a minimizing energy algorithm. 
- Parametric model allows defining and encoding specific geometric 

properties of the shape (moments, angles…)  
Let us review the two classes. 
 

Free-form model 
 

An initial contour, or snake, C is defined by the 
coordinates{ })(),( sysx , 0<s<1. The method was initially introduced by 
[Kass 1988] and involves the energy-minimization contour C by controlling 
the three forces:  
-  The internal forces Eint, which define the constraints concerning the 

shape of the model (more or less smooth). 
-  The images forces Eimage which distort the contour according to the 

variations of pixels values (grey level or colour values).  
-  The external forces Econ. 

The willed contour is thus obtained by minimizing the energy given by: 

( )( ) ( ) ( )( ) ( )( )}{∫ ++=
1

0
int ),(,)(, dssysxEsysxEsysxEE conimagesnake  

The external forces Econ will be not used in what follows. 
The internal forces are mainly defined by the coordinates of the snake C 

[ ]{ [ ]}2222
2
1

int )()()()()()()( sysxssysxssE ssssss +++= βα  
Where the subscripts on x and y define derivative form. The coefficients 

α and β indicate the strength of the elasticity and of the rigidity. In practice, 
for the digital images applications the problem must be discretized [Davison 
2000]. Energies must be sampled at N equally spaced knots vi around the 
edge C:  
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In general, the first curve is initialized by B-splines, widely described by 
[Blake 1998] and used, for instance, by [Stammberger 1999] for a magnetic 
resonance imaging application.  

 
The image energy EI depends on the variations of grey level g(xi,yi).  
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The energy-minimization is usually realized iteratively by a gradient 

descent algorithm until a minimum. Intuitively, a major drawback appears. 
Indeed, the contour C that depends on the initial position can be attracted 
by a local minimum, far-off the shape desired. A control of the final contour 
must be thus checked. Many approaches have been proposed to erase 
these problems in [Jain 1998], and in [Tsechpenakis 2004]. Moreover, the 
method fails sometimes for very complex shapes. Nevertheless, the method 
remains very powerful for image segmentation and its implementation is 
very fast.  

Lastly, the use of colour information allows improving the performance of 
active contours. [Ngoi 1999] proposed thus a new active contour model for 
shape extraction of images acquired in outdoor conditions. 

 
Parametric models 
 

The active contours are based on an energy minimizing calculated from 
the coordinates of the pixels belonging to the contour; the basis of the 
parametric models is the study of the shape deformation by using 
geometrical parameters. The model needs now more specific a-priori 
knowledge of the shape. We can differentiate two parametric models [Jain 
1998]:  
- Analytical deformable models which are defined by analytical curves 
- Prototype-based deformable templates defined an “average” shape of a 

class of objects. 
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• Analytical deformable templates 
In those methods, templates are defined by parametric models such as 

ellipses, or circle parametric function. The model, which possesses only few 
degrees of freedom, fit the desired shape by energy minimizing applied to 
the model parameters. The most popular example of such a method is the 
eye template of [Yuille 1992]. In this model, the parameters for which the 
variations are carried out are the centre and the radius of the circle and the 
coefficients of the parabola. In this model, we distinguish also two kinds of 
energy, the internal energy, which is defined by a parametric function 
characterizing a shape, and the external energy, which represents the 
features of the image. Minimizing energy algorithm is then used.  

Because of the parametric function is chosen previously, the analytical 
deformable templates are required for segment objects with a known shape. 

 
• Prototype-based deformable templates 

For the prototype-based deformable templates, a particular model is 
previously built according to the shape we want to extract (for example a 
model of a sculpture or a model of a building). The performance of the 
prototype template depends, obviously, on the description of the shape. 
Recent research works have adopted learning method from a set of 
samples. So as to do it, [Cootes 1994] and [Cootes 1995] have thus used 
this kind of method. From those samples templates, a mean shape is 
calculated and used as the generic model and the variations are determined 
by eigenvectors of the covariance matrix. Other deformable templates 
based on a prototype have been also described in [Jain 1998]. 

 

Digital Silk Roads archives contain high-resolution colour images 
acquired in outdoor (high luminosity, reflections, shadows). If the natural 
conditions of imaging and the variability of the conditions complicate the 
segmentation, the images to be segmented present objects with particularly 
simple shapes (doors, roofs, mosaics, arch…), making the use of 
deformable models easier. The main advantages of active contours are the 
speed and the flexibility. Specific a-priori knowledge is not required. On the 
other hand, it seems that the deformable templates are very adapted for 
locating specific structures in the images but this method needs a more 
specific knowledge about the shape we want to extract. Another difficulty is 
to define accurately objects. The segmentation tool must be precise for 
segment small objects such as frieze; tiles, lock and writings without over 
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segment the images by defining objects without any architecture 
signification. A quite “supervised” process is thus preferable. 

 
4. Conclusion 
 

This paper introduced the ASPICO platform as an archive and semantic 
advanced management system. It described the knowledge structure and 
interface based on multilingual ontological management. It investigated the 
possible solutions for automatic shape identification and then motivated the 
appropriate strategy to be adopted by the Digital Silk Roads project in order 
to perform indexing and efficient retrieval on digital cultural content through 
ASPICO. 

In a next step, it will integrate color calibrated multi-resolution image 
management for both 2D and 3D objects. Finally, the platform is extensible 
and is able to evolve over time – allowing for extra modules, for example, for 
image content-control and secure remote printing (e.g. DPJ’s VFZ 
modules). 
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Abstract: More and more researchers have realized that ontologies will 

play a critical role in the development of the Semantic Web, the next 
generation Web in which content is not only consumable by humans, but 
also by software agents. The development of tools to support ontology 
management including creation, visualization, annotation, database storage, 
and retrieval is thus extremely important. We have developed ImageSpace, 
an image ontology creation and annotation tool that features (1) full support 
for the standard web ontology language DAML+OIL; (2) image ontology 
creation, visualization, image annotation and display in one integrated 
framework; (3) ontology consistency assurance; and (4) storing ontologies 
and annotations in relational databases. It is expected that the availability of 
such a tool will greatly facilitate the creation of image repositories as islands 
of the Semantic Web. 

Keywords: Ontology, visualization, annotation, Semantic Web, 
DAML+OIL, ontology storage, ontology-based retrieval. 

 
1. Introduction 
More and more researchers have realized that ontologies will play a 

critical role in the development of the Semantic Web, the next generation 
Web in which content is not only consumable by humans, but also by 
software agents. [1,5]. Undoubtedly, images will be major constituents of the 
Semantic Web, and how to share, search and retrieve images on the 
Semantic Web is an important but challenging research problem. Unlike 
other resources, the semantics of an image is implicit in the content of an 
image. Although this is not a problem to human cognition, it imposes a 
challenge on image searching and retrieval based on the semantics of 
image content. Manual annotation of images provides an opportunity to 
make the semantics of an image explicit and richer. However, different 
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annotators might use different vocabulary to annotate images, which cause 
low recall and precision in image search and retrieval. We propose an 
ontology-based annotation approach, in which an ontology is created for a 
particular domain so that the terms and their relationships are formally 
defined. In this way, annotators of a particular image domain, say, the 
Family Album domain, will use the same vocabulary to annotate images, 
and users will search images guided by the ontology with greater recall and 
precision. 

In [11, 12], we have briefly described ImageSpace, an image ontology 
creation and annotation tool, and our experience of annotating linguistic 
data using ImageSpace for the preservation of endangered languages [13, 
17, 18]. This paper extends these results with ontology visualization, the 
storage of ontologies and annotations in relational databases, and ontology-
based information retrieval. In summary, the contributions of this paper are: 
• ImageSpace supports the functionality of ontology creation. In particular, 

it facilitates the creation of classes, properties, and relations between 
classes and relations between properties. It also provides ontology 
consistency assurance; 

• ImageSpace provides full support for the standard web ontology 
language DAML+OIL [2]; 

• ImageSpace supports the visualization of an ontology to enable users to 
navigate, zoom-in and zoom-out various portions of an ontology.  

• ImageSpace supports ontology-driven annotation of images.  
• ImageSpace supports the storage of ontologies and annotations in a 

relational database.  
• Finally, we have developed a simple web-based image retrieval system 

to search images. 
Organization. The rest of the paper is organized as follows. Section 2 

describes related work. Section 3 gives a brief primer for the DAML+OIL 
ontology language. Section 4, section 5 and section 6 present how to create 
and visualize an image ontology, and annotate images based on the 
created ontology using ImageSpace. Section 7 describes our approach to 
store ontologies and annotations in relational database. Section 8 gives an 
overview of a prototype image retrieval system. Finally, Section 9 concludes 
the paper and presents some future work. 
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2. Related work 
Extensive research has been conducted on the processing, searching 

and retrieval of images [6]. Recently, due to the vision of the Semantic Web 
[1, 5] and the important role of ontologies, there is an increasing interest in 
ontology-based approaches to image processing and early results show that 
the use of ontologies can enhance classification precision [8] and image 
retrieval performance [7]. 

Numerous ontology creation tools have been developed. Among them, 
Protégé (http://protege.stanford.edu/), developed at Stanford University, and 
OntoEdit [9] are two well-known representatives. While some of these tools 
provide partial support to DAML+OIL, ImageSpace provides full support of 
this language, and integrate image ontology creation, image annotation and 
display in one framework. The tool is built particularly with image support in 
mind and features a user-friendly interface support for image display and 
ontology-driven annotation capabilities. 

Recently, independently and concurrently, Protégé has released five 
publicly accessible plugins that provide capabilities for ontology 
visualization: ezOWL, Jambalaya, OntoViz, OWLViz, and TGViz. ezOWL 
supports graphical ontology building. ezOWL and OntoViz have ERWin-like 
views of ontology classes (rectangles with names) with their properties and 
restrictions (“attribute” fields in rectangles). Jambalaya [10] provides nested 
interchangeable views and nicely implements three zooming approaches: 
geometric, semantic and fisheye zooming. OWLViz, and TGViz have graph-
like views of ontologies. OWLGraph shares a lot of features with these tools 
but it provides a richer set of views and layouts. For more details of the 
features of Protégé, the reader is referred to 
http://protege.stanford.edu/plugins/domain_visualization.html. 

 
3. A primer on DAML+OIL 
DAML+OIL is a semantic markup language for publishing and sharing 

ontologies on the World Wide Web. It is developed as an extension of XML 
[14], RDF [15] and RDF Schema (RDF-S) [16] by providing additional 
constructs along with a formal semantics. DAML+OIL uses 44 constructs (or 
XML tags) to define ontologies, classes, properties, individuals, data types 
and their relationships. In the following, we present a brief overview of the 
major constructs and refer the reader to [2] for more details.  

 

Classes. A class defines a group of individuals that share some 
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properties. A class is defined by daml:Class, and different classes can be 
related by rdfs:subClassOf into a class hierarchy. Other relationships 
between classes can be specified by daml:sameClassAs, daml:disjointWith, 
etc. The extension of a class can be specified by daml:oneOf with a list of 
class members or by daml:intersectionOf with a list of other classes. 

 

Properties. A property states relationships between individuals or from 
individuals to data values. The former is called ObjectProperty and specified 
by daml:ObjectProperty. The later is called DatatypeProperty and specified 
by daml:DatatypeProperty. Similarly to classes, different properties can be 
related by rdfs:subPropertyOf into a property hierarchy. The domain and 
range of a property are specified by rdfs:domain and rdfs:range 
respectively. Two properties might be asserted to be equivalent by 
daml:samePropertyAs. In addition, different characteristics of a property can 
be specified by daml:TransitiveProperty, daml:UniqueProperty, etc. 

 

Property restrictions. A property restriction is a special kind of class 
description. It defines an anonymous class, namely the set of class of all 
individuals that satisfy the restriction. There are two kinds of property 
restrictions: value constraints and cardinality constraints. Value constraints 
restrict the values that a property can take within a particular class, and they 
are specified by daml:toClass, daml:hasClass, etc. Cardinality constraints 
restrict the number of values that a property can take within a particular 
class, and they are specified by daml:minCardinality, daml:maxCardinality, 
daml:cardinality, etc.  

Recently, DAML+OIL [2] has been revised into OWL, which is a Web 
ontology language that has become a W3C recommendation [3]. 

 
4. Creating an image ontology 
ImageSpace provides a user-friendly interface to the user to create 

image ontologies. Figure 1 shows a snapshot of creating an image ontology 
FamilyAlbum. The four tabs, labeled by Ontology, Class, Property and 
Instance, facilitate the specification of these components and their 
relationships in a graphical fashion. 

 

As shown in Figure 1, when the Class tab is enabled, the left frame 
displays the class hierarchy, and the right frame shows the relationships of 
this class with other classes including restriction classes. With this interface, 
one can easily insert, delete, and update a class. In addition, using the right 
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frame, one can specify the relationships of this class with other classes. At 
the right-bottom corner of the right frame, is a panel that corresponds to 
property restrictions, where a user can specify both value constraints and 
cardinality constraints. Note that those shaded property restrictions are 
automatically inherited from their parent classes unless they are overridden. 
Also, note that, since a class might have multiple parents, other parent 
classes are shown in the SubClassOf field. 

 

 
Figure 1. A snapshot of creating image ontology FamilyAlbum 
(http://www.cs.wayne.edu/~shiyong/ontology/FamilyAlbum.daml) 

 
When the user enables the Property tab, similarly, the left frame shows 

the property hierarchy, in which parent-child relationship associates the 
subPropertyOf relations between properties. On the right frame, one can 
specify the type, domain, range of a property. In addition, one can relate a 
property to other properties in the fields of InverseOf and SamePropertyAs. 
Also, note that, since a property might have multiple parents, other parent 
properties are shown in the SubPropertyOf field. 

 

Creating restrictions is a part of the definition of a class. It creates an 
anonymous class. For example, we define a class Pictures. Every instance 
of a class Pictures must have a PicturePlace. In this case, we define a 
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restriction. Each restriction must have a property called onProperty. In other 
words, that means the restriction is imposed on that property. We can also 
define a local range using toClass, and hasClass, and the number for range 
(cardinality, minCardinality, maxCardinality). The definition of qualification is 
a part of the restriction. It has hasClassQ and the number for range 
(cardinalityQ, minCardinalityQ, maxCardinalityQ). Because restriction is an 
anonymous class, we represent a restriction with the relation (subClassOf, 
complementOf, unionOf, disjoinWith, disjointUnionOf, sameClassAs, 
intersectionOf) within the class. For example, when defining a class 
Pictures, SubClassOf field contains a restriction on the property 
PictureDate. Its range (toClass) is dateTime and the number for that range 
(cardinality) is 1. In order to keep the consistency of ontology, we check 
whether maxCardinality is larger than minCardinality. If we define the 
toClass, it should not have hasClass and qualification; the reverse should 
agree as well. Birthday_Party class (shown on figure 1) has inherited all 
restrictions from its parent Pictures. 

The consistency of an ontology is essential and special cares must be 
taken in order to create a consistent ontology. For example, if Class A is 
specified as the parent class of Class B, then Class A cannot be in the 
complementOf class list of Class A. ImageSpace uses the following four 
mechanisms to ensure creating only consistent ontologies: (1) No action. If 
an insert, delete or update of a component will violate the consistency of the 
whole ontology, then the action is cancelled with a warning given to the user 
to indicate the reason of such cancellation. (2) Cascaded action. When an 
offending action occurs, it triggers another or a series of other recovering 
actions to occur so that the consistency of the ontology is maintained. For 
example, when a class is deleted, then all references to the class will be 
deleted as well provided that such cascaded deletion will not cause 
inconsistency of the ontology. (3) Using a filter. To prevent consistency 
violating action from occurring, a filter is used to restriction the actions that a 
user can perform. For example, in the disjointWith field of a class, a filter is 
used so that no ancestor classes of this class can be chosen as a class in 
the disjointWith list. (4) Validation before submission. This mechanism is 
used, for example, in the instance interface. After an image is annotated, 
constraints such as cardinality constraints are checked, and if some 
inconsistencies occur, then the submission is cancelled, with an error 
message prompted to the user. The submission will not be committed until 
all constraints are satisfied. A detailed description of all the consistency 
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checks that are performed by ImageSpace is beyond the scope of this 
paper. Interested readers are referred to [4] for details. 

 
5. Ontology visualization 
Ontology visualization plays an important role in understanding and 

maintaining the structure of large knowledge bases. Ontology creation tools 
usually have many tabs and dialog windows, because of complex 
relationships and dependencies among classes, properties, and restrictions. 
As a result, one of the problems that users experience while navigating 
large ontologies is disorientation.  

 

 
 

Figure 2. A snapshot of an ontology visualization  
(class view, hierarchical layout) 

 

We have developed a tool for ontology visualization that can work as a 
stand-alone application as well as an ImageSpace plugin. It provides simple 
and user-friendly interface for graphical navigation through ontology.  

Figure 2 shows a snapshot of a sample ontology visualization. The tool 
main window has a menu, a toolbar, and 3 frames: left upper frame shows 
preview of a whole ontology graph; right frame shows main view of an 
ontology; left bottom frame shows a list of classes. A user can use all 3 
frames to navigate an ontology. 
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The visualization plugin supports the following views/hierarchies: class; 
class and restrictions; constrains; class and constrains; property; and 
individual. Various concepts (class, property, individual) have different 
colouring scheme. In addition, a user can experiment with 3 highly 
customizable layouts: hierarchical, orthogonal, and organic. Figure 2 shows 
a class view of an ontology displayed with hierarchical layout.  

Finally, we provide support of such common features like zooming (in, 
out, selected content, frame fitting) and manual layout of graphical 
primitives. 

 
6. Annotating an image 
One attractive feature of ImageSpace is that, it nicely integrates 

annotation of images into one framework. The Instance tab corresponds to 
this functionality. Figure 3 displays a snapshot of annotating an image using 
ImageSpace. The left frame shows the class hierarchy and instances 
(shown by I-icons) associated with the classes to which they belong. The 
interface on the right frame is ontology-driven. In other words, for different 
ontologies and different classes, the interface will be generated dynamically 
based on the properties, cardinality constraints specified for the ontology. 
For example, for the FamilyAlbum ontology, the interface will contain fields 
PicturePersons, PictureDate, PictureDescription (hidden), etc. While 
PictureDate and PictureDescription are DatatypeProperties, PicturePersons 
is an ObjectProperty that relates an image to a list of actors. Here, an actor 
models a particular snapshot of a person in a particular picture. In the 
example given, there are two actors. The + button on the right of 
PicturePersons field allows a user to pop up a dialogue window to choose 
from a list of actors, in which the +/- buttons facilitates the insert/delete of 
actors in this list. This nested dialogue interface greatly facilitates a user to 
create instances in an on-the-demand fashion. For example, the insert of an 
actor might require a person to be inserted first, the nesting order of the 
dialogue windows ensures that a referenced instance is inserted before a 
referencing instance is inserted. In our example, the FamilyAlbum ontology 
will enable a user to model that two actors, say Kathleen-actor1 and Kevin-
actor1, exist in the picture, that these two actors are for persons Kathleen 
and Kevin, and Kathleen-actor1 hugs Kevin-actor1 in the picture. In this 
way, an intelligent semantic search such as “return all the vacation pictures 
in which Kathleen hugs Kevin” can be supported.  
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Figure 3. A snapshot of annotating an image 

 
7. Storing ontologies and annotations in a relational database 
Both ontologies and annotations are saved in a relational database for 

the support of ontology-driven search of images. We describe our database 
design in terms of the following tables that we create where primary keys 
are underlined:  

• Ontology(OntologyID, versionInfo, comment) 
• Import(OntologyID, importedOntologyID) 
• Class(classID, ontologyID, type, label, comment) 
• SubClassOf(classID, parentClassID) 
• DisjointWith(classID, otherClassID) 
• DisjointUnionOf(classID, otherClassID) 
• UnionOf(classID, otherClassID) 
• SameClassAs(classID, otherClassID) 
• IntersectionOf(classID, otherClassID) 
• ComplementOf(classID, otherClassID) 
• OneOf(classID, instanceID) 
• Property(propertyID, ontologyID, type, comment) 
• SubPropertyOf(propertyID, parentPropertyID) 
• PropertyDomain(propertyID, classID) 
• PropertyRange(propertyID, classID) 
• SamePropertyAs(propertyID, otherPropertyID) 
• InserseOf(propertyID, classID) 
• Restriction(restrictionID, onProp, toClass, minC, maxC, C) 
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• HasClass(restrictionID, classID) 
• HasValue(restrictionID, value) 
• HasClassQ(restrictionID, classID, minC, maxC, C) 
• Instance(instanceID, classID) 
• InstanceRelationship(instanceID, propertyID, value) 
• DifferentInvividualFrom(instanceID, otherInstanceID) 
• SameIndividualAs(instanceID, otherInstanceID) 
As an example, consider an image where Kathleen smiles and hugs 

Kevin, and Kevin cries. An appropriate annotation can be stored in relational 
tables Instance and InstanceRelationship, which are shown in table 1 and 
table 2 correspondingly. In practice, for efficiency concerns, we split 
InstanceRelationship table to set of tables with names that correspond to 
propertyID attribute value and with attributes subject (corresponds to 
instanceID) and value. Thus, the final schema for our example will contain 
the following tables (instead of InstanceRelationship): 

• hasActor (subject, value) 
• hugs (subject, value) 
• hasAction (subject, value) 
• hasName (subject, value) 
• isSnapshotOf (subject, value) 
 

Table 1. Relational table Instance 
instanceID classID 
Kathleen Person 
Kevin Person 
http://www.cs.wayne.edu/example.jpg Vacation 
Kathleen-actor1 Actor 
Kevin-actor1 Actor 
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Table 2. Relational table InstanceRelationship 
instanceID propertyID value 
http://www.cs.wayne.edu/example.jpg hasActor Kathleen-actor1 
http://www.cs.wayne.edu/example.jpg hasActor Kevin-actor1 
Kathleen-actor1 hugs Kevin-actor1 
Kathleen-actor1 hasAction smiles 
Kevin-actor1 hasAction cries 
Kathleen hasName Kathleen 
Kevin hasName Kevin 
Kathleen-actor1 isSnapshotOf Kathleen 
Kevin-actor1 isSnapshotOf Kevin 

 
8. Ontology-based image retrieval 
Based on this database schema presented in the previous section, we 

have developed a simple web-based image retrieval system to search 
images. The system provides an interface to allow the user to navigate to 
images under different categories. In addition, a user can specify a list of 
“triples” as the search criterion to retrieve images. For example, one can 
specify a search criterion such as return all the images under the “vacation” 
category such that 

• Kathleen hugs Kevin, and  
• Kathleen smiles, and 
• Kevin cries. 

The following datalog-style query will retrieve the needed photos where 
variables are prefixed by a ‘$’: 

Answer ($instanceID):-  
instanceOf ($instanceID, Vacation), 
hasActor ($instanceID, $A1), 
hasActor ($instanceID, $A2), 
isSnapshotOf ($A1, $P1), 
isSnapshotOf ($A2, $P2), 
hasName ($P1, “Kathleen”), 
hasName ($P1, “Kevin”), 
hugs ($A1, $A2), 
hasAction ($A1, smiles), 
hasAction ($A2, cries). 

Finally, query is translated to the following sequence of SQL statements: 
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• Select all actors for “Kathleen” and store them into KathleenActor. 
SELECT isSnapshotOf.subject 
FROM isSnapshotOf, hasName 
WHERE isSnapshotOf.value = hasName.subject AND hasName.value = ‘Kathleen’ 

• Select all actors for “Kevin” and store them into KevinActor. 
SELECT isSnapshotOf.subject 
FROM isSnapshotOf, hasName 
WHERE isSnapshotOf.value = hasName.subject AND hasName.value = ‘Kevin’ 

• Select all “smiling” actors for “Kathleen” and store them into SmilingKathleenActor. 
SELECT hasAction.subject 
FROM KathleenActor, hasAction 
WHERE KathleenActor.subject = hasAction.subject AND hasAction.value = ‘smiles’ 

• Select all “crying” actors for “Kevin” and store them into CryingKevinActor. 
SELECT hasAction.subject 
FROM KevinActor, hasAction 
WHERE KevinActor.subject = hasAction.subject AND hasAction.value = ‘cries’ 

• Retrieve all images that satisfy all specified conditions. 
SELECT H1.subject 

FROM hasActor H1, hasActor H2, Hugs 
 SmilingKathleenActor, CryingKevinActor 

WHERE H1.subject = H2.subject AND 
 H1.value = SmilingKathleenActor.subject AND 
 H2.value = CryingKevinActor.subject AND 
 Hugs.subject = SmilingKathleenActor.subject  

AND Hugs.value = CryingKevinActor.subject 
All and only the images that satisfy this criterion will be returned (in our 

case, http://www.cs.wayne.edu/example.jpg). The reader is referred to [4] 
for more details about the ontology-driven image retrieval system. 

 
9. Conclusions and future work 
We have developed ImageSpace, an image ontology creation, 

visualization and annotation tool that fully supports the standard DAML+OIL 
ontology language and enables the storage of ontologies and annotations in 
a relational database. Future work includes:  
• The development of MultimediaSpace that will not only support the 

annotation of images, but also other multimedia resources such as 
videos, audios, etc.  

• Future version of MultimediaSpace will also support OWL, the successor 
of DAML+OIL. 

• The development of graphical ontology building features to support by 
MultimediaSpace and visualization plug-in. 
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• Better optimization of SQL queries that are generated by image retrieval 
system. 
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In memoriam 
 

Bulgarian computer science lost a prominent colleague. 
Dimitar Petrov Shishkov 

January 22, 1939 Varna – March 8, 2004 Sofia 
 

D. Shishkov graduated mathematics at Sofia 
University in 1962. In the last year of his studies he 
started a specialization as a programmer at the Joint 
Institute of Nuclear Research – Dubna which lasted 
three years. Then he worked at the Institute of 
Mathematics for two years. In 1966 D. Shishkov 
together with a group of experts transferred to the newly 
created Central Laboratory for Information 

Technologies. In 1976 he defended his PhD dissertation. He has been an 
associate professor in computer science at Sofia University since 1985 and 
a professor in computer science since 2000. 

His scientific interests and results were in the fields of computer 
architectures, computational linguistics, artificial intelligence, numerical 
methods, data structures, etc. He was remarkable with his teaching 
activities. 

D. Shishkov was the creator of high-quality software for the first 
Bulgarian electronic calculator “ELKA” – one of the first calculators in the 
world as well as for the series of next calculators and for specialized 
minicomputers. 

He was the initiator of the international project “Computerization of the 
natural languages”. 

He was a member of a range of international scientific organizations. 
Among his numerous activities was the organization of the First 
Programming Competition in 1979. 

D. Shishkov was the initiator of sport dancing in Bulgaria (1967) and 
founder of the first sport-dancing high school education in the world. 

D. Shishkov was a highly accomplished person with a diversity of 
interests, with a developed social responsibility and accuracy in his work. 
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ASSOCIATION FOR THE DEVELOPMENT OF 
 THE INFORMATION SOCIETY 

 
Acad. G. Bonchev St., block 8, Sofia 1113, Bulgaria 

Tel. (+359-2) 979-3813, -3808, Fax (+359-2) 739-808 
e-mail: ario@math.bas.bg, adis@einet.bg 

http://www.adis.org 
 

The Association for the Development of the Information Society (ADIS) 
was established in April 1997 and is an independent, non-government, non-
profit organisation. The main goal of the Association is to assist in the 
development of the information society in Bulgaria and in the Balkans as 
part of the global information society. The Association has as members, 
besides individual persons, a number of organisations—collective members 
from various regions of Bulgaria: Technical University—Gabrovo, National 
Sports Academy (Sofia), the Police Academy, the Institute of Mathematics 
and Informatics, the Institute of Information Technologies, the Central 
Laboratory of Computer Security of the Bulgarian Academy of Sciences 
(Sofia), and other organisations. Societies in the cities of Plovdiv, Shoumen, 
and Bourgas have been formed as autonomous subsidiaries of the 
Association. Its membership and associated structures are growing quickly 
and already include foreign members. The Association has existed since 
recently but it unites people and organisations with several decades of 
experience in the field of computer science and information technologies. 

The Association was established with the non-commercial objective to 
support the development of the information society. This objective is 
extensively defined in the Association’s statute and includes: 
• Interaction with individuals and organisations working for the 

development of the information society in Bulgaria and in the world. 
• Support of the comprehensive utilisation of the capacity of the 

information infrastructure and information technologies by all layers of 
society and all ages and professions, as well as by unemployed, ethnic 
minorities, people with disabilities, etc. 
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• Development and implementation of national and international projects 
whose goal is establishing, developing, and governing the information 
society. 

• Participation in the elaboration and implementation of educational, 
promotional, and demonstration programmes dedicated to information 
society issues. 

• Participation in international activities on issues of the development of 
the information society, and maintenance of ties to and interaction with 
foreign and international organisations. 

• Organisation of conferences, forums, workshops dedicated to the 
information society. 

• Publishing of a newsletter distributed among the individual and 
collective members of the Association. 

The Association for the Development of the Information Society has 
been for the last eight years the main organiser of the international 
conference Information and Communication Technologies and 
Programming. 

Since 1999, the Association has organised monthly national seminars in 
the framework of the Forum Global Information Society. The seminars are 
devoted to the development of the information society in all fields of the 
human activities and aspects. 

Other activities include implementing a project for training disabled 
(deaf) people to use computers and the Internet, a project for training 
secondary school teachers in a broad range of computer technologies, 
participation in the drafting of the Bulgarian national strategy for the 
Information Society, drafting of models and principals for creating, 
management and development of public centers for access to Internet, 
information and communication services and public e-information and e-
services for the Bulgarian citizens as well as delivering of talks on 
Information Society issues at various national and regional events by 
members of the Association. 

The Association gladly welcomes contacts with organisations from 
abroad whose activities are related to the development of the global 
information society. 
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I J    I T A 
Ten successful years ! 

 
Verba volant, scripta manent ! 

 
The progress in Information and Computer Sciences is fuelled by the 

results of research work and the accumulation of practical experience. The 
concept "Information Theories & Applications" (ITA) represents the 
synthesis of this knowledge. The field of ITA is progressing rapidly and is 
constantly creating new challenges for professionals involved in it. 

It is clear that there is continuing need for international forums for 
exchange of knowledge, experience and creative inspiration among ITA 
professionals in order to share and stimulate solutions. 

 
 The "International Journal on Information Theory and Applications" 

(IJ ITA) has been established in 1993 as independent scientific media. 
Founder and Editor in chief of IJ ITA is Krassimir Markov.  
IJ ITA is edited by the Institute of Information Theories and Applications 

FOI ITHEA, Bulgaria.  
IJ ITA Publisher is FOI-COMMERCE Co., Bulgaria. 
 
For ten years IJ ITA became as well-known international journal. Till now 

more than 300 papers of more than 500 authors have been published in 10 
volumes. IJ ITA authors are widespread in 34 countries all over the world:  
Armenia, Belarus, Belgium, Bulgaria, Canada, Czech Republic, Egypt, 
Estonia, Finland, France, Germany, Greece, Hungary, Ireland, Israel, Italy, 
Japan, Latvia, Lithuania, Mexico, Moldavia, Netherlands, Poland, Portugal, 
Romania, Russia, Scotland, Senegal, Spain, Sultanate of Oman, Turkey, 
UK, Ukraine, and USA. 
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IJ ITA major topics of interest include, but are not limited to: 

 
INFORMATION THEORIES 
 

General Information Theory 

Philosophy and Methodology of Informatics 

Abstract Information Models 

Artificial Intelligence 

Knowledge Discovery 

Knowledge Acquisition and Formation 

Distributed Artificial Intelligence 

Models of Plausible Reasoning 

AI Planning and Scheduling 

Natural Language Processing 

Neuroinformatics 

Theory of Computation 

Cognitive Science 

Cognitive Graphics 

Information Models of Business Activities 

Statistical Methods 

Software Engineering and Quality of the 
Programs 

APPLICATIONS

Computing

Hyper Technologies

Object and Cell Oriented Programming

Program Systems with
 Artificial Intelligence

Intellectualisation of Data Processing

Business Informatics

Information Systems

Pyramidal Information Systems

Intelligent Information Systems

Very Large Information Systems

Multimedia Systems

Business Information Systems

Graphics Systems

Communication Systems

Statistical Systems

Special Applied Systems

Computer Art and Computer Music
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Call for papers 
 
 
IJ ITA welcomes scientific papers connected with any information theory 

or its application.  
 
Original and non-standard ideas will be published with preferences.  
 
Papers must be written in English. 
 
Responsibility for papers published in IJ ITA belongs to authors. 
 
Please get permission to reprint any copyrighted material before you 

send it to IJ ITA. 
 
IJ ITA rules for preparing the manuscripts are compulsory.  
 
The rules for the papers for IJ ITA as well as the fees are given on  

www.foibg.com/ijita . 
 

The camera-ready copy of the paper should be received by e-mail:  
foi@nlcv.net 

 
 

® "Information Theories and Applications" is a trademark of Krassimir Markov 
 
 
 

IJ ITA ISSN 1310-0513 
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International Prize "ITHEA" 
 

International Prize "ITHEA" is aimed to mark original and non-standard 
information theories and applications.  

Prize "ITHEA" is established by FOI Institute for Information Theories 
and Applications.  

 

Every year, an International Scientific Jury selects the works to be 
awarded by Prize ITHEA in following divisions: General Information Theory; 
Software Engineering; Artificial Intelligence; Business Informatics; Computer 
Art; Special Applied Systems.  

 

The awarded persons are listed below (in alphabetical order): 
 

1995 Sandansky  K. Bankov, P. Barnev, G. Gargov, V. Gladun,  
R. Kirkova, S. Lazarov, S. Pironkov, V. Tomov 

1996 Sofia  T. Hinova, K. Ivanova, I. Mitov, D. Shishkov,  
N. Vashtenko 

1997 Yalta  Z. Rabinovich, V. Sgurev, A. Timofeev, A. Voloshin 
1998 Sofia  V. Jotsov  
1999 Sofia  L. Zainutdinova 
2000 Varna  I. Arefiev, A. Palagin 
2001 St.Peterburg  N. Ivanova, V. Koval 
2002 Primorsko  A. Milani, M. Mintchev 
2003 Varna  T. Gavrilova, A. Eskenazi, V. Lozovskiy, P. Stanchev 
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Invitation to Participation 

Thirtieth Jubilee International Conference 
 

INFORMATION AND COMMUNICATION 
TECHNOLOGIES AND PROGRAMMING  

ICT&P 2005 
 
 
 

Knowledge-Based Society: 
Perspectives and Challenges  

 

 
 

 
 
 

June 23-25, 2005 
 
 

Contacts:  
Sofia 1113, Bulgaria, Acad. G. Bonchev St., Block 8  
Tel.: (+359-2) 979-2828, -3813 Tel./Fax: (+359-2) 739-808  
e-mail: ictp@math.bas.bg  

 
 


