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PREFACE

The Fourth International Conference “Information Research and Applications” (i.TECH 2006) is organized as
a part of “ITA 2006 - Joint International Scientific Events on Information Theories and Applications”.

The main organizer of the ITA 2006 as well as the i. TECH 2006 is

International Journal on Information Theories and Applications (lJ ITA).

The aim of the conference is to be one more possibility for contacts for IJ ITA authors. The usual practice of
[J ITA is to support several conferences at which the IJ ITA papers may be discussed before submitting them for
referring and publishing in the journal. Because of this, such conferences usually are multilingual and bring
together both papers of high quality and papers of young scientists, which need further processing and scientific
support from senior researchers.

Accent of i. TECH 2006 are the new trends in imaging for security and medical applications (section “Information
Technologies in Biomedicine”).

We would like to express our thanks to all who support the i. TECH 2006 and especially to the Natural Computing
Group (NCG) (http://www.Ipsi.eui.upm.es/nncg/) of the Technical University of Madrid, which is leaded by
Prof. Juan Castellanos. The group is one of the foundational groups of the European Molecular Computing
Consortium (http:/openit.disco.unimib.it’emcc/welcome.html). NCG is involved in natural computing activities
researches including: Molecular Computing (DNA Computing and Membrane Computing), Artificial Neural
Networks (new architectures and learning strategies, Chaos controlling by Artificial Neural Networks, etc),
Artificial Intelligence, Evolutionary algorithms, etc. NCG is constituted by members of some departments of the
Technical University of Madrid, having its site at the Department of Artificial Intelligence of the Faculty of
Computer Science. NCG has participated in different national and international projects including INTAS and
Framework Programs of European Union (MolCoNet).

Let us thank the Program Committee of the conference for referring the submitted papers. Special thanks to
prof. Viktor Gladun, prof. Alexey Voloshin, prof. Avram Eskenazi and prof. Luis Fernando de Mingo.

i.TECH 2006 Proceedings has been edited in the Institute of Information Theories and Applications FOI ITHEA in
collaboration with the leading researchers from Institute of Cybernetics “V.M.Glushkov”, NASU (Ukraine), Kiev
University “T.Shevchenko” (Ukraine), Institute of Mathematics and Informatics, BAS (Bulgaria), University of
Calgary (Canada); VLSI Systems Centre, Ben-Gurion University (Israel).

The i.TECH 2006 Conference found the best support in the work of organizing secretary, IJ ITA editor, llia Mitov.
To all participants of i.TECH 2006 we wish fruitful contacts during the conference days and efficient work for

preparing the high quality papers to be published in the International Journal on Information Theories and
Applications.

Varna, June 2006 Kr Markov, Kr. lvanova
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MANOMETRY-BASED COUGH IDENTIFICATION ALGORITHM

Jennifer A. Hogan, Martin P. Mintchev

Abstract: Gastroesophageal reflux disease (GERD) is a common cause of chronic cough. For the diagnosis and
treatment of GERD, it is desirable to quantify the temporal correlation between cough and reflux events. Cough
episodes can be identified on esophageal manometric recordings as short-duration, rapid pressure rises. The
present study aims at facilitating the detection of coughs by proposing an algorithm for the classification of cough
events using manometric recordings. The algorithm detects cough episodes based on digital filtering, slope and
amplitude analysis, and duration of the event. The algorithm has been tested on in vivo data acquired using a
single-channel intra-esophageal manometric probe that comprises a miniature white-light interferometric fiber
optic pressure sensor. Experimental results demonstrate the feasibility of using the proposed algorithm for
identifying cough episodes based on real-time recordings using a single channel pressure catheter. The
presented work can be integrated with commercial reflux pH/impedance probes to facilitate simultaneous 24-hour
ambulatory monitoring of cough and reflux events, with the ultimate goal of quantifying the temporal correlation
between the two types of events.

Keywords: Biomedical signal processing, cough detection, gastroesophageal reflux disease.

ACM Classification Keywords: 1.5.4 Pattern Recognition: Applications — Signal processing; J.3 Life and Medical
Sciences

1. Introduction

The latest comprehensive statistics provided by the National Institutes of Health suggests that gastroesophageal
reflux (GER) and related symptoms affect approximately 20% of the US population, resulting in over 700,000
annual hospitalizations [1]. GER, which occurs in healthy individuals without causing discomfort, is characterized
by the movement of gastric content from the stomach into the esophagus. Reflux episodes are considered a
disorder, known as gastroesophageal reflux disease (GERD), when the episodes become frequent, prolonged,
and/or are ineffectively cleared back into the stomach. An individual suffering from GERD shows problematic
symptoms, such as heartburn, discomfort, and chest pain, which result due to the prolonged exposure of the
refluxed material with the distal esophageal mucosa. Excessive exposure can lead to further consequences, such
as esophagitis and esophageal ulceration.

GERD is commonly cited as a significant cause of chronic cough [2-5]: In multiple studies, GERD has been
documented to be a cause of chronic persistent cough in 38 to 82% of patients [2]. Irwin et al. report that GER
can cause cough either by aspiration of gastric content, or by stimulation of the distal esophagus due to repetitive
or prolonged GER events [3]. To determine if a patient suffering from chronic cough should be treated for GERD,
it is important to quantify whether there is a causal relationship between cough and reflux. In addition to
facilitating the diagnosis, more accurate identification of the temporal correlation between cough and reflux can
lead to a more appropriate treatment [6].
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Numerous studies have focused on determining this temporal correlation [5-8]. However, they rely on manual
identification of cough, either through the interpretation of user diaries and user-triggered events [5, 7, 8], or
through the manual analysis of manometric recordings, identifying cough as simultaneous, short duration, rapid
pressure rises (time to peak less than 1 second) across multiple manometric recording sites [6]. This results in a
time-consuming process, prone to user error.

In this paper, we present an algorithm for accurately identifying coughs based on a single-channel manometric
recording using a custom pressure probe optimized for cough detection [9]. The algorithm can be implemented in
real-time, allowing a simultaneous indication of cough events with the recording of reflux episodes. The two-stage
algorithm, which consists of a filtering stage followed by a decision stage, has some common elements with the
real-time QRS detection algorithm proposed by Pan and Tompkins [10, 11]. In particular, the cough detection
algorithm has a similar filtering stage to its QRS counterpart, with both algorithms sharing the goal of reducing
high-frequency noise components and removing low-frequency baseline drifts and pressure changes, thus
amplifying the pressure response of interest. The filtering stage of the proposed algorithm differs mainly in the
bandpass frequency, which is specific to coughs, and in the utilization of integration in a time window
corresponding to the typical duration of a cough. The decision stage of the cough detection algorithm has also
been adapted specifically to isolate the pressure response characteristics of a cough.

2. Methodology

2.1 Algorithm Description

2.1.1 Overview

Initially, the presented cough detection algorithm employs a combination of bandpass filtering, differentiation, and
moving window integration to magnify the short, rapid pressure rises characteristic of cough events and to reduce
the baseline drift and the low-frequency pressure variations characteristic of esophageal peristalsis. The second
stage of the algorithm consists of decision logic which performs the recognition process, determining the
occurrence of a cough based on a combination of dual-threshold and width detection. To prove feasibility of the
algorithm on acquired manometry tracings, development was initially performed in Matlab.

In the following sections, each stage of the algorithm is described in more detail.
2.1.2 Filtering Stage

The analysis of manometry tracings acquired using a single-channel fiberoptic pressure catheter showed that the
frequency components of the pressure rise associated with a cough typically range from 2.5 Hz to 5 Hz. An initial
bandpass filter stage is used to attenuate signal components and noise artifact outside this frequency range. The
bandpass filter is achieved using cascaded low-pass and high-pass filters. Both filters are zero-phase, least-
squares, 17th order FIR filters with a maximum passband ripple of 0.05 dB. The low-pass filter, which has a 3-dB
frequency of 5 Hz, reduces high-frequency noise. The high-pass filter, which has a 3-dB frequency of 2.5 Hz,
reduces lower-frequency peristaltic contractions and baseline drifts. Following the bandpass filtering stage, the
signal is differentiated. The differentiation stage focuses on identifying cough by its characteristically steep slope.
The resulting signal is then rectified, making all data points positive facilitating the decision process. Finally, the
signal is integrated to provide an average of the output, thus incorporating the width of the cough episode into the
output signal.

2.1.3 Decision Stage

The output of the filtering stage results in the amplification of cough events and the reduction of high-frequency
noise and low-frequency pressure rises due to peristalsis. Because this stage dramatically improves the cough
signal-to-noise ratio, the decision stage of the cough detection process is simplified. Cough detection on the
filtered data relies on first determining the maximum peak within a given sampling interval. This can easily be
determined recursively in real-time. The threshold is then adjusted automatically based on the current maximum
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peak. The threshold has been empirically set to 0.33 of the maximum peak of the current interval. By periodically
adjusting the threshold based on the maximum peak of the current sampling interval, the algorithm adapts to
changing characteristics in the signal. After determining the threshold, the algorithm searches for a dual crossing
of the threshold, with the first crossing registering an increasing slope, the second crossing registering a negative
slope, and the time interval between the crossings falling within the cough duration parameter. The cough
duration has been set to 400 ms, based on measuring cough durations on manometry tracings.

2.2 Evaluating the Algorithm

Evaluation of the discussed algorithm was performed using esophageal manometry recordings acquired with a
single-channel pressure catheter optimized for cough detection. The catheter [9], comprises a miniature white-
light interferometric fiber optic pressure sensor encapsulated in such a manner as to optimize sensitivity to
pressure at the catheter tip, such as that experienced during a cough event, while reducing sensitivity to
circumferential force, such as that experienced during esophageal peristalsis. The esophageal probe interfaces to
an optical signal conditioner which converts the optical signal to an analog output. The analog output is sampled
at 50 Hz using a National Instruments PCMCIA data acquisition board and a custom-designed real-time software
application on a laptop computer. A block diagram of the system is shown in Figure 1.

Figure 1 - Block diagram of experimental setup.

Optical
Catheter Signal AD PC
' Conditioner

In vivo esophageal recordings were acquired from a healthy volunteer. Three separate trials were performed to
ensure repeatability. In each trial, the volunteer performed a series of respiratory and gastrointestinal events,
such as swallowing, belching, heavy breathing, coughing, throat clearing, and laughing. The volunteer also
initiated movement (i.e. head rotation, bending, and standing) to attempt to introduce unwanted artifacts. All
events were marked on the recording at the exact time of their occurrence.

3. Results

Preliminary testing of the algorithm on in vivo data samples demonstrated a consistent detection of cough events.
Figure 2 shows the original signal and the output of each filtering stage for one in vivo interval recorded from the
healthy volunteer. In Figure 2a, the raw signal is shown, with gastrointestinal and respiratory events that occurred
during the sampling interval indicated. The output of the low pass filter can be observed in Figure 2b, which
reduces the high-frequency noise ripples. Figure 2c, which shows the output of the high pass filter, demonstrates
the amplification of the cough events, while attenuating the slower pressure variations resulting from talking and
swallowing. The differentiation process amplifies slope information, shown in Figure 2d, which is then rectified
resulting in a signal comprising positive data points, shown in Figure 2e. The final output of the moving window
integrator is shown in Figure 2f, where it can be observed that the cough signals have been amplified, while other
pressure variations have been reduced.

The final result of the cough detection algorithm is depicted on Figure 3, where the cough identification results
(Figure 3c) are compared with the raw signal (Figure 3a) and the output of the filtering stage (Figure 3b), which
supplies the input signal to the decision process. Despite the presence of noise artifacts and two high pressure
variations resulting from peristalsis, the algorithm has successfully identified all cough events by targeting a dual
crossing of the established threshold within the set duration. This can be observed in Figure 3c.
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Figure 2 - Sample data of (a) original signal, (b) low-pass filter output, (c) high-pass filter output, (d) differentiated
output, (e) rectified output, and (f) integrated window output. S indicates a peristaltic contraction resulting from a
swallow, MC indicates the occurrence of multiple coughs, or a cough burst, M indicates patient movement, B
indicates a belch, T indicates patient talking, and SC indicates the occurrence of a single cough.
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4. Discussion

In recent years, numerous studies have attempted to define the temporal correlation between cough events and
reflux events in a pursuit to fully understand the relationship between chronic cough and GERD [5-8]. In these
investigations, a tool to facilitate the identification of cough episodes without manual analysis of sound recordings,
diary annotations, or manometry tracings is still lacking. In the present study, we developed an algorithm for
conveniently identifying coughs based on a single manometric channel recording.

Using an algorithm consisting of a filter stage to amplify frequency components associated with the
characteristics of cough while attenuating other pressure artifacts, followed by decision logic to identify the cough
events from the filtered signal, cough episodes have been correctly identified in samples acquired via manometry.
The successful demonstration of the feasibility of the algorithm paves the way for more robust testing using a
larger database of manometric readings. Using the algorithm structure presented, specific parameters, including
the filter cut-off frequencies, the duration of cough events, and the adaptive threshold setting, may be adjusted to
more accurately satisfy the characteristics of cough based on a larger sampling pool of test recordings. Also, a
further qualifier can be added to the real-time implementation, in which the definition of a cough can be modified
to include bursts of two, three, or more cough events.

5. Conclusion

An innovative algorithm for identifying cough events based on manometric recordings was developed. Initial
testing of the algorithm was performed on in vivo data samples acquired using a single-channel pressure
catheter. Preliminary studies indicate that the algorithm is suitable for cough detection. By integrating the
technique with a single-channel pressure and pH/impedance catheter for 24-hour ambulatory monitoring of cough
and reflux, a suitable diagnostic tool for GERD could be achieved.
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LOW-POWER TRACKING IMAGE SENSOR BASED ON BIOLOGICAL
MODELS OF ATTENTION

Alexander Fish, Liby Sudakov-Boreysha, Orly Yadid-Pecht

Abstract: This paper presents implementation of a low-power tracking CMOS image sensor based on biological
models of attention. The presented imager allows tracking of up to N salient targets in the field of view. Employing
"smart" image sensor architecture, where all image processing is implemented on the sensor focal plane, the
proposed imager allows reduction of the amount of data transmitted from the sensor array to external processing
units and thus provides real time operation. The imager operation and architecture are based on the models
taken from biological systems, where data sensed by many millions of receptors should be transmitted and
processed in real time. The imager architecture is optimized to achieve low-power dissipation both in acquisition
and tracking modes of operation. The tracking concept is presented, the system architecture is shown and the
circuits description is discussed.

Keywords: Low-power image sensors, image processing, tracking imager, models of attention, CMOS sensors

ACM Classification Keywords: B.7.0 Integrated circuits: General, 1.4.8 Image processing and computer vision:
scene analysis: tracking

1. Introduction

Real time visual tracking of salient targets in the field of view (FOV) is a very important operation in machine
vision, star tracking and navigation applications. To accomplish real time operation a large amount of information
is to be processed in parallel. This parallel processing is a very complicated task that demands huge computation
resources. The same problem exists in biological vision systems. Compared to the state-of-the-art artificial
imaging systems, having about twenty millions sensors, the human eye has more than one hundred million
receptors (rods and cones). Thus, the question is how biological vision systems succeed to transmit and to
process such a large amount of information in real time? The answer is that to cope with potential overload, the
brain is equipped with a variety of attentional mechanisms [1]. These mechanisms have two important functions:
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(a) attention can be used to select relevant information and/or to ignore the irrelevant or interfering information;
(b) attention can modulate or enhance the selected information according to the state and goals of the perceiver.
Most models of attention mechanisms are based on the fact that a serial selection of regions of interest and their
subsequent processing can greatly facilitate the computation complexity. Numerous research efforts in
physiology were triggered during the last five decades to understand the attention mechanism [2]-[10]. Generally,
works related to physiological analysis of the human attention system can be divided into two main groups: those
that present a spatial (spotlight) model for visual attention [2]-[4] and those following object-based attention [5]-
[10]. The main difference between these models is that the object-based theory is based on the assumption that
attention is referenced to a target or perceptual groups in the visual field, while the spotlight theory indicates that
attention selects a place at which to enhance the efficiency of information processing.

The design of efficient real time tracking systems mostly depends on deep understanding of the model of visual
attention. Thus, a discipline, named neuromorphic VLSI that imitates the processing architectures found in
biological systems as closely as possible was introduced [11]. Both spotlight and object-based models have
been recently implemented in analog neuromorphic VLSI design [12]-[23]. Most of them are based on the theory
of selective shifts of attention which arises from a saliency map, as was first introduced by Koch and Ullman [12].
Object-based selective attention systems VLS| implementations in 1-D and lately 2-D were presented by Morris et
al [13]-[16]. An additional work on an analog VLSI based attentional search/tracking was presented by Horiuchi
and Niebur in 1999 [17].

Many works on neuromorphic VLSI implementations of selective attention systems have been presented by
Indiveri [19]21] and others [22]-[23]. In 1998 Brajovic and Kanade presented a computational sensor for visual
tracking with attention. These works often use winner-take-all (WTA) [24] networks that are responsible for
selection and tracking inputs with the strongest amplitude. This sequential search method is equivalent to the
spotlight attention found in biological systems.

Most previously presented neuromorphic imagers utilize image processing implemented on the focal plane level
and employ photodiode or phototransistor current-mode pixels. Typically, each pixel consists of a photo detector
and local circuitry, performing spatio-temporal computations on the analog signal. These computations are fully
parallel and distributed, since the information is processed according to the locally sensed signals and data from
pixel neighbors. This concept allows reduction in the computational cost of the next processing stages placed in
the interface. Unfortunately, when image quality and high spatial resolution are important, image processing
should be performed in the periphery. This way a high fill factor (FF) can be achieved even in small pixels.

This paper presents implementation of a low-power tracking CMOS image sensor based on a spotlight model of
attention. The presented imager allows tracking of up to N salient targets in the field of view. Employing image
processing at the sensor focal plane, the proposed sensor allows parallel computations and is distributed, but on
the other hand most of the image processing is performed in the array periphery, allowing image quality and high
spatial resolution. The imager architecture is optimized to achieve low-power dissipation both in acquisition and
tracking modes of operation. This paper is a continuation of the work presented in [25], where we proposed to
employ a spotlight model of attention for the bottleneck problem reduction in high resolution "smart" CMOS image
sensors and of the work presented in [26], where the basic concept for an efficient VLSI tracking sensor
was presented.

Section 2 briefly describes spotlight and object-based models of attention and presents system architecture of the
proposed sensor. Low-power considerations, as well imager circuits description are shown in Section 3. Section 4
discusses advantages and limitations of the proposed system. Conclusions and future work are presented
in Section 5.
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2. Tracking Sensor Architecture

The proposed tracking sensor operation is based on the imitation of the spotlight model of visual attention.
Because this paper presents concepts taken from different research disciplines, first, a brief description of
existing models of attention is presented for the readers that are not familiar with this field. Then, the proposed
sensors architecture is shown.

2.1 Existing Attention Models

Much research was done in attention during the last decades and numerous models have been proposed over
the years. However, there is still much confusion as to the nature and role of attention. All presented models of
attention can be divided to two main groups: spatial (spotlight) or early attention and object-based, or late
attention. While the object-based theory suggests that the visual world is parsed into objects or perceptual
groups, the spatial (spotlight) model purports that attention is directed to unparsed regions of space. Experimental
research provides some degree of support to both models of attention. While both models are useful in
understanding the processing of visual information, the spotlight model suffers from more drawbacks than the
object-based model. However, the spotlight model is simpler and can be more useful for tracking imager
implementations, as will be shown below.

2.1.1 The Spatial (Spotlight) Model

The model of spotlight visual attention mainly grew out of the application of information theory developed by
Shannon. In electronic systems, similar to physiological, the amount of the incoming information is limited by the
system resources. There are two main models of spotlight attention. The simplest model can be looked upon as a
spatial filter, where what falls outside the attentional spotlight is assumed not to be processed. In the second
model, the spotlight serves to concentrate attentional resources to a particular region in space, thus enhancing
processing at that location and almost eliminating processing of the unattended regions. The main difference
between these models is that in the first one the spotlight only passively blocks the irrelevant information, while in
the second model it actively directs the "processing efforts" to the chosen region.

Figure 1(a) and Figure 1(b) visually clarify the difference between the spatial filtering and spotlight attention.

Y

Figure 1 (a). An example of spatial filtering Figure 1 (b). An example of spotlight model of attention

A conventional view of the spotlight model assumes that only a single region of interest is processed at a certain
time point and supposes smooth movement to other regions of interest. Later versions of the spotlight model
assume that the attentional spotlight can be divided between several regions in space. In addition, the latter
support the theory that the spotlight moves discretely from one region to the other.

2.1.2 Object-based Model

As reviewed above, the spotlight metaphor is useful for understanding how attention is deployed across space.
However, this metaphor has serious limitations. A detailed analysis of the spotlight model drawbacks can be
found in [1]. An object-based attention model suits more practical experiments in physiology and is based on the
assumption that attention is referred to discrete objects in the visual field. However being more practical, in
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contrast to the spotlight model, where one would predict that two nearby or overlapping objects are attended as a
single object, in the object-based model this divided attention between objects results in less efficient processing
than attending to a single object. It should be noted that spotlight and object-based attention theories are not
contradictory but rather complementary. Nevertheless, in many cases the object-based theory explains many
phenomena better than the spotlight model does.

The object-based model is more complicated for implementation, since it requires objects’ recognition, while the
spotlight model only requires identifying the regions of interest, where the attentional resources will be
concentrated for further processing.

2.2 System Architecture

The proposed sensor has two modes of operation: target acquisition and target tracking. In the acquisition mode
N most salient targets of interest in the FOV are found. Then, N windows of interest with programmable size
around the targets are defined. These windows define the active regions, where the subsequent processing will
occur, similar to the flexible spotlight size in the biological systems. In the tracking mode, the system sequentially
attends only to the previously chosen regions, while completely inhibiting the dataflow from the other regions.

The proposed concept permits choosing the attended regions in the desired order, independent on the targets
saliency. In addition it allows shifting the attention from one active region to the other, independent of the distance
between the targets. The proposed sensor aims to output the coordinates of all tracking targets in real time.
Similar to biological systems, which are limited in their computational resources, the engineering applications are
constrained with low-power dissipation. Thus, maximum efforts have been done to reduce power consumption in
the proposed sensor. This power reduction is based on the general idea of "no movement — no action", meaning
that minimum power should be dissipated if no change in the targets position occurred.
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Figure 2. Architecture of the proposed tracking sensor.
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Figure 2 shows the architecture of the proposed tracking sensor. The sensor includes (a) A Pixel array with a two
dimensional resistive network , (b) Y-Addressing and X-Addressing circuitry consisting of N digital registers for
target windows definition and for image readout control, (c) an analog front end (AFE) for image readout, (d) A
current Looser-take-all (LTA) circuit for target detection during the acquisition mode, (e) two analog 1-D center of
mass (COM) computation circuits for X and Y COM coordinates update (each consists of 1-D analog current
mode Winner-take-all (WTA) circuit), (f) Analog memory for temporal storage of loser values of all rows during the
acquisition mode and digital memory for targets coordinates storage, (g) acquisition mode control and target
mode control blocks.

In the acquisition mode the sensor finds the N most salient targets in the FOV and calculates their centroid
coordinates. This is achieved in the following way: all neighboring pixels are connected by resistors (implemented
by transistors), creating the resistive network. The pixel voltage becomes smaller if it is more exposed, and the
local minimum of the voltage distribution can be regarded as the centroid of the target, corresponding to the
exposed area. This minimum is found using an analog looser-take-all circuit (LTA). At the first stage of the
acquisition mode, all pixels of the whole image are activated. The global minimum, corresponding to the brightest
target is located using a one dimensional LTA circuit. To achieve this purpose, the whole image is scanned row
by row (using one of the digital shift registers in the Y-addressing circuitry), finding the local minimum in each row.
Then, the row local minima are input to the same LTA circuit again and the global minimum is computed. A more
detailed description of this concept can be found in [27], where the two dimensional WTA computation was
performed using two 1-D WTA circuits. Once the first brightest target is found, the system defines a small size
programmable window, with the center located at the target centroid coordinates. The size of this window is
predefined by the user before the acquisition mode starts and depends on the target size. While finding the
second bright target in the FOV, all pixels of the first window, consisting of the brightest target found during the
first search, are deactivated. This way, the bright pixels of the first target do not influence the result of the second
search. The remains N-1 targets are found in the same way. As a result, at the end of the acquisition mode all
centroid coordinates of the N most salient targets in the FOV are stored in the memory and N small windows
around these coordinates are defined. The window definition is performed using two digital shift registers. Thus,
2N shift registers are required to define N different windows. The acquisition mode control block is responsible for
defining and positioning these active windows. Note, that the acquisition mode is very inefficient in terms of power
dissipation because the whole sensor array is activated and the LTA operation and windows definition are power
inefficient operations. On the other hand, the acquisition is a very rare operation and its time can be neglected in
comparison with the tracking period.

Once the sensor has acquired N salient targets, the tracking mode is initiated. The predefined windows serve as
a spotlight in biological systems, such that only the regions inside the windows are processed. Opposite to
biological systems, these "spotlights" attend only to the regions predefined in the acquisition mode. Thus, even if
new more salient objects appear during the tracking, the attention to the chosen regions is not influenced.

Because the sensor is in the tracking mode most of the time, it is very important to achieve very low-power
dissipation in this mode. In the proposed system this is achieved in the following ways:

1. Only pixels of active windows and the circuitry responsible for proper centroid detection and pixels readout are
active. The remaining circuits (including most pixels of the array) are disconnected from the power supply.

2. All shift registers in Y-addressing and X-addressing circuitries are optimized for low frequencies operation by
leakage currents reduction.

3. During the tracking mode the sensor doesn't calculate new centroid coordinates. A simple analog circuit
(COM update block in Figure 2) checks if the new centroid location differs from the centroid location of the
previous frame. In the case that no difference was found, the circuit does not need to perform any action,
significantly reducing system power dissipation. This principle suits the general idea of "no movement — no
action". If the target changes its position, the "shift left" or "shift right" (both for x and y) signals are produced
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by the COM update blocks. These signals are input to the tracking mode control block and the appropriate
shift register performs movement to the right direction, correcting the location of the window.

4. Each active window definition is performed using two shift registers. This windows definition method allows
switching from one target of interest to another without any need in accessing the memory and loading the
new target coordinates. This way the switching time between different objects does not depend on the
distance between the targets and sensor power dissipation is reduced.

3. Circuits Description

In this Section we present some of the most important circuits, utilized by the sensor. This includes current mode
LTA circuit, current mode WTA circuit, X-COM and Y-COM update circuits and ultra low-power shift registers. The
pixel is implemented as a standard global-shutter active pixel sensor (APS) [28] with current mode readout
instead of a conventional source follower amplifier inside the pixel. This current mode readout allows parallel read
out and summarization of currents from all pixels in the active window at the same time. These summarized
currents then are used for further processing by the X-COM and Y-COM update circuits, as described below.
In addition, a conventional video data readout is available.

3.1 Current Mode Loser-Take-All (LTA) circuit

As previously mentioned, LTA circuit is responsible for targets detection and their COM computation during the
acquisition mode. Since the COM computation is done in a serial manner and should be performed accurately,
high speed and high precision LTA circuit is required. In addition, current mode LTA is required (pixels outputs
are currents). Most of the previously presented LTA solutions are not suitable for the proposed sensor design. As
a result, we use a LTA circuit that we have recently developed to achieve high speed and high precision [29].
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Figure 3: Cells 1 and k (out of N) of the LTA circuit.

Figure 3 shows cells 1 and k (out of the N interacting cells) of the LTA circuit. Cell k receives a unidirectional input
current, Ik, and produces an output voltage Vouk. This output has a low digital value if the input current I is
identified as loser, and high, otherwise. The circuit applies two feedbacks to enhance the speed and precision:
the excitatory feedback Al and inhibitory feedback Alag. The basic operation of the LTA is based on input
currents average computation and comparison of the input current of each cell to that average. The local
excitatory feedback works to increase the compared average value in each cell, allowing that cell to be a loser.
Oppositely, the inhibitory feedback works globally by reduction of the input currents average value and thus
allowing inhibition of non-losing cells. A more detailed description of the circuit operation is provided below. The
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LTA circuit operates as follows: the drains of My transistors of all N cells of the array are connected to the drains
of M transistors by a single common wire with voltage Vcom. The circuit starts the competition by applying
Rst="1" for a short period of time. This way the excitatory feedback Alin and the inhibitory feedback Alavgi are
cancelled. Assuming that all N cells in the array are identical and Rst="1"is applied, Alavgx = OA and the current
l'avg, through M1y, is equal to the average of all input currents of the array, neglecting small deviations in the
referenced input currents. l'avg is copied to M3, by the NMOS current mirror (M1, and M3y) and is compared with
the input current link copied by the PMOS current mirror (M2 and M5y). If lin=I'avg then Vout=VDD/2, assuming
the same drivability factor K of M3, and M5y transistors.

An increase in input current ling relatively to I'avg causes an increase in Voutx due to the Early effect. This way,
during the reset phase, input currents of all cells are compared to the average of all input currents of the array,
producing a unique output Vouty for every cell. The cell having the smallest input current value produces the
smallest Vouty voltage. With the completion of the reset phase, i.e. Rst="0', the excitatory feedback Al and the
inhibitory feedback Alavgk are produced. The Voutk node inputs to the gate of M6 PMOS transistor, thus the cell
with the smaller Vx, (smaller input current) produces a higher current 17, through M6, and M7y. This current is
copied by the NMOS current mirror (M7, and M8y), creating the excitatory feedback Alx. On the other hand, I7x is
copied by the NMOS current mirror (M7, and M9y), resulting in inhibitory feedback Alavgk. Alk is added to the
l'avg flowing through M3k and Alavgy is subtracted from the average of all input current by connection M9
transistor to the COM node, decreasing the I'avg value. This way, every cell produces a new Voutk voltage value,
according to the comparison between the input current lin, and a sum of a current produced by the excitatory
feedback Alx and a new value of current I'avg, that is now given by:

N N N
ZIink —ZAIavgk ZAIavgk
I'avg = k=1 k=1 = lavg — k=1
N N (1)

where lavg is the average of all input currents of the array and N is the number of array cells. For the cell, having
the smallest input current, the difference between ling and a sum of Alx and l'avg grows, thus decreasing
Vout value.

The computation phase is finished after one cell only is identified as a loser, producing Vout='0". All other cells
are identified as winners with Vout,="1". In this steady-state the excitatory and inhibitory feedbacks of the all
winner cells and I'avg are approximately equal to zero, while Alavg of the loser cell is approximately equal to the
sum of all input currents. This way the circuit states stable preventing the selection of other potential losers unless
the next reset is applied and a new computation starts. A more detailed description on the circuit operation can be
found in [29].

To examine the presented LTA circuit it was designed, simulated and fabricated in 0.35um, 3.3V, n-well, 4-metal,
CMOS, TSMC technology process supported by MOSIS. Table 1 summarizes the main characteristics of the
circuit. As can be seen, the circuit achieves both high precision and high speed.

Parameter Typical value | Worst case value (if exists)

Range ofinput currents | 4-25[uA] | -

Voltage supply 1K1V I ——
Power Dissipation 58uW per cell 75 YW per cell
Delay Snsec 95nsec
Precision 0.1 pA 0.5 pA

Occupied area (per cell) | 26um*22um | -

Table 1: The main characteristics of the designed circuit.
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3.2 X-COM and Y-COM update circuits

As mentioned, during the tracking mode the sensor doesn't calculate the new centroid coordinates. Instead, very
simple X-COM and Y-COM update circuits (see Figure 4) check if the new X or Y centroid locations (respectively)
differ from the centroid locations of the previous frame. In the case that no difference was found, the sensor does
not perform any action, significantly reducing system power dissipation. The X-COM and Y-COM circuits have the
same implementation, consisting of (K+1) controlled resistors (implemented by transistors), (K+2) digital switches,
controlled by window location and (K+2) size analog current mode WTA circuit for the array, having K
columns/row, respectively. Each COM update circuit receives K unidirectional input currents from the sensor
array. The input current lin to the X-COM update circuit is the sum of all output pixel currents of the column K,
while from the input current li to the Y-COM update circuit is the sum of all output pixel currents of the row K.
During the tracking mode (the COM update circuits are activated only in this mode), only pixels inside the
windows of interest are activated. Therefore, in this mode, the input current to the COM circuit li represents the
sum of all row/column K active window output currents, for the case where the row/column K falls into the window
of interest. In case, where the row/column K falls out the window of interest, the value of i is zero. All input
currents input to the resistive network, consisting of (K+1) controlled resistors (can either have a normal
resistance R or very high resistance Ruign) and then routed to the WTA circuit by switches. Both switches and the
resistors are controlled by the windows of interest locations. For the active window, spread between column i and
column (i+c), the resistors 1 to (i-1) and (i+2) to (K+1) have very high resistance Ryign, While the resistors i to (i+1)
are set to have a normal resistance R. This way resistive network, consisting of R value resistors is created
around the active window of interest. Only two switches (i-1) and (i+1) are set to be on, while the others are set to
be off. As a result, the WTA circuit receive only two non-zero input currents, representing the X/Y COM
coordinates of the target located inside the window of interest. In case these currents are equal (the WTA circuit
does not succeed to find the winner), the COM coordinates are exactly in the center of the window and therefore
window location update is not required. On the other hand, if (i-1) current is larger than (i+1), it means that the
target has moved right relatively to its location in the previous frame and Shift Right output is activated. In case if
(i-1) current is smaller than (i+1), the Shift Left output is activated.
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3.3 Current Mode Winner-take-all (WTA) circuit

As mentioned, the X-COM and Y-COM update circuits utilize current mode WTA circuit. The implementation of
the WTA circuit (see Figure 5) is very similar to the implementation of the LTA circuit, presented in sub-section
3.1 and detailed description of its operation can be found in [30]. Similarly to the LTA, the WTA circuit employs
inhibitory and local excitatory feedbacks based on input currents average computation, enhancing precision and
speed performance of the circuit. Local excitatory feedback provides a hysteretic mechanism that prevents the
selection of other potential winners unless they are stronger than the selected one by a set hysteretic current. The
WTA circuit can be useful for integration with circuits operating in the strong inversion region and supplying input
currents of 3uA-50uA, as well as for subthreshold applications with inputs of OnA-50nA. It achieves very high
speed (32nsec for high currents of 3uA-50pA (measured) and 34nsec for subthreshold currents — (simulated)) in
case when a very small difference between two input currents is applied (30nA for high currents and 1.8nA for
subthreshold applications). These circuit performances are the direct result from very strong feedbacks applied in
the circuit. The circuit ability to cope with wide range of input currents is very important for the COM update circuit
implementation since the inputs to this circuit can have very wide range.
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Figure 5. Cells 1 and k (out of n) of the WTA circuit

3.4 Y-addressing and X-Addressing circuitry implementation

Generally, the Y-Addressing and X-Addressing circuitry can be implemented using digital decoders. However,
using shift registers for read out control reduces power dissipation and the number of global buses. In addition,
windows of interest can be easily defined using shift-register. As previously mentioned, 2N shift registers are
required to define N different windows. The architecture of shift register, used in the discussed tracking sensor
(see Figure 6) , is based on the conventional simple shift register structure and utilizes low-power D-Flip-Flops
(DFFs), described in details in [31].
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This register allows shifting of the vector of bits right or left — very important function in windows definition. The
power dissipation of the shift register can be reduced by examining the nature of the inputs to the register. When
the register is used for signal readout control, its input vector consists of a single '1' and of (N-1) digital zeros ('0",
assuming an N size register. Thus, in steady state, only one (out of N) DFF has 1" in its output. For the case,
when the register is used for window definition, its input vector consists of K high digital bits and (N-K) low digital
bits, assuming an N size register defines K*K size window. Usually, K<<N, resulting in the same solution for both
cases. Figure 7 shows the DFF, optimized for these kinds of input vectors. This master-slave FF is constructed by
cascading two different transmission gate latches: the first one is the dynamic latch and the second one is
pseudo-static latch. Having only 15 transistors, this circuit is optimized for leakage current reduction for the case
of '0" at the FF output. For this case all possible leakage currents in the circuit (signed by arrows in Figure 7) are
reduced due to connection of two series connected "off" transistors. Note, that for the case of the shift register,
having an input vector with almost all "high" bits, the presented FF can be optimized in a similar way, taking in
account the high digital value in the FF output.
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To check the suitability of the mentioned DFF circuit for the proposed tracking system, it has been designed and
implemented in 0.18um technology to compare the FF design with a set of representative flip-flops, commonly
used for high performance design. In addition, the low leakage shift register is compared to the register, based on
conventional FFs. Simulation results show up-to 10% power reduction in case of 10KHZ operation and up-to 60%
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reduction in case of 5 pixels size window definition at 30Hz frequency. More detailed description of the FF and
SR performances can be found in [31].

4. Discussion

In this section we present the expected performance of the proposed tracking imager and briefly discuss
advantages and limitations of the current architecture. Table 2 summarizes the expected characteristics of the
proposed system. The sensor will be fabricated in a standard 0.18um CMOS technology and will be operated
using 1.8V supply voltage. The pixel size is expected to be 7 x 7um and to achieve fill factor of at least 60%.
At this stage the test chip will include a relatively small array of 64 x 64. The reason for the small array is failure
probability reduction and limited budget. On the other hand, this array size still allows showing the proof of
concept. At the first fabrication phase the system will able to track up to 3 salient targets of interest at 30 frames
per second. In future designs we are working to increase the number of the tracked targets and to improve real
time operation, allowing tracking at up to 100 frames per second. As mentioned, the proposed imager employs
spatial filtering version of the spotlight models of attention, where what falls outside the attentional spotlight is
assumed not to be processed. The drawback of this method is that during the tracking mode the sensor filters all
information outside windows of interest, including potential targets that appear in the FOV during the tracking. In
our future implementations we plan to upgrade the tracking sensor with the spotlight attention model, where the
spotlight serves to concentrate attentional resources to a particular region in space, thus enhancing processing at
that location and almost eliminating processing of the unattended regions (but still checking theses regions). An
additional limitation is that the proposed system does not utilize Correlated Double Sampling (CDS) circuit to
reduce Fixed Pattern Noise (FPN). CDS implementation in such kind of tracker is not trivial and thus it will be
implemented only in the next version of the system to reduce failure probability at this stage. Finally, the system is
expected to achieve very low-power dissipation of less than 2mW. The next generation of this tracking system will
achieve power dissipation of less than 1mW.

Parameter Expected value
Technology 0.18um standard CMOS technology
Array size 64 x 64
Voltage supply 1.8V
Pixel Size 7X7 um
Fill Factor > 60%

No. of tracked targets 3

Real time operation
Sensor read out method
Utilized Attention model
Bad Pixel Elimination
FPN Reduction

Power Dissipation

60 frames/second
Global Shutter
Spatial Filtering
Yes

No

<2mW

Table 2: The expected characteristics of the tracking system.
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5. Conclusions

Implementation of low-power tracking CMOS image sensor based on biological models of attention was
presented. Imager architecture and principle of operation were discussed, as well designs of the most important
circuits, like Winner-Take-All, Looser-Takes-All, COM update and X/Y-Addressing circuits, utilized by the tracking
system were shown. A brief description of the spatial and object-based models of attention was also presented.
The expected system performance was discussed, showing advantages and drawbacks of the proposed sensor.
The presented imager allows tracking of up to N salient targets in the field of view. The imager architecture is
optimized to achieve low-power dissipation both in acquisition and tracking modes of operation. Further research
includes improvement of the current sensor architecture and its realization in an advanced CMOS technology.
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IMAGE SENSORS IN SECURITY AND MEDICAL APPLICATIONS

Evgeny Artyomov, Alexander Fish, Orly Yadid-Pecht

Abstract: This paper briefly reviews CMOS image sensor technology and its utilization in security and medical
applications. The role and future trends of image sensors in each of the applications are discussed. To provide
the reader deeper understanding of the technology aspects the paper concentrates on the selected applications
such as surveillance, biometrics, capsule endoscopy and artificial retina. The reasons for concentrating on these
applications are due to their importance in our daily life and because they present leading-edge applications for
imaging systems research and development. In addition, review of image sensors implementation in these
applications allows the reader to investigate image sensor technology from the technical and from other views
as well.

Keywords: Image sensors, security applications, medical applications, low-power CMOS image sensors.

1. Introduction

Fast development of low-power miniature CMOS image sensors triggers their penetration to various fields of our
daily life. Today we are commonly used to meet them in digital still and video cameras, cellular phones, web and
security cameras, toys, vehicles, factory inspection systems, medical equipment and many other applications
(see Figure 1). The advantages of current state-of-the-art CMOS imagers over conventional CCD sensors are the
possibility in integration of all functions required for timing, exposure control, color processing, image
enhancement, image compression and analog-to-digital (ADC) conversion on the same chip. In addition, CMOS
imagers offer significant advantages in terms of low power, low voltage, flexibility, cost and miniaturization. These
features make them very suitable especially for security and medical applications. This paper presents a review
of image sensors utilization in part of the security and the medical applications.
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Figure 1. Image sensors applications

During the last few years imaging systems for security applications have been significantly revolutionising. Large,
high cost and inefficient cameras mostly used for specific military and government applications have been
replaced with compact, low-cost, low-power smart camera systems, becoming available not only for military and
government, but for wide spreading in civilian applications. In this paper we will concentrate on two major
categories: (a) surveillance systems — usually used for observation, anomaly detection and alarming, employing
one or multiple cameras, (b) biometrics systems — used for access control and person identification. Each of the
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presented categories requires sensors having different specifications: for example, while low-power and
compactness are the most important features for some surveillance systems, robustness and high image quality
are the most important requirement in biometric systems.

Medical applications also benefit from the fast image sensors technology development. Introduction of miniature,
ultra-low power CMOS image sensors have opened new perspectives to minimally-invasive medical devices, like
wireless capsules for gastrointestinal tract observation [32]. Here we will review two very important medical
applications:

(a) artificial retina — used as an artificial replacement or aid to the damaged human vision system,

(b) wirelss capsule endoscopy — used in minimally invasive gastrointestinal tract diagnostics.

The remainder of the paper is organized as follows: Section Il briefly presents CMOS image sensor technology
with reference to "smart" CMOS image sensor architecture. The role of image sensors in security applications is
described in Section Ill. Section IV reviews medical applications employing state-of-the-art CMOS imagers.
Section V concludes the paper.

2. CMOS Image Sensor Technology in a Glance

The continuous advances in CMOS technology for processors and DRAMs have made CMOS sensor arrays a
viable alternative to the popular charge-coupled devices (CCD) sensor technology. Standard CMOS mixed-signal
technology allows the manufacture of monolithically integrated imaging devices: all the functions for timing,
exposure control and ADC can be implemented on one piece of silicon, enabling the production of the so-called
“camera-on-a-chip” [33]. Figure 2 is a diagram of a typical digital camera system, showing the difference between
the building blocks of commonly used CCD cameras and the CMOS camera-on-a-chip [34]. The traditional
imaging pipeline functions—such as color processing, image enhancement and image compression—can also be
integrated into the camera. This enables quick processing and exchanging of images. The unique features of
CMOS digital cameras allow many new applications, including network teleconferencing, videophones, guidance
and navigation, automotive imaging systems, robotic and machine vision and of course, security and bio-medical
image systems.

Figure 2. Block diagram of a typical digital camera system.

Most digital cameras still use CCDs to implement the image sensor. State-of-the-art CCD imagers are based on a
mature technology and present excellent performance and image quality. They are still unsurpassed for high
sensitivity and long exposure time, thanks to extremely low noise, high quantum efficiency and very high fill
factors. Unfortunately, CCDs need specialized clock drivers that must provide clocking signals with relatively
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large amplitudes (up to 10 V) and well-defined shapes. Multiple supply and bias voltages at non-standard values
(up to 15V) are often necessary, resulting in very complex systems.

Figure 3 is a block diagram of a widely used interline transfer CCD image sensor. In such sensors, incident
photons are converted to charge, which is accumulated by the photodetectors during exposure time. In the
subsequent readout time, the accumulated charge is sequentially transferred into the vertical and horizontal
CCDs and then shifted to the chip-level output amplifier. However, the sequential readout of pixel charge limits
the readout speed. Furthermore, CCDs are high-capacitance devices and during readout, all the capacitors are
switched at the same time with high voltages; as a result, CCD image sensors usually consume a great deal of
power. CCDs also cannot easily be integrated with CMOS circuits due to additional fabrication complexity and
increased cost. Because it is very difficult to integrate all camera functions onto a single CCD chip, multiple chips
must be used. A regular digital camera based on CCD image sensors is therefore burdened with high power
consumption, large size and a relatively complex design; consequently, it is not well suited for portable imaging
applications.

photodetector
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light
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Vertical CCD
(analog shift register)
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Horizontal CCD Output
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Figure 3. Block diagram of a typical interline transfer CCD image sensor.

Unlike CCD image sensors, CMOS imagers use digital memory style readout, using row decoders and column
amplifiers. This readout overcomes many of the problems found with CCD image sensors: readout can be very
fast, it can consume very little power, and random access of pixel values is possible so that selective readout of
windows of interest is allowed. The power consumption of the overall system can be reduced because many of
the supporting external electronic components required by a CCD sensor can be fabricated directly inside a
CMOS sensor. Low power consumption helps to reduce the temperature (or the temperature gradient) of both the
sensor and the camera head, leading to improved performance.

An additional advantage of CMOS imagers is that analog signal and digital processing can be integrated onto the
same substrate, allowing fabrication of so called "smart" image sensors. Many "smart" image sensors have
already been demonstrated in the literature. They performed functions of real time object tracking [35]-[42],
motion detection [43]-[44], image compression [45]-[46], widening the dynamic range of the sensor [47]-[51] and
others. These functions are usually performed by digital or nonlinear analog circuits and can be implemented
inside the pixels and in the periphery of the array. Offloading signal processing functions makes more memory
and DSP processing time available for higher-level tasks, such as image segmentation or tasks unrelated to
imaging.
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CMOS pixels can be divided into two main groups, passive pixel sensors (PPS and active pixel sensors (APS).
Each individual pixel of a PPS array has only a photosensing element (usually a photodiode) and a switching
MOSFET transistor. The signal is detected either by an output amplifier implemented in each column or by a
single output for the entire imaging device. These conventional MOS-array sensors operate like an analog
DRAM, offering the advantage of random access to the individual pixels. They suffer from relatively poor noise
performance and reduced sensitivity compared to state-of-the-art CCD sensors. APS arrays are relatively novel
image sensors that have amplifiers implemented in every pixel; this significantly improves the noise parameter.

Figure 4 shows the general architecture of the "smart" CMOS APS based image sensor. The core of this
architecture is a camera-on-a-chip, consisting of a pixel array, a Y-addressing circuitry with a row driver, an X-
addressing circuitry with a column driver, an analog front end (AFE), an analog-to-digital converter (ADC), a
digital timing and control block, a bandgap reference and a clock generator. Optional analog and digital
processing blocks "upgrade" the camera-on-a-chip core to a "smart" imager, and they are used to perform
additional functions, that can vary from design to design, depending on the application and system requirements.
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Figure 4. General architecture of the "smart" CMOS APS based image sensor.

The basic imager operation, depends on the chosen photodetector and pixel types, readout mode, Y-addressing
and X-addressing circuitries, ADC type and of course, the analog and/or digital image processing. A brief
description of the main imager building blocks is presented herein.

A. APS Pixel Array - the imager pixel array consists of N by M active pixels, while the most popular is the basic
photodiode APS pixel, employing a photodiode and a readout circuit of three transistors. Generally, many types of
photodetectors and pixels can be found in the literature. This includes a p-i-n photodiode, photogate and pinned
photodiode based pixels, operating either in rolling shutter or in global shutter (snapshot) readout modes. The
difference between these modes is that in the rolling shutter approach, the start and end of the light collection for
each row is slightly delayed from the previous row, leading to image distortion when there is relative motion



Fourth International Conference |.TECH 2006 29

between the imager and the scene. On the other hand, the global shutter technique uses a memory element
inside each pixel and provides capabilities similar to a mechanical shutter: it allows simultaneous integration of
the entire pixel array and then stops the exposure while the image data is read out. A detailed description of both
rolling shutter and global shutter pixels can be found in [34].

Note, although most of today's "cameras-on-a-chip utilize" very simple pixels, many "smart" imagers employ more
complicated pixels. Some of them perform analog image processing tasks at the pixel level. Very good examples
for these imagers are neuromorphic sensors, where each pixel consists of a photo detector and local circuitry,
performing spatio-temporal computations on the analog brightness signal. Another example is an imager, where
the A/D conversion is performed in the pixel level.

B. Scanning Circuitry — Unlike CCD image sensors, CMOS imagers use digital memory style readout, usually
employing Y-Addressing and X-Addressing to control the readout of output signals through the analog amplifiers
and allow access to the required pixel. The array of pixels is accessed in a row-wise fashion using the Y-
Addressing circuitry. All pixels in the row are read out into column analog readout circuits in parallel and then are
sequentially read out using the X-Addressing circuitry (see Figure 4).

C. Analog Front End (AFE) - all pixels in a selected row are processed simultaneously and sampled onto sample-
and-hold (S/H) circuits at the bottom of their respective rows. Due to this column parallel process, for an array
having M columns, the AFE circuitry usually consists of 2*M S/H circuits, M size analog multiplexer, controlled by
the X-Addressing circuitry, and one or M amplifiers to perform correlated double sampler (CDS). The CDS
improves the signal-to-noise ratio (SNR) by eliminating the fixed pattern noise (FPN). A programmable- (or
variable-) gain amplifier (PGA or VGA) follows the CDS to amplify the signal and better utilize the full dynamic
range of the A/D converter (ADC).The number of amplifiers, required to perform the CDS functionality depends
on the chosen CDS architecture and is equal to 2*N in case the subtraction is done separately for each column.
The choice of an AFE configuration depends on many factors, including: the type of sensor being used, dynamic
range, resolution, speed, noise, and power requirements. The considerations regarding making appropriate AFE
choices for imaging applications can be found in [52].

D. Analog-to-digital conversion (ADC) — ADC is the inherent part of state-of-the-art "smart" image sensors. There
are three general approaches to implementing sensor array ADC:

1. Pixel-level ADC, where every pixel has its own converter [53]-[54]. This approach allows parallel operation of
all ADCs in the APS array, so a very low speed ADC is suitable. Using one ADC per pixel has additional
advantages, such as higher SNR and simpler design.

2. Column-level ADC, where an array of ADCs is placed at the bottom of the APS array and each ADC is
dedicated to one or more columns of the APS array [55]-[56]. All these ADCs are operated in parallel, so a low-to-
medium-speed ADC design can be used, depending on the sensor array size. The disadvantages of this
approach are the necessity of fitting each ADC within the pixel pitch (i.e., the column width) and the possible
problems of mismatch among the converters at different columns.

3. Chip-level ADC, where a single ADC circuit serves the whole APS array [57]-[58]. This method requires a very
high-speed ADC, especially if a very large array is used. The architecture shown in Figure 4, utilizes this
approach for ADC implementation.

E. Bandgap reference and current generators — these building blocks are used to produce on-chip analog voltage
and current references for other building blocks like amplifiers, ADC, digital clock generator and others. It is very
important to design high precision and temperature independent references, especially in high resolution state-of-
the-art image sensors, where the temperature of the die can vary by many tens of degrees.

F. Digital timing and control block, clock generator - aim to control the whole system operation. Their
implementation in the chip level decreases the number of required 1/0O pads and thus reduces system power
dissipation. Synchronized by the generated clock, the digital timing and control block produces the proper
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sequencing of the row address, column address, ADC timing and the synchronization pulses creation for the pixel
data going offchip. In addition, it controls the synchronization between the imager and the analog and digital
processing.

G. Analog and Digital Image Processing — although these blocks are optional, they play a very important role in
today's "smart" image sensors. Conventional vision systems are put at a disadvantage by the separation between
a camera for “seeing” the world, and a computer or DSP for “figuring out” what is seen. In these systems all
information from the camera is transferred to the computer for further processing. The amount of processing
circuitry and wiring necessary to process this information completely in parallel is prohibitive. In all engineered
systems, such computational resources are rarely available and are costly in terms of power, space, and
reliability. Opposite to a conventional camera-on-a-chip, which only captures the image and transfer it for the
further processing, "smart" image sensors reduce the computational cost of the processing stages interfaced to it
by carrying out an extensive amount of computation at the focal plane itself (analog and digital image processing
blocks in Figure 4), and transmitting only the result of this computation (see Figure 5).

_ “Smart”
Control Logic CMOS imager Reduced
Processor/DSP
amount of
data

I

On-chip
image
processing
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Figure 5. An example of an imaging system, employing a "smart" CMOS image sensor with on-chip processing
and processors/DSPs for image processing

Both analog and digital processing can be performed either in the pixel or in the array periphery. There are
advantages and disadvantages for both methods. In-pixel digital image processing is very rare because it
requires pixel-level ADC implementation and results in very poor fill factor and large pixel size. In-pixel analog
image processing is very popular, especially in the field of neuromorphic vision chips. In these chips in-pixel
computations are fully parallel and distributed, since the information is processed according to the locally sensed
signals and data from pixel neighbours. Usually, neuromorphic visual sensors have very low-power dissipations
due to their operation in the subthreshold region, but suffer from low resolution, small fill-factor and very low
image quality. Other applications employing in-pixel analog processing are tracking chips, wide dynamic range
sensors, motion and edge detection chips, compression chips and others. The periphery analog processing
approach assumes that analog processing is performed in the array periphery without penalty on the imager
spatial resolution and it is usually done in a column parallel manner. While this approach has computational
limitations compared to in-pixel analog processing, it allows better image quality. Periphery digital processing is
the most standard and usually simpler. It is performed following the A/D conversion, utilizes standard existing
techniques for digital processing and is usually done on the chip level. The main disadvantage of this approach is
its inefficiency by means of area occupied and power dissipation. Note, all mentioned techniques can be mixed
and applied together on one chip to achieve better results.
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3. Image Sensors in Security Applications

The importance of security applications has significantly increased due to numerous terrorists’ attacks worldwide.
This area also greatly benefits from the achievements in the image sensors field. Today we can meet the
cameras not only in military applications, but also in commercial and civilian applications. They are present in the
shops and on the streets, in the vehicles and on the robots. The applications are numerous and can not be
covered in this short paper. We have decided to concentrate on two important applications that represent a large
fraction of the total security market. These applications are surveillance and biometrics. Both of the applications
are extensively utilized in military, commercial and civilian fields.

3.1 Surveillance

Surveillance systems enable a human operator [59] to remotely monitor activity over large areas. Such systems
are usually equipped with a number of video cameras, communication devices and computer software or some
kind of DSP for real-time video analysis. Such analysis can include scene understanding, attention based
alarming, colour analysis, tracking, motion detection, windows of interest extraction etc. With recent progress in
CMOS image sensor technology and embedded processing, some of the mentioned functions and many others
can be implemented in dedicated hardware, minimizing system cost and power consumption. Of course, such
integration affects system configurability, but not all applications require configurable systems: some of them
benefit from low cost and low power dedicated hardware solutions.

For example, in [60] we have presented an image sensor that can be used for such applications. Due to a specific
scanning approach this sensor can be used efficiently for motion detection, tracking, windowing and digital zoom.
Figure 6 shows the standard approach for sensor data scan - raster and the alternative — Morton or Z scan.
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Figure 6. Two approaches for data scan

The Morton (Z) scan poses a very valuable feature, neighbour pixels that are concentrated in blocks appear at
the output sequentially, one after other. With this scanning approach the image blocks can be easily extracted
and processed with simple on-chip hardware. For example, for constructing video camera with x4 digital zoom,
the blocks of 4x4 pixels need to be extracted and averaged. Similarly, cameras with digital zoom x8 and x16 can
be easily constructed. Figure 7shows measurements from our test chip.

full resolution averaging 2x2 averaging 4x4

Figure 7. Morton scan chip test results
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Another example is a wide dynamic range (WDR) imager. Dynamic range (DR) quantifies the ability of a sensor
to image highlights and shadows. If we define the dynamic range of the sensor as 20log(S/N), where S is the
maximal signal value and N is the sensor noise, the typical image sensors will have a very limited dynamic range,
about 65-75 dB. Wide dynamic range imaging is very important in many surveillance systems. The dynamic
range can be increased in two ways: the first one is noise reduction and thus enabling expansion of the dynamic
range toward darker scenes; the second method is incident light saturation level expansion, thus improving the
dynamic range toward brighter scenes.

Herein we present one of the possible solutions for dynamic range extension in CMOS Active Pixel Sensors
(APS) [2]. As in a traditional CMOS APS, this imager is constructed of a two-dimensional pixel array, with random
pixel access capability and row-by-row readout rolling shutter method. Each pixel contains an optical sensor to
receive light, a reset input and an electrical output representing the illumination received. This imager implements
a simple function for saturation detection, and is able to control the light exposure time on a pixel-by-pixel basis,
resulting in no saturation. The pixel value can then be determined as a floating-point representation. To do so, the
outputs of a selected row are read out through the column-parallel signal chain, and at certain points in time are
also compared with an appropriate threshold value, as shown in Figure 8. If a pixel value exceeds the threshold,
i.e. the pixel is expected to be saturated at the end of the exposure time; the reset is given at that time to that
pixel. The binary information concerning the reset (i.e., if it is applied or not) is saved in a digital storage for later
calculation of the scaling factor. Thus, we can represent the pixel output in the following floating-point

format: M -2 where the mantissa (M) represents the digitized pixel value and the exponent (EXP) represents
the scaling factor. This way a customized, linear, large increase in the dynamic range is achieved.
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Figure 8. Imaging pipeline, image sensor architecture and work principle.

Figure 9 (a) and Figure 9 (b) show a comparison between an image captured by a traditional CMOS imager and
by the autoexposure system described here. In Figure 9 (a), a scene is imaged with a strong light hitting the
object; hence, some of the pixels are saturated. At the bottom of Figure 9 (b), the capability of the autoexposure
sensor for imaging the details of the saturated area in real time may be observed. Since the display device is
limited to eight bits, only the most relevant eight-bit part (i.e., the mantissa) of the thirteen-bit range of each pixel
is displayed here. The exponent value, which is different for different areas, is not displayed.
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Figure 9. (a) Scene observed with a traditional Figure 9. (b) Scene observed with our in-pixel
CMOS APS sensor, autoexposure CMOS APS sensor.

3.2 Biometric personal identification

Biometric personal identification is strongly related to security and it refers to “identifying an individual based on
his or her distinguishing physiological and/or behavioural characteristics (biometric identifiers)” [61]. Figure 10
shows the most frequently used biometric characteristics.

Face
Palm geometry Facial thermogram
Fingerprint : ’ Iris scan
Retinal scan Voice print
Signiture

Figure 10. Biometric characteristics

Almost all biometric characteristics, shown in Figure 10, require some kind of sensing. Usually, conventional
image sensors with external hardware or software image processing are used. The difficulty for on-chip
integration is caused by the complexity of the required image processing algorithms. However, there are some
developments that successfully achieve the required goals by parallel processing utilization.

To give some more detailed examples in the field, we concentrate on fingerprint sensors. Generally these
sensors can be classified by the physical phenomena used for sensing: optical, capacitance, pressure and
temperature. The first two classes are the most popular and both mainly employ CMOS technology.

In Figure 11 various technologies for fingerprint sensing are shown [62]. The most popular approach (see
Figure 11 (a)) is based on optical sensing and light reflection from the finger surface. Also, this type provides high
robustness to finger condition (dry or wet), but the system itself is tend to be bulky and costly. Alternative
solutions that can provide compact and lower cost solutions, are based mostly on solid state sensors where the
finger is directly placed on the sensor. However, in these solutions the sensor size needs to be at least equal to
the size of the finger part used for sensing. Two sensors of this type are shown in Figure 11 (b) and (c). The first
one is based on light transmitted through the finger and then sensed by the image sensor, while the second one
is the non-optical sensor that can be implemented either as pressure, capacitance or temperature sensor. The
fingerprint sensor, known as a “sweep” sensor and shown in Figure 11 (d), can be implemented using either the
optical or other previously mentioned techniques. A “sweep” sensor employs only a few rows of pixels, thus in
order to get a complete fingerprint stamp the finger needs to be moved over the sensing part. Such technology
greatly reduces the cost of the sensor due to reduced sensor area and solves the problem of fingerprint stamp
that needs to be left on the surface in the first two methods.
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Figure 11. Fingerprint sensors
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In all presented methods, the output signal is usually an image and the sensors are composed of pixels that
sense either temperature, pressure, photons or change in capacitance. The overall architectures of these sensors
are similar to the architecture described in section Il and they integrate various image and signal processing
algorithms, implemented the same die. Various research papers have been published in this area and numerous
companies are working on such integration. For example, in [63] the authors implement image enhancement and
robust sensing for various finger conditions. Capacitive sensing CMOS technology is used and data is processed
in a column parallel way. The same technology is used also in [65], but the fingerprint identifier is also integrated
and the data is processed massively in parallel for all pixels.

Despite the fact that fingerprint technology is quite mature, there is much work to be done to reduce power
consumption, to improve technology and image processing algorithms and to achieve better system
miniaturization.

4. Image Sensors in Medical Applications

Almost all medical and near medical areas benefit from image sensors utilization. These sensors are used for
patients’ observation and drug production, inside the dentists offices and during surgeries. In most cases the
sensor itself represents only a small fraction (in size and cost) of the larger system, but its functionality plays a
major role in the whole system. Figure 12 shows examples of medical applications where CMOS image sensors
are used. In this section of the paper we mostly concentrate on applications that push current image sensor
technology to the edge of the possibilities. These applications are wireless capsule endoscopy and retinal
implants. Both of these applications will play an important role in millions of patients’ lives in the near future.
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Figure 12. Image sensors applications in medicine

4.1 Wireless Capsule Endoscopy

Conventional medical instrumentation for gastrointestinal tract observation and surgery uses an endoscope that is
externally penetrated. These systems are well developed and provide a good solution for inter-body observation
and surgery. However, the small intestine (bowel) was almost not reachable using this conventional equipment,
leaving it for observation only through surgery or through an inconvenient and sometimes painful push endoscopy
procedures. Few years ago the sphere was revolutionized by the invention of the wireless image sensor capsule,
which after swallowing, constantly transmits a video signal during its travel inside the body [32]. The capsule
movement is insured by the natural peristalsis. According to Gavriel Iddan [32], the founder of Given Imaging™
[66] that commercializes this technology, “The design of the video capsule was made possible by progress in the
performance of three technologies: complementary metal oxide silicon (CMOS) image sensors, application-
specific integrated circuit (ASIC) devices, and white-light emitting diode (LED) illumination”.

The general architecture of the capsule is shown in the Figure 13. It consists of LEDs, optics, camera, digital
system processing, transmitter or transceiver and a power source. The dashed blocks represent additional future
requirements for such capsules.

All capsule electronic components are required to be low power consumers to enable constant video transmission
for a prolonged time (for about 6-8 hours) and/or high capacity batteries. An alternative solution to in-capsule
batteries [67] is to use an external wireless power source that supplies energy to the capsule through
electromagnetic coils. Such a solution enables to relax power requirements for the capsule electronics. This
solution also provides an advantage in freeing space inside the capsule for other useful functions such as biopsy
or medication. Also, the capsule position can be controlled externally through a strong magnetic field. But the
required strong magnetic field can limit the capsule usage in spite of position control advantages [64].
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Figure 13. The swalable capsule architecture.
In the dashed boxes additional functionality that will be required in the future is shown

Currently the Given Imaging™ capsule developers have reached very encouraging results enabling two capsules:
one intended for the Esophagus part (the upper part) of the gastrointestinal tract and the second for small
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intestine observation. The first kind of the capsule is equipped with two CMOS image sensors and can transmit
the video signal for about 20 minutes with 14 frames per second for each camera. The second one consists of
only one CMOS image sensor and can transmit two frames per second for about eight hours. The company is
developing now a new capsule generation that can transmit four frames per second.

Despite these encouraging results, a lot of work should be done to allow further miniaturization, image processing
and compression algorithms integration, power reduction by various means (system integration, technology
scaling efc.), frame-rate increase, quality improvement and usage of alternative power sources with larger
capacity. The ultimate goal that needs to be achieved is full video frame-rate transmission for about 7-8 hours. To
achieve these goals, a number of additional research groups work worldwide on wireless capsules development:
eStool by Calgary university in Canada [68], MiRO by Intelligent Microsystems Center in Korea [69], EndoPill by
Olympus [70].

4.2 Artificial Retina

Artificial vision is another example of CMOS image sensors implementation in medical applications. Today
millions of people are suffering from full or partial blindness that was caused by various retinal deceases. In the
early eighties it was shown that electrical stimulation of the retinal nerves can simulate visual sensation even in
the patients with fully degraded receptors. Recently, researchers in a number of research institutes have
developed miniature devices that can be implanted into the eye and stimulate the remaining retinal neural cells,
returning partial vision ability for the blind patients. Such implants are called artificial retinas. Usually they are
implanted in the macula area that normally is densely populated by the receptors and enables high-resolution
vision. This break-through was enabled by the progress in electronics, surgical instrumentation, and
biocompatible materials. Currently there are two major approaches for artificial retina development (see
Figure 14).
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Figure 14. Artificial retinas (a) implantable sensor (b) external sensor

The first and the most promising one is the integration of sensing and stimulation elements in the same device
and the second is separation of sensing and stimulation. In the first approach, an artificial retina device is an
autonomous circuitry that does not require external control and the optics that is used for sensing is the natural
optics of the eye composed of the cornea and lens. In the second, all the sensing and processing is performed
outside of the eye and only stimulating elements are implanted during surgery. The data transfer from the sensing
part to the stimulation part is performed through an RF link or through a tiny cable.

Actually there are two groups that have shown very promising results and are now performing clinical trials and
commercialization through companies named Optobionics™ [71] and Second Sight [72]. Both groups already
have a number of patients with such implants.

The device developed by Optobionics™ group does not require any power source, integrates about 5000 sensing
(microphotodiodes) and stimulation (electrodes) elements, features two millimetres in diameter and is implanted
under retina. The basic artificial silicon retina unit is shown in Figure 15 [73]. It is composed of a stimulating
electrode and three PIN photodiodes connected in series to increase the output voltage.
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The second group decided to follow the second approach and separate sensing from stimulation. The camera
with the processor is situated on the patient glasses and the signal is transmitted through a cable to the eye that
has an implanted stimulator. Currently, the implant resolution is not so impressive compared to the first group and
features only 16 electrodes, but the developers plan to increase the resolution in the future models to 60 and
1000 electrodes [74].

5. Conclusions

In this paper we have presented a brief review of CMOS image sensors utilization in security and medical
applications. In these applications image sensors play a major role and usually define the edge of the imaging
technology. Despite the CMOS image sensor technology already exists for more than a decade, it is continuously
developing and penetrating into new fields that were unreachable by its predecessor, CCD technology. Although
many successes have been achieved during the last decade, a lot of work still needs to be done in this area. It
requires extensive collaboration between various fields such as: electrical engineering, materials, computer
science, medicine, psychology, chemistry etc. As to the electrical engineering and sensing fields, the work should
be concentrated in the directions of power consumption reduction, functionality improvement and system
integration. However, like in every multidisciplinary, electrical engineers, developing the electronic devices for
medical purposes, are required to understand all above mentioned fields to successfully implement such devices.
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MULTIMODAL MAN-MACHINE INTERFACE AND VIRTUAL REALITY
FOR ASSISTIVE MEDICAL SYSTEMS
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Abstract: The results of research the intelligence multimodal man-machine interface and virtual reality means for
assistive medical systems including computers and mechatronic systems (robots) are discussed. The gesture
translation for disability peoples, the learning-by-showing technology and virtual operating room with 3D
visualization are presented in this report and were announced at International exhibition "Intelligent and Adaptive
Robots-2005".

Keywords: multimodal man-machine interface, virtual reality, assistive medical systems.

ACM Classification Keywords: |.2. Artificial Intelligence

1. Introduction

The modern medicine is actually required the development of new information technologies and the multimodal
man-machine interface (MMI) for control of medical robots and mechatronic systems, for automation of surgery
with virtual reality means for creating telemedical diagnostic systems, etc.

The NATO-grant Ne PST.CLG 975579 “The man-machine interface for assistive systems in neurosurgery”,
executed in 1999-2000 by partners from the St.-Petersburg Institute for Informatics and Automation of Russian
Academy of Science (SPIIRAS), the State University of Aerospace Instrumentation, University of Karlsruhe
(Germany) and Harvard Medical School (USA) has been directed on development of the man-machine interface,
adaptive robots and multiagent technologies intended for neurosurgery [1]. The results of researches the medical
MMI, robotics and mechatronic systems, including the results submitted in this report, have been presented at the
international exhibition and a symposium “Intelligent and Adaptive Robots - 2005” [2].
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2. Video Capture of Motion for Translating from Sign Language on Natural Language and Back

The development of anthropomorphous robots and their animation are very important for solution of various
problems. Innovative results in this area, based on models and means of virtual reality, may be applied at such
human activities, as medicine, sports, learning, computer and cognitive graphics. For example, in medicine the
motion analysis of person (patient) can be essentially for automatic diagnostics and treatment of orthopedic
diseases.
The researches of human'’s or anthropomorphous robot's motion are very important in the computer graphics for
animation of virtual actors with methods and means of video capture was offered in [3]. Currently these methods
being adapted for solution the problem of translation from a natural language to a sign language and back and for
development of MMI for disable peoples.
The communication for people with restrictions on hearing or speech is taking place in completely different way,
than it is for people without such restrictions. Peoples with such restrictions cannot watch TV, listen to radio
without additional means and communicate by phone, as it done usually by people. So it is necessary to develop
the approach to realization of specialized interfaces, which could be used in any telecommunication devices. The
interfaces being discussed include the input-output informative means and data links.
As for data links, it is widely used a highly developed and reliable Information Telecommunication (IT)
technologies. The advanced input-output informative systems for disability peoples are the novel MMI
technologies.
As for gesture exchange with MMI, it is offered the output of gesture translation to be carried out by means of
animated “Avatar”, the simplified 3D computer model of human. Avatar can reproduce gestures by two ways
[3, 4]:

- Generating gestures from corresponding text expressions in natural language using script sequences

from database;

- Reproducing animation of gestures commands transmitted directly under the data link.
The gesture input means also can work by two following ways:

- Text generating in natural language according to analysis of gestures reproduced by operator;

- Transforming gestures of operator to gesture command sequences of animation for avatar.

3. Man-machine Interface for Aassistive Medical Systems Based on Video Capture of Motions

The important task in the development of robotic systems is a design of the man-machine interface. The new
approach in creation of such interface is based on technologies of video capture of robot's motion and a virtual
reality means [5, 6].
The general structure of man-machine interface and robot control system designed by using means of video
capture and virtual reality technology includes two subsystems, see Fig. 1.
Subsystem 1 (subsystem of interaction with operator) includes the following components:

- System of video capture of operator’s motions,

- Virtual control devices,

- Visualization procedures.
Subsystem 2 (subsystem of interaction with robot) has a various structures depending on application. However it
is necessary to include the following components in this subsystem:

- Means of processing and distribution of robot control signals,

- Means of supervision over a condition of robots.
It is also proposed to develop the following components increasing the control efficiency and reliability of MMI
systems [3, 4]:

- Active multi-channel system of video motion captures;

- Means of visual observation.
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4. The Learning Technology Using Multimodal Man-machine Interface

The intelligence learning technology with showing the natural movements (gestures) of operator [7, 8] is
developed to creating natural and accessible means for people’s communication with technical and information
systems (fig. 2).

Fig.2

The offered learning technology for medical mechatronic systems (robots) is based on the intelligence MMI [9],
which provide the following features for medical applications:

- Simple and correct understanding of gesture and speech commands of doctor or patient [10],

- The intuitive teaching the medical mechatronic system by means of natural operator’s hand movements

(without traditional movement's programming) [8],

- The visualization of real and virtual 3D medical images (X-ray, endoscopic, thermography, etc),

- The doctor’'s automatic workplace (AWP) with 3D viewing of X-ray images in real time mode [13];

- The novel stereo-projective systems for observation X-ray, endoscopic and other medical images;
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- The human interaction with computer's models and real medical equipment by means tactile and force-
torque sensors during diagnostic or planning of medical operation [6, 12],
- The information and telecommunication support of medical equipment control systems using the Virtual
Operating Room (VOR).
The development of the Multimodal Man-machine Interface (MMI) for telemedicine and medical robotics assumes
the creation of highly realistic effect of doctor’s presence in remote environment of patient.

For this purpose virtual models and computer-synthesized 3D-images of virtual objects composed with images of
real environment (Augmented Reality technologies, AR) are used. The basic problems of AR technology
realization is a problem of exact registration of a computer- synthesized image of geometrical model with real
image and a problem of 3D image visualization in a real time mode.

Itis suggested to use the following means to 3D visualization of medical images (fig.3):
- Stereo glasses for observation on the computer monitor;
- Stereo-displays glasses for 3D viewing color images without computer monitor;
- Means of augmenting real medical images by virtual images (AR).

Fig. 3

Tactile-force interaction with virtual medical objects is necessary when it is not only required to observe the
environment, but it is also necessary to perform any actions in it. These manipulations in remote environment will
be more successful, if it will be possible to create realistic and adequate perception of objects in environment
surrounding the patient and medical robot, to give an ability of feeling a virtual object with mass, shape, elastic
and friction features as a real object.

These technologies have partially been developed within the Partner Project 1992p with EOARD (European
Office of Aerospace Research and Development, London, United Kingdom) and based on a long-term experience
of medical system development [14].

The Head Tracking System (HTS) and Hand Tracking System (HTS+) prototypes have been developed for
accurate measurement of human-operator’s head and hands movements. The basic aim of this development is to
create the simple (cost-effective), reliable and steady means for human interaction with telecontrol objects.

For medicine the development of so-called “haptic” interface, intended for tactile and force-torque displaying on
hand of doctor (surgeon) is especially actual. The developed handle with force-torque feedback sensors reflects
the real tactile and force interaction of mechatronic system (robots) instrument with real objects.

The prototype of handle with force-torque sensor for controlling and learning of medical mechatronic systems is
shown on Fig. 4. As an example of medical application of novel force-torque sensor is a prototype of robot-
masseur with exact control of force contact to patient's muscles and a high level safety of robot-masseur
movements near the patient or personnel.
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The offered technologies of 3D visualization, virtual
reality means and learning-by-showing technology are
especially useful for navigation, programming of
movements and control of medical mechatronic
systems [4, 11]. Thus information technologies with
creating a highly realistic effect of presence the doctor
in remote patient's environment are useful for
telemedicine application too.

Using of medical robots in surgery or telemedicine
may be dangerous to patients. Therefore it is
necessary to create virtual models of robot, patient
and operating room for testing, planning and safety
providing of medical operation with usage of
mechatronic systems (medical robots).

5. Virtual Model of Operating Room

Virtual operating room (VOR) should be similar to real one as much as possible, because the doctor's work in
usual conditions would be more effective and productive. Therefore the VOR must be “filled" with familiar medical
tools, equipment and assistive robots in their computer representation.

In this case there is an opportunity of carrying out of trial educational operations not on the real patient body, but
on his virtual model. Carrying out of operation on the virtual “electronic patient” can be considered as a planning
stage of real surgical operation.

The second important problem being solved using
VOR is an increasing professionalism of medical
personnel. The dynamic virtual model of neurosurgical
VOR is presented on fig. 5.

The information on real and virtual operation and
clinical data of patient are united in a uniform picture of
medical operation. It is possible to return to past
operation for comparative analysis and finding-out the
efficiency of different methods of medical operation.
Due to this not only doctors, but also students and
post-graduate students can to training with VOR due
to improve their skill [3-6, 11]. Fig. 5

During the virtual operation the surgeon can to observe the trajectory of medical tool, for example, under brain
tomogram of patient. In a case when the virtual medical tool to reach zone of high risk for virtual patient, the
doctor can request the VOR program to find other variant of virtual tool targeting to necessary point of brain on a
more safety trajectory or to take a conclusion on impossibility of carrying out of operation.

6. Conclusion

The offered information technologies, the multimodal man-machine interface and a virtual reality technique find
more and more wide applications not only in medicine, but also in other areas (service, home assistance,
telecommunications, space, etc.). Thus the intelligence man-machine interface, dynamic models of a virtual
reality and multi-agent technologies will play especially important role [5, 6].
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At the International exhibition «Intelligent and Adaptive Robots — 2005» the authors of this report have been
awarded with 4 Gold Medals and Diplomas «for the development and introduction of innovative technology of
man-machine interaction for telemedicine and medical robotics».

The presented work is executed at partial support of the grant RFBR Ne 05-01-08044_ofi and the grant Ne 17
“Development of Man-Machine Interface and Control Methods for Neurosurgical Robots on the Base of Virtual
Reality Models” of Saint-Petersburg Scientific Center of Russian Academy of Sciences.
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MEDICAL DATA-ADVISORY WEB-RESOURCE “MED-HEALTH”

Anatoly |. Bykh, Elena V. Visotska, Tatjana V. Zhemchuzhkina,
Andrey P. Porvan, Alexander V. Zhuk

Abstract: In this article the medical data-advisory web-resource developed by authors is considered. This
resource allows carrying out information interchange between consumers of medical services and the medical
establishments giving these services, as well as firms-manufacturers of medical equipment and medicaments.
Main sections of this web-site, their purposes and capabilities are considered in this article.

Keywords: web-resource, information interchange, medical establishment, medical equipment, medical advice.

Introduction

Since electronic global networks appeared it is possible to watch the tendency of the Internet-technologies
applications in different fields of human activity. However, application of such technologies in medicine remained
aloof until recently. It is bound with following: not any information can be transferred to a network, and the
transmitted information not always corresponds to the general requirements to the data transfer.

One of the guidelines in modern Internet-technology applications is development of medical data-advisory
resources which allow getting a different medical information, as well as remote advice of the expert in certain
field of medicine. We can refer to these progressive guidelines basic medical sites, different municipal information
portals, specialized sites of the medical services, sites of firms-manufacturers of medical equipment or their trade
representatives, efc.

Urgency of the Problem

Among known web-resources we can mark sites of private clinics “Dr. Alex”, “Firmament”, and specialized sites
“Mednet’, “Doctor-home”, giving the information about departments of these medical establishments, medical
personnel, the lists of services and medical equipment which is available there. However, these sites contain
information concerning only certain medical establishment, and guest of these sites often can’'t get complete
information about necessary question in one place, and this takes expense of time and means. Besides, many
institutions save on information about other medical establishments and their services with aim to reduce costs
for site making. That's why we can’t say about working efficiency of these sites.

In that way, making of the medical data-advisory resource which takes into account all noted above lacks, gives
interest and is actual problem.
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Working up of the Medical Data-advisory Resource

If to consider medical web-resources (sites) as integrated data-advisory system it is necessary to distinguish key
components of this system. It is offered to consider this system as integration of representatives of purposeful
groups. Regarding these groups the medical institution has or can have communicative aims. Traditionally
distinguish external and internal web-resource environments (fig. 1).

External environment

Client-providers / Clientconsumers
/o Y

X K \

Administrative Tregtment—gnd—
diagnostic

Personnel

A
y

== Affiliates

Departments

Medical establishment

Figure 1 - External and internal web-resource environments

In case of medical data-advisory web-resource external environment contains:

— clients-consumers of services, proposed by medical institutions (population, physicians, pharmacologists,
medical establishments of different types);

— clients-providers, giving the information for allocation in web-resource (medical establishments, drugstores,
firms-manufacturers of medical equipment and pharmaceutical preparations, etc.).

The internal environment of medical data-advisory web-resource is essentially information resource, containing
information of the following contents:

— the index of medical establishments; parts selected in structure of these establishments; existing medical
cabinets; medical private offices;

—  the personnel of medical establishment (personal data of treating and advising doctors, attendants, etc.);

—  the medical equipment (diagnostic and therapeutic equipment, which is available there, capabilities of this
equipment, the list of the procedures spent with this equipment; the advertising information of firms-
manufacturers of the medical equipment);

— services given by medical establishments (consultations of doctors, diagnostic and therapeutic procedures,
etc.).

It is possible to allocate three base functions of an offered Web-resource:

1. Information function - realization of information and advertising activity of the Web-resource (giving of the
information about the medical institutions, given services, consultations, the diagnostic and therapeutic
equipment, medical preparations, etc.),
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2. Communicative function - function of information interchange between clients and a resource (this resource
is the information intermediary between consumers of medical services and establishments, which these
services give);

3. Service function - giving of advisory services both in on-line and off-line mode, giving of the information
about capabilities of diagnostics and treatment in different medical institutions, function of electronic
payments and an electronic drugstore.

The site consists of six basic sections: medical establishments, doctors, medical equipment, medical
specialization, drugstores and contacts (fig. 2).

Home page

I
I \ v Y v v L
| Me_d|ca| < Doctors [«—Establishmente Specialization | [Drugstores Contacts
| establishment
| Medical scientific| _ N!m | \

- research o “"--.\ Consultations y
| institutes and other Payment
| services
| - Hospitals = Y /

Query Conditions

| -

| Polvchin o about [ of -
| olyclinics <> \ service reception
| _ <> Departments Echoscopy
| Sanatoriums/ | X-ray
| preventoriums c Tomograph| |
| <> Cabinets < > DiagnOStIC [ etc.
| | Medical centres [* ™

Quartz

| Therapeutic | g .| Laser | |
| Inhaler
: Medical unit |~ i
I
I . .
| ' Dispensaries [%
I

A
\J

Client - server
interaction

Figure 2 - The block diagram of the medical data-advisory web-resource

The section “Medical establishments” comprises the information about all existent medical institutions (medical
scientific research institutes; hospitals; polyclinics; sanatoriums/preventoriums; the medical centers; medical
units; dispensaries. This section contains the information about a type of the establishment, its personnel; the
contact information; the other help information concerning the medical establishment.

The section “Doctors” contains the personal information about doctors, a place of job, their medical
specializations, the experience of job, the achievements, used methods of treatment, the contact information. The
opportunity to find out about consultations and other kinds of the services offered by the doctor, including services
online is given in this section.
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The section “Medical specialization” includes the basic directions of diagnostics and the therapies selected in
activity of medical establishments and doctors (for example, cardiology, surgery, ophthalmology, etc.).

The section “Medical equipment” contains the information about the equipment contained in concrete medical
establishments, with the description of its capabilities and services given with this equipment; the information of
firms-manufacturers about the medical equipment produced by them.

The section “Drugstore” includes all assortments of the goods of medical purpose offered by drugstores, as the
information about an address of the drugstore. The opportunity of orders of the goods through the Internet with
home delivery is given.

The section “Contacts” contains the information for communication with administration of the site at occurrence of
questions or offers.

The created Web-resource is designed as for those who cares of the health and interests in novelties in the field
of medicine and for experts of a medical structure and other visitors. The user of a web-resource who is the
consumer of the services given by medical institutions with the help of the offered web-site can receive if
necessary the information about what medical institutions accessible to this user renders service required to him
(service of diagnostic, therapeutic or advisory type), what conditions of rendering of this service, what type of the
equipment is used there. Due to complete volume of the necessary information, the consumer chooses service
optimally suitable for him on quality and availability. Medical institutions receive an opportunity to illuminate all
spectrums of the services rendered by these establishments for a wide range of consumers of these services.
Besides as on the same site firms-manufacturers of the medical equipment place advertising of their production,
medical institutions get access to the information on the newest medical technologies, that allows to improve
quality of medical services.

Conclusion

The offered medical information resource provides two-way contact between consumers of medical services and
the establishments giving these services, and also manufacturers of the equipment and medical preparations.
Complete resource of this kind is interest for various groups of users, first of all for those who wish to choose
necessary and optimally accessible medical service among great number of the services given by different
medical institutions. Besides this, resource enables medical institutions to give the information about them. Firms-
manufacturers of the medical equipment and of the pharmacological preparations also receive an opportunity to
acquaint the broad audience of consumers and experts with produced production that enables medical
institutions to have the information on the newest medical technologies.
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OPEN SOURCE INFORMATION TECHNOLOGIES APPROACH FOR MODDELING OF
ANKLE-FOOT ORTHOSIS

Slavyana Milusheva, Stefan Karastanev, Yuli Toshev

Abstract: Computer modeling is a perspective method for optimal design of prosthesis and orthoses. The study
is oriented to develop modular ankle foot orthosis (MAFO) to assist the very frequently observed gait
abnormalities relating the human ankle-foot complex using CAD modeling. The main goal is to assist the ankle-
foot flexors and extensors during the gait cycle (stance and swing) using torsion spring.

Utilizing 3D modeling and animating open source Software (Blender 3D), it is possible to generate artificially
different kind of normal and abnormal gaits and investigate and adjust the assistive modular spring driven ankle
foot orthosis.

Keywords: biomechanics; 3D computer modeling, ankle-foot orthosis

ACM Classification Keywords: I.3.7 Three-Dimensional Graphics and Realism, 1.6.5 Model Development

Introduction

Open source software refers to computer software available with its source code and under an open source
license. Such a license permits anyone to study, change, and improve the software, and to distribute the
unmodified or modified software. It is the most prominent example of open source development. This software
gives an outstanding flexibility in terms of extensibility and modularity.

The study is based of 3D modeling technology provided by one of the most advanced open source software —
Blender. Blender is a free 3D modeler program. It is used for modeling and rendering three-dimensional graphics
and animations. Blender is available for several operating systems, including FreeBSD, IRIX, GNU/Linux,
Microsoft Windows, Mac OS X, Solaris, SkyOS, and MorphOS. In addition, Blender's recent burst of new features
in the last few versions has actually brought it close in feature set comparison to high-end 3D software such as
3D Studio Max and Maya. Among these features and user interface ideas are, for example, complex fluid and
cloth effects, a comprehensive and well-thought out hotkey program, which rivals that of most higher end
applications, and a wide range of easily accessible and creatable extensions using Python scripting. Regardless
of lack of natively implemented CAD functionality there are a lot of possibilities for development of Python based
helper scripts for precise engineer modeling.

Ankle-foot orthosis (AFO) is commonly used to help subjects with weakness of ankle dorsiflexor muscles due to
peripheral or central nervous system disorders. Both these disorders are due to the weakness of the tibialis
anterior muscle which results in lack of dorsiflexion assist moment. The deformity and muscle weakness of one
joint in the lower extremity influences the stability of the adjacent joints, thereby requiring compensatory
adaptation.

During level plane ambulation the ankle should be close to a neutral position (right angle) each time the foot
strikes the floor. Insufficient dorsiflexion may be the result of hyperactive plantarflexors that produce very high
plantarflexion moment at the ankle, or weakness of the dorsiflexion muscles. This affects the ability of the ankle to
dorsiflex. As result the patient make a forefoot contact instead of normal “heel-strike”. If there is a weak push-off,
the stride length reduces, and the gait velocity decreases. Similarly, during the gait swing phase, the ankle is
dorsiflexed to allow the foot to clear the ground while the extremity is advanced. Hyperactive or weak dorsiflexors
may result in insufficient dorsiflexion, which must be compensated by alterations in the gait patterns so that the
toes do not drag. This insufficient dorsiflexion during the gait swing phase is termed as “foot-drop”. In addition to
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the toes dragging, the foot may become abnormally supinated, which may result in an ankle sprain or fracture,
when the weight is applied to the limb. Foot-drop is commonly observed in subjects after a stroke or personal
nerve injury.

There are several possible treatments for foot-drop - medicinal, orthotic, or surgical. It is to note that the most
common is the orthotic treatment. Orthotic devices are intended to support the ankle, to correct deformities, and
to prevent further occurrences. A key goal of orthotic treatment is to assist the patient achieving normal gait
patterns.

Different orthoses are used to enhance the ankle-foot position and mobility. The most common types are
hingeless and hinge orthoses. Using springs, the hinge orthoses could assist ankle flexion/extension during gait,
i.e. they are pseudo-active orthotic devices. The standard ankle foot orthoses (AFO) is a rigid polypropylene
structure which prevents any ankle motion.

Methods

The study is oriented to develop modular ankle foot orthosis (MAFO) with two units (shank brace and foot brace)
connected with lateral and medial adjustable hinged joints.

Gait analysis

Gait analysis is useful in objective documentation of walking ability as well as identifying the underlying causes for
walking abnormalities in patients with cerebral palsy, stroke, head injury and other neuromuscular problems. The
results of gait analysis are useful in determining the best course of treatment in these patients.

Normal gait

The gait cycle begins when one foot contacts the ground and ends when that foot contacts the ground again.
Thus, each cycle begins at initial contact with a stance phase and proceeds through a swing phase until the cycle
ends with the limb's next initial contact. Stance phase accounts for approximately 60 percent, and swing phase
for approximately 40 percent, of a single gait cycle.

Each gait cycle includes two periods when both feet are on the ground. The first period of double limb support
begins at initial contact, and lasts for the first 10 to 12 percent of the cycle. The second period of double limb
support occurs in the final 10 to 12 percent of stance phase. As the stance limb prepares to leave the ground, the
opposite limb contacts the ground and accepts the body's weight. The two periods of double limb support account
for 20 to 24 percent of the gait cycle's total duration.

Stance phase of gait is divided into four periods: loading response, midstance, terminal stance, and preswing.
Swing phase is divided into three periods: initial swing, midswing, and terminal swing. The beginning and and
ending of each period are defined by specific events.

Each subphase is accompanied by a change in position, ground reaction force, and/or internal muscular forces.
Gait cycle analysis in this sense is essentially a sagittal plane function.

The ankle is plantarflexed 10 degrees at heelstrike, with further plantorflexion dampened by the ankle
dorsiflexors, aiding with shock absorption. At midstance, ground reaction tends to dorsiflex the ankle which is held
rigid by the plantarflexors, controlling forward thrust of the tibia. Ground reaction continues to push the ankle
toward dorsiflexion in terminal stance, resisted by the plantarflexors. The ankle passively dorsiflexes as it is
unloaded in preswing.

Ankle joint motion (sagittal plane):
- between initial heel contact and foot flat ankle undergoes ~3-4° plantar flexion (first 6% of stride);

- after foot flat ankle dorsiflexes until a little beyond 40% of stride (as hip moves over ankle), reaching maximum
of 8-10°;
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- ankle plantar flexes for remainder of stance phase until after push-off (reaches maximum plantar flexion of 16-
19° just after toe-off);

- after push-off ankle rapidly dorsiflexes during early swing for toe clearance;

- ankle dorsiflexion slows or stops during mid-swing but may continue to dorsiflex slightly in late swing until just
prior to heel contact when plantarflexion begins.

Symanetrical gaic

Normal

Asymmetrical gait

J\_/\_,

Abnormal
Fig.1.Gait analysis

Abnormal gait
Pathological gait describes altered gait patterns that have been affected by deformity (usually in the form of
contractures), muscle weakness, impaired motor control. Any alteration affecting one or more motion or timing
pattern can create a pathological gait pattern.
Deviations to normal gait patterns can be observed during both swing and stance phases and requires systematic
evaluation for assessment of functional compensations and/or neuromuscular-skeletal factors. Functional
compensations are voluntary posturings that attempt to substitute for specific motor weaknesses and joint
instabilities. It is important to identify functional compensations from imposed mechanisms for appropriate orthotic
design and therapeutic considerations.
Gait analysis can be used to evaluate more objectively the dynamic basis for an observed gait deviation in the
patient requiring a lower limb orthosis. It also can be a valuable tool in objectively assessing the impact of
different orthotic interventions.

Ankle-foot orthosis
A standard polypropylene AFQO is a rigid polypropylene structure which prevents any ankle motion.

Different orthoses are used to enhance the ankle-foot position and mobility. The most common types are
hingeless and hinge orthoses. Using springs, the hinge orthoses could assist ankle flexion/extension during gait,
i.e. they are pseudo-active orthotic devices.

Which are to assist the quite popular gait abnormalities inherent to a spring-controlled human ankle-foot complex.

Previous studies have shown the DACS (dorsiflexion assist controlled by spring) AFO to have the following
desirable characteristics: 1) the magnitude of the dorsiflexion assist moment and the initial ankle angle of the
AFO can be changed easily, and 2) no plantarflexion assist moment is generated.

Torsion springs

Torsion springs (Fig.2) can store and release angular energy or statically hold a mechanism in place by deflecting
the legs about the body centerline axis. They offer resistance to twist or rotationally applied force.
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Fig.2. Torsion springs
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Fig. 3.Linear characteristic of the spring

Figure 3. shows the linear characteristic of the torsion spring

Mspring = -Ki linear spring

where Msping i the spring torque, k is the spring constant and [ is the angular displacement from its rest angle

Dynamic equilibrium at joints

For normal leg, the dynamic equilibrium at each joint can be expressed as:

Mi=Mg+Ms+Md+Ma

where M, My, Ms, My and M, represent the torque due to moment of inertia of the rotating segment, gravity, joint
stiffness, joint viscosity and muscle activation respectively. As there will be no muscle activity during the period

considered, M, becomes zero.

Results

Using the advanced open source 3D modeler
(Blender3D) with outstanding user script
capabilities (by Python script language
extensions), different 3D computer solid models
of MAFO were developed (Fig.4, Fig.5, Fig.6
and Fig.7). The main idea was to design two
personalized AFO parts - lower (foot) and upper
(calf), using 3D human model (artificially
generated by specialized Blender3d script).

On the base of the obtained 3D surfaces two
personalized AFO parts were designed and
different variants of elastic elements (torsion
spring) connecting the two parts of the orthosis.

Fig.4. Dump screen of Blender3D during modeling process

A modular ankle-foot orthosis (MAFO) with one degree-of-freedom (dorsiflexion-plantarflexion motion) has been
developed. The flexion/extension is controlled by springs. Dorsiflexion correction is achieved via the compression

force of springs within the assistive device.

The big advantage of the 3D model is the possibility for further dynamics and kinematics development in field of
more precise simulation of the real orthosis behavior. This could be achieved by combination of build-in physics
engine of Blender3D, which covers both rigid and soft body simulation and user developed scripts.
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Fig.6. 3D computer solid model of MAFO in

Fig.5. 3D computer solid model of MAFO ~ State of tension includes two parts: lower Fig.7. 3D model of the human ankle-foot

normal state part (foot) and upper part (calf) with two segment with a model of orthoses.
torsion spring (lateral and medial).

Discussion

The magnitude of the MAFO dorsiflexion assist moment and the initial ankle angle can be modified by variation of
the spring parameters (spring constant, spring rest angle). Regardless the simplicity of MAFO, the results in
improvement of plantarflexion during swing phase are similar to the results obtain using commercial AFOs. The
proposed modular ankle-foot orthosis is currently under additional mechanical durability tests. Continuous
plantarflexion was applied to MAFO to check the durability of each part. At present, more than two million
repetitions of plantar flexion have been applied and no serious problems have arisen. The results of the durability
test will be use to improve the design of MAFO. Our MAFO can be used by the patients daily, and is also useful
for gait training, since various characteristics can be easily modified. Moderately large dorsiflexion assist moment
and small dorsiflexion initial ankle angle facilitates the increase of knee extension muscle forces, thus preventing
forward foot slap during the initial stance phase.
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APPLICATION OF THE ARTIFICIAL INTELLIGENCE ALGORITHMS FOR SYSTEM
ANALYSIS OF MULTI DIMENSION PHYSIOLOGICAL DATA FOR DEVELOPING
POLYPARAMETRIC INFORMATION SYSTEM OF PUBLIC HEALTH DIAGNOSTICS

Nina Dmitrieva, Oleg Glazachev

Abstract. The polyparametric intelligence information system for diagnostics human functional state in medicine
and public health is developed. The essence of the system consists in polyparametric describing of human
functional state with the unified set of physiological parameters and using the polyparametric cognitive model
developed as the tool for a system analysis of multi dimension data and diagnostics of a human functional state.
The model is developed on the basis of general principles geometry and symmetry by algorithms of artificial
intelligence systems. The architecture of the system is represented. The model allows analyzing traditional signs
- absolute values of electrophysiological parameters and new signs generated by the model - relationships of
ounces. The classification of physiological multidimensional data is made with a transformer of the model. The
results are presented to a physician in a form of visual graph — a pattern individual functional state. This graph
allows performing clinical syndrome analysis. A level of human functional state is defined in the case of the
developed standard (“ideal’) functional state. The complete formalization of results makes it possible to
accumulate physiological data and to analyze them by mathematics methods.

Keywords: information medical systems, system analysis of multi metric data and electrophysiological
processes, diagnostics of adaptation processes, application of artificial intelligence algorithms.

Introduction

One of problems of the contemporary preventive medicine is the development of an informational system of
health diagnostics, which could be able to conduct a system analysis of multi dimension data, while could be
comparable with existing clinical functional diagnostics and corresponding to the modern requirements [Hummel
et al. 2000]. The experience obtained by us through the use of the visualized patterns and graphic modeling of
functional states of an organism under activity of physiological substances [Dmitrieva et al. 1982] created the
basis for development of the polyparametric method for evaluation of a human functional state in terms of the
pattern recognition theory [Dmitrieva et al. 1989]. Patient data are presented in graphical formats as visual
patterns, which permit to interpret these data in clinical-physiological terms. According to the recommendations of
the Word Health Organization we have conducted the comparative research of a health state of students by
polyparametric and clinical physiological methods [Dmitrieva, Glazachev, 2000]. These results demonstrated
advantages and disadvantages of polyparametric method and lead us to development of new model on the basis
of an artificial intelligence algorithms to improve one [Pospelov,1992; Zenkin, 1991].

Case-Based Reasoning

The gist of the polyparametric method for diagnostics of a human functional state consists in polygraphic
recording (0.5 minutes) and data processing of objective physiological characteristics (electrocardiogram,
electromiogram, electrovasogram and others), parameterization of analog signals, polymetric description of a
functional state with the unified set of the time - amplitude matrix, using artificial intelligence algorithms and
graphical modeling and methods of pattern recognition for an analysis of multi dimension data on line mode.
Necessity and sufficiency of the set of parameters for a description of functional state have been grounded
earlier. The novelty of the new variant of the polyparametric method contains in the original polyparametric
cognitive model presenting the intelligence image system as the tool for the system analysis of multi dimension
data.
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The Intelligence Image System.

Absolute values of the unified set of
physiological parameters mentioned above are
represented as vectors in the system of polar
coordinate (Fig.1). Each parameter has its own
scale determined by modal level (middle circle).
The contour limited with external and internal
circumferences (maximal and minimal values of
the parameters without pathognomonic signs) is
the intelligence transformer performing analysis
and classification of every parameter and whole
shape, for example nosologic diagnosis. The
active part of the intelligence transformer
provides relationships of parameters as
additional new signs generating new knowledge
about a subject.

The changes of sympathetic or parasympathetic
regulation are reflected in a displacement of a
pattern (dotted circumference on fig.1) to the left
and to the right correspondingly.
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Fig.1. Artificial intelligence image model for analysis of
physiological sings.

(Vectors X1 — X2 are physiological parameters;
the method of construction is described in the text).

Documert

Parameters  Coefficients
AR:|7E4 k1 7.34
F:[130 k2|53
Q7:/330 k3 |-03s

aRs:[E1 k4 638

b 74 k5 |=.08
Ce| 28 k6 ||-356
Ci| 36 k7 |-81s
Pe:| 70
Fe 114
43|0.021994 [RRpd 7 7
#2:0.014999[pop (22
A1:0.045000 [g7.1 [958
F8.100000 [gRs | 2.7
Pz 105 |01
T:|2%1 Ced [345
F:|863 Cik |257

Alpha:| 30 PdPC|283

vi[224
Ps-ipl] 16,0
k| 280 L3 |64
PC|3630  |[azk 6.4

Lass A1PC|-06

Retemeierzz _ Coefficients
RR:|243 k1 -2.68
PO:[147 k2 322
Q7355 k3 |-2360

ORS:| 55 ks |715

(4L ks |18

Ce:[28 ke [-049

Ci:| 36 %3 015
Pd: 78

Ps|119
A3 0019934 [RR-PC]1.7
AZ|0.ME3% [pop (217
AT 0.048500 [QT.T |-£4.4

k8 ORS-F{-47.5

P59 P |04

T2 ey |29

R483 gk {320

Alpha:| 73 PdFC|723

Wi 186 Psdip 15

K234 |fasy 127
PC3823  |Jazk |1770

cLass 4 JEIERRI 06 1

ECG 2

Documert

ECG 2

Fig.2. Patterns of different functional states. (1- satisfactory functional state, 2 — strained functional state,
3 - overstrained functional state, 4 — stress. Description of structure is in text)
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The model of “ideal functional state” is characterized by the invariant relationships of all parameters (fig.2, left
top). This model and patterns of individual functional states are constructed on the basis of the general
intelligence model.

The results of the polyparametric examination are presented to physician in tabular form and as a pattern of
functional state. On fig.2 there are 4 protocols of polyparametric examination patients with different functional
sate: the first column is the list of physiological parameters and theirs values (in physical dimensions), the second
column represents the relationships of parameters giving as the values of deviation (percent) from the invariant,
visual graph (the pattern) of individual functional state to perform clinical analysis of multiple data in interactive
mode.

The polyparametric method allows evaluating level of a functional state in on-line mode during 3-5 minutes.

The main characteristic of satisfactory state class is relationships of parameters closed to invariant: deviation is
less than 5-7% whereas the absolute values of parameters can be in wide range between maximal and minimal
rings. Thus the pattern of satisfactory functional state has a round form or similar to it. The deeper the adaptation
syndrome the greater the misbalance of parameters is become. The pattern state assumes an irregular form of a
different kind (Fig.2). It means that parameter relationships of the vital physiological functions are supplementary
diagnostics signs of changes of human functional states. This is the new knowledge about information
connections of physiological functions.

The state patterns are classified on decision rules in the PC programs and graded into four classes according to
the main stages of adaptation processes development The results of the polyparametric examination according to
the classes of functional state were controlled by criteriony? (by program “S-Plus 2000 professional”) and
discriminative analysis (table 1).

Table1. Differences between functional classes by criterion y? (by program “S-Plus 2000 professional’)

Classes 4-1 4-2 4-3 3-1 3-2 2-1
Criteria 113.6 82.5 33.95 44.86 26.35 97.2
Mean 0.001 0.001 0.0034 0.001 0.034 0.009

Thus, with 2 criterions the main stages of adaptation process have objective differences between classes of
functional states.

The discriminative analysis of the polyparametric data has confirmed their subdivision into 4 prescribed classes of
functional states with satisfactory differences (under 9%).

As using parameters allow characterizing the autonomic regulation, the patterns of functional states can be
considered as syndrome of autonomic status [Veyn, 1998]. For a definition of autonomic regulation every time
parameter in the pattern marked with light color and amplitude parameters are darkened. This gives possibility for
a physician to definite autonomic status ease and quickly [Dmitrieva, 1999].

Special investigations were found out significant individual differences of the patterns. The results of statistical
analysis (mean values, mode, standard deviation and coefficient of variation) of polyparametric data
demonstrated highly variable of some parameters for different people. It means the number of combinations of
the changed signs can be high. The research of individual variations revealed that they can be satisfactorily
systematized into major classes of states in respect of the standard model.

In support of that the polyparametric data were analyzed with the cluster method by the strategy of Word. On the
Fig.3 the results of cluster analysis of polyparametric documents (on left) and statistic refined data (on right) are
represented.
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Fig3. Cluster analysis of documents of polyparametric examinations of students
(axis X —individual documents, axis Y —cluster ranges).

There were singled out three main and four added clusters. The interpretation of clusters was performed by the
visual analysis of individual documents. It was found out that same people examined in different time formed
same clusters. Thus there were demonstrated that some syndromes are stable because of their patterns are
fluctuated close to errors of a measure of parameters (+ 7-8 %). Thus the reproducibility of derived parameters
and their relationships has been confirmed. It was shown that a high formalization of the obtained results of the
polyparametric examination makes to do systematization and mathematical analysis of multidimensional
physiological data.

The patterns of typical adaptation syndromes were selected for using in the information support of physician
decisions in diagnostics of a person adaptation syndrome [Seley H. 1976]. These patterns were fixed in phase 2
(Fig.4) to use them as the conceptual models of different adaptation syndromes for comparative analysis of
newcomer patterns. The gist of this procedure is “data mining”. The scheme of DATA MINING of polyparametric
technology is represented on fig.4.

Pattern presented Pattern standards Procedural analysis Decisions
Phase 1 Phase 2 Phase 3 Phase 4

Fig.4. The scheme of polyparametric technology of diagnostics of multitude human functional states.

The phase 3 of the technology is intended for a predictable decision by using the known rules of procedure “if S
then A” [Newell, Simon, 1972]. It is easy to see changes of any pattern and to interpret a dynamic of a functional
state using these rules working with the model.

But the obtained results do not allow making a definite conclusion about exact role of concrete signs in the
forming of pattern.
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The polyparametric method and technology are open for further development and improvement based on the
bank-accumulated data of polyparametric examinations and evaluations of a functional state under therapeutics
and correction mode.

Application of the polyparametric method in condition of the comparative analysis of the results of examination of
students with the clinical methods was conducted. The findings demonstrated that 44% of students during their
term are in a state of overstrain and 40% in adaptation failure according to the classification of stages of
adaptation development processes. Thus the comparative analysis showed the good correlation and
correspondence.

Conclusion

The information intelligence image polyparametric system represents the instrument to analyze multidimensional
data, performing knowledge engineering and data mining. It allows very quickly define level of a human functional
state relatively to the developed standard of functional state. The image of functional state is very easy for
interpretation. Complete formalization of the polyparametric results makes it possible to accumulate data and
analyze them by math methods. This tool allows determining and evaluating relationships of electrophysiological
parameters, which became a new diagnostics signs. The conceptual model of standard (“ideal”) functional state
was formed. This model allows to circumvent the indefinite notions of “norm” and “ordinary man” and work out the
technique for measurement of various deviations from the "ideal functional state” as changes of the functional
state.

Today the first experimental model of computer polyparametric system is installed in the Moscow State
University, where the health of students has been examined for some years. The polyparametric method is open
for further development of the preclinical diagnostics of functional disorders on the “training-with-a teacher” basis.
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ON LOGICAL CORRECTION OF NEURAL NETWORK ALGORITHMS
FOR PATTERN RECOGNITION

L.A. Aslanyan, L.F. Mingo, J.B. Castellanos, V.V. Ryazanov,
F.B. Chelnokov, A.A. Dokukin

Abstract: The paper is devoted to the description of hybrid pattern recognition method developed by research
groups from Russia, Armenia and Spain. The method is based upon algebraic correction over the set of
conventional neural networks. Output matrices of neural networks are processed according to the potentiality
principle which allows increasing of recognition reliability.

Keywords: Pattern recognition, forecasting, neural networks, algebraic correction.

Mathematical recognition theory has long history and the variety of its reality modeling methods is quite wide.
Every research group has its own traditions and usually works in specific area of mathematics. There are two
basic approaches which are commonly said to be different. They are functional and algorithmic ones. For
example, neural networks approximate output function but their parameters has no appropriate interpretation.
Algorithmic models as for example algorithms of estimates calculating provide interpretable parameters though
may have high calculation difficulty. Integration of scientific schools and small groups of “particular specialists” in
the framework of joint projects provide possibiliies for revealing potentials of different methods and their
combinations. Developing of one such integrated approach is connected to the execution of series of INTAS
projects by research groups from Russia, Spain, Armenia and some other countries.

Algebraic theory of pattern recognition based upon discrete analysis and algebra [1] is the basic approach which
has been being used for 35 years in the Computing Centre of RAS under the direction of academician
Yu.l. Zhuravlev. Research activities of the Institute for Informatics and Automation Problems of NAS Armenia lie
in the same area of discrete recognition models. Their specific is the use of optimization structures of discrete
isoperimetric tasks, discrete topology and hierarchical class searching [2]. Neural network models especially ones
with polynomial output and linear activation functions [3] are the main area of interest of the Spanish group. In
particular, they research temporal signal delays in recognition tasks. Good results have been achieved in
forecasting of stock exchange and similar problems.

Some hybrid methods and applications for pattern recognition have been developed by these groups in the
framework of INTAS projects 96-952, 00-367, 00-636 and 03-55-1969. One of them is based on assembling of
neural networks and logical correction schemes. The main cause of this research was the idea of creating such
pattern recognition and forecasting application which requires minimal human intervention or no intervention at
all. It should be possible for the operator with no specific knowledge in mathematics to use that software. Such
NNLC (Neural Networks with Logical Correction) application has been developed in the framework of INTAS
projects 03-56-182 inno and 03-55-1969 YSF. Now we are proud to say that it has justified our expectations in a
great extent. The method has shown high and stable results in many practical tasks.
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Further we shall describe general training and recognition scheme for the I-classes task. The notation from [1] will
be used. Let the training sample be S, S,,...,S,, and the testing one S",,S",,...,S" :

Smlﬁl,SmHﬂ,...,Sml ekK,.,i=12,..,l,my=1,m =m,

S' S"eKi,izl,Z,...,l,qO:I,q,:q.

o128y S,
For simplicity sake let us also suppose the task is solved without denials.
Finally, let us have N neural networks 4, (S) = (@] (S), @] (S)....,a] (S)) trained for this task. It will give us
the following matrix of recognition results:

A4.(S')=(a/(S"),a(S") )i (")), &/ (S',) € {01}, =1,2,...,01,j =1.2,.., Nt =12,....q.
Algorithm of recognition by the group of neural networks will be designed according to the principle of potential

correction [4]. New object will be assigned to the class of maximum estimation which is calculated according to
the following formula:

49
I(S)= _ D DS, i =12,...,0 .

j Qj_1 1=q;,+1
The variable @, (S",,5) is called the potential between S', u S and is calculated as follows:

L |{e/($)za/(S',).j=12..N.}|/N 26,

N, (S,,5) = {0

, otherwise.
b)®,(S',,S) = {the number of correct inequalities -/ (S) > a/ (S',), j=12,...,N}.

A-type potential we will call monotonous, b-type one will be called weekly monotonous with monotony parameter
o, 0<o<l1.

Thus, training phase consists of training of N neural networks (with no denials) and consequent calculation of

binary matrix Hal.f (S') v New object S is classified by calculating its binary matrix Ha{ (S)Hl . and its
XNxgq X

estimates for each class according to either a-type or b-type potential. As we have already mentioned software
realization of the method has been made by means of NNLC application. By the grant system of INTAS
organization the NNLC application has been qualified as innovation software.

Acknowledgements

The authors are glad to acknowledge support of the following organizations for execution of the described
research: INTAS (projects 03-56-182 inno, 04-77-7076, 03-55-1969 YSF), RFBR (projects 05-07-90333, 06-01-
00492, 05-01-00332). The work has been also supported by the program N 14 of RAS Presidium’s.

Bibliography

[1] Zhuravlev Yu.l., On algebraic approach for pattern recognition or classification // Cybernetics problems (Problemy
kibernetiki), Nauka, Moscow, 1978, N33, pp. 5-68. (In Russian).

[2] Aslanyan L., Zhuravlev Yu., Logic Separation Principle, Computer Science & Information Technologies Conference //
Yerevan, 2001, pp. 151-156.

[3] Luis Mingo, Levon Aslanyan, Juan Castellanos, Miguel Diaz and Vladimir Riazanov // Fourier Neural Networks: An
Approach with Sinusoidal Activation Functions. International Journal Information Theories and Applications. Vol. 11.
ISSN: 1310-0513. 2004. Pp. 52-53.

[4] Zuev Yu.A., Method for increasing of classification reliability based upon monotony principle in case of multiple classifiers
I/ Journal of Calculating mathematics and Mathematical Physics, 1981, T.21, N1, pp. 157-167.



Fourth International Conference |.TECH 2006 61

Authors’ Information

L.A. Aslanyan - Institute for Informatics and Automation Problems, NAS Armenia; P.Sevak St. 1, Yerevan-14,
Armenia; e-mail: lasl@sci.am

L.F. Mingo - Dpto. Organizacion y Estructura de la Informacién, Escuela Universitaria de Informatica,
Universidad Politécnica de Madrid; Crta. de Valencia km. 7 - 28031 Madrid, Spain; e-mail: [fmingo@eui.upm.es

J.B. Castellanos — Dpto. Inteligencia Artificial, Facultad de Informatica, Universidad Politécnica de Madrid;
Boadilla del Monte — 28660 Madrid, Spain; e-mail: jcastellanos@fi.upm.es

V.V. Ryazanov — Department of Mathematical Pattern Recognition and Methods of Combinatorial Analysis,
Computing Centre of the Russian Academy of Sciences; 40 Vavilova St., Moscow GSP-1, 119991, Russian

Federation; e-mail: rvwvccas@mail.ru

F.B. Chelnokov - Department of Mathematical Pattern Recognition and Methods of Combinatorial Analysis,
Computing Centre of the Russian Academy of Sciences; 40 Vavilova St., Moscow GSP-1, 119991, Russian

Federation; e-mail: fchel@mail.ru

A.A. Dokukin — Department of Mathematical Pattern Recognition and Methods of Combinatorial Analysis,
Computing Centre of the Russian Academy of Sciences; 40 Vavilova St., Moscow GSP-1, 119991, Russian

Federation; e-mail: dalex@ccas.ru

LOGIC BASED PATTERN RECOGNITION - ONTOLOGY CONTENT (1) !

Levon Aslanyan, Juan Castellanos

Abstract: Pattern recognition (classification) algorithmic models and related structures were considered and
discussed since 70s: — one, which is formally related to the similarity treatment and so - to the discrete
isoperimetric property, and the second, - logic based and introduced in terms of Reduced Disjunctive Normal
Forms of Boolean Functions. A series of properties of structures appearing in Logical Models are listed and
interpreted. This brings new knowledge on formalisms and ontology when a logic based hypothesis is the model
base for Pattern Recognition (classification).

1. Introduction

Pattern Recognition is in reasonable formalization (ontology) of informal relations between objects
visible/measurable properties and of object classification by an automatic or a learnable procedure. Among the
means of formalization (hypotheses) - metric and logic based ones are the content of series of articles started by
the current one. The stage of pattern recognition algorithmic design in 70s dealt with algorithmic models — which
are huge parametric structures, combined with diverse optimization tools. Algorithmic Models cover and integrate
wide groups of existing algorithms, integrating their definitions, and multiplying their resolution power. Well known
example of this kind is algorithmic model of estimation of analogies (AEA) given by Yu. |. Zhuravlev [1]. This
model is based indirectly on compactness hypothesis, which is theoretically related to the well known discrete

' The research is supported partly by INTAS: 04-77-7173 project, http://www.intas.be
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isoperimetric problem (3). The optimization problem of isoperimetry is a separate theoretical issue and its pattern
recognition implementations are linked alternatively to the general ideas of potential functions [4]. We present the
logical separation (LSA) algorithmic model, as it is described below, to be one of the generalizations of
algorithmic model of estimation of analogies. For AEA models a number of useful combinatorial formulas
(algorithms) to calculate the analogy measure of objects and of objects and classes were proven [2]. These are
the basic values for the decision making rules in AEA. In these models large number of parameters appears,
being consecutively approximated using the appropriate optimization procedures. For this reason, a special
control set besides the learning set is considered having the same formal structure as the learning set.
Considering classification correctness conditions for the set of given objects by the decision procedure we get a
system of restrictions/inequalities, which may not be consistent. In the simplest case a system of linear
inequalities appear and then we receive a problem of approximating the maximal consistent subsystem of this
basic requirements system. In terms of Boolean functions this is equivalent to the well known optimization
problem of determining of one of the maximal upper zeros of a Monotone Boolean function when it is given by
an operator.

LSA is based on implementation of additional logical treatments on learning set elements, and above the AEA
specific metric considerations. Some formalization of additional properties on classification in this case is related
to the terms of Boolean functions and especially - to the reduced disjunctive normal forms of them. Let us
consider a set of logical variables (properties) x,,x,,...,x, and let we have two types/classes for classification:
K, and K,.LetfeK,,and y € K,, and « is an unknown object in the sense of classification. We say, that
y is separated by the information of g for o if @ y < @ o, where @ is summation by mod 2 operation.
After this assumption we get, that the reduced disjunctive normal forms of two complementary partially defined
Boolean functions describe the structure of information enlargement of the learning set. This construction is
extending the model of estimation of analogies. It was shown that the logical separators divide the object sets into
three subsets, where only one of them needs the treatment by AEA. This set is large enough for almost all weakly
defined Boolean functions, but for the functions with the property of compactness it is small. Let, for
0<ky<k <n F,, , isthe setofall Boolean functions consisting of pair of 4, and n —k, spheres centered

at 0 and 1 respectively as the sets of zeros and ones of the function. On the remainder part of vertices of n-
cube the assignment/evaluation of the functions are arbitrary. This functions satisfy the compactness

assumptions, and their quantity is not less than 242" for an appropriate £(n)— 0 with n — 0. For these

functions, also, it is enough leamning set, consisting of any n2"*( "N or more arbitrary points for recovering the
full classification by means of logical separators procedure. This is an example of postulations considered. The
given one is relating the metric and logic structures and suppositions, although separately oriented postulations
are listed as. The follow up articles will describe the mixed hierarchy of recognition metric-logic interpretable
hypotheses, which helps to allocate classification algorithms to the application problems.

2. Logic Based Model

Solving the main problem of pattern recognition or classification assumes that indirect or informal information or
data on classification K,,K,,...,K, is given. Often this information is in form of appropriate conditions in an
analogy to the compactness hypothesis, which in the very common shapes assumes, that given a metric in the
space of all objects M and that closer values of classification predicate K corresponds to the pairs of "near"
objects of M . We assume that objects of M are coded - characterized by the collections of values of »
properties x,,x,,...,x, . Then each object is identified with the corresponding point of the » -dimensional
characteristic space. So under the compactness of classes we assume the geometrical compactness of sets of
points in the characteristic space, which corresponds to the elements of classes K,,K,,....K, and the
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consecutive adjustments of this property can be given in the following descriptive form: closer neighborhoods of
class elements belong to the same class; the distance increase from a class element increases the class change
probability; for elements pairs of different classes there exist simple paths in three parts - classes and a limited
transition area in the middle.

Above we already considered the general formalization models of hypothesis by metrics and by logic. More
formalizations move to more restricted sets of allowable classifications and in this regard it is extremely important
to determine the level of formalisms applied. During the practical classification problem arrangements it is to
check the satisfaction level of the application problem to the metric and/or logic hypothesis. Resolution is

/
conditioned by the properties of the given learning set UM,. . On the other hand there are more different
i=1
conditions and methods of classification, which are very far in similarity to the model of compactness. These
structures require and use other formalisms, providing the solution tools to the wide amounts of practical of
pattern recognition problems. Such are the classes of algorithms of estimation of analogies, test's algorithms [2]
potential function methods [4], etc.

Note that the arbitrary pattern recognition class problems can be reduced to the others, with the satisfaction of
compactness type hypothesis. However this doesn't mean that the compactness hypothesis is universal because
the pattern recognition problem's solution for the given space or creation of appropriate transformations to the
other problems are the equivalent problems.

Now let us formulate the condition F,, which will formalize the additional to the compactness hypothesis
properties of classes. We'll consider the case of two classes (/=2) intending the formalism simplifications.
Particularly, in case of completing of partially defined predicate P, we will base on condition F;. We'll apply a

correspondence of considered object properties and the set of binary variables x,,x,,...,x, , and the same time
between the partial predicate P - and it's characteristic function f(x,,x,,...,x, ), and will solve the modeled
problem of determining (completing) of the target Boolean function F .

Let @ =(¢,,a,,...a, )eM.

Consider the determination (completion) of function f* in & . Take the arbitrary 7, 7 € M, . If there exists such
apoint B, BeM,, that 7 ® f<7 @& (so the S is different of 7 on a subset of the set of properties,
where are different & and 7 ), then we conclude that /3 logically separates & from 7, and the information,
that f(7 )=1 doesn't affect on the determination of the value of the function 7" in the point & by 1. In the
opposite case we'll call & allowable in respect to the point 7 and to the set M, and decide, that information
f (7 )=1 influence on the determination of & by one, and the real measure of that is given by the value of the
object similarity measures.

Consider the following classes of points of the #--dimensional unit cube:

N{ --the set of all @ e M, which are allowable for the set M, and not allowable for M, ,
N/ --the setofall & € M, which are allowable for the set M, and not allowable for M, ,
N/ -the setofall @ e M, which are not allowable for the sets M, and M,

N/ -the setofall & € M, which are allowable for both the M, and M, .
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[3] pointed out the general relation of condition |, with the notion of the reduced disjunctive normal form of
Boolean functions. To see this relation let us consider the functions / and its negation f , and let R 7 R
correspondingly are the reduced forms for these functions. Denote by:

M --the collection of all points & for which (% , ), =0, (R;)z =1,

M --the collection of all points & for which (R, ), =1, (R; )z =0,

~

M ~the collection of all points & for which (% , ), =0, (R;)z=0,

M --the collection of all points & for which (R, ); =1, (R ); =1,
Proposition1. N/ =M/,i=0.1.2.3.

Proposition 2. If M, UM, =0, then M/ is empty, in opposite case M7 =M .

It is simply to prove this and some of the consecutive propositions and by this reason we omit the complete
proofs and give the main idea of that. So, to prove proposition 2 consider an arbitrary point & eM . If
M, UM, =0, then let us take the distance of & to the set M, UM, (which equals the minimal possible

distance of & from any of the points of M, UM, #0 ), which is in some point ﬁeMO UM, . Suppose,
without loss of generality, that 3 e M, . Then the interval (binary subcube) E(«, B ), constructed on base of

points & and ﬁ does not contain points from the set M, . From here, on base of definition of reduced
disjunctive normal form implies, that the point & € M is allowable in respect to the set M.

Proposition 3. If £, is an appropriate completion of function f*, constructed on base of condition F;, then
VaeM{(fy(@)=0)andVB eM{ (f,(B)=1).

Proposition 4. M, c M/ and M, c M/ .

As a consequence from these two propositions we get, that the arbitrary completion of function 7, which is
made on base of condition F, , constructs the function, allowable in respect of f . In terms of pattern
recognition problems this means that arbitrary methods of recognition, which are based on the condition F,,
couldn't be "false" on the elements of the learning set M, W M, . Write out the minimal completions of the
function f*, constructed on base of the condition Fj :

0, if(xl,xz,...,xn)eMg

Si(x,%5,.,x, )= 1 if (x,%y,...,x, ) eM/
is not determined if (x,,x,,...,x, ) e M\(M{ UM/ )=M{

So we get some "enlargement” for the basic function f . There arose a question -- might f; be the new starting
point (learning set, function) for the completion on base of condition F;,, and how close we can approach by this
steps the final goal?

The answer gives the
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Proposition 5. If f,,, is completion of partial function f;, constructed on base of condition £, i=12,..., then
fisfik=12,..

Let us now analyze the conditions, related to the successful continuation on base of F, of a partial Boolean
function (that is the case of the solvable problems). Let f - is a partially defined Boolean function and
@, ¢,,....¢, - all that functions of class P,(n) which might appear as a continuation of function f°,
constructed by the given assumptions. Then we are interested in conditions, when extension f, is allowable in
respect to each of functions ¢,,¢,.....@, .

Consider the function f;,, defined in the following way:

0, if 9,(x,,%,,...,x,)=0,i=12,..,7
Jo(X1,%5,..,x, )= 1, if 9,(x,,%,,..,x,)=1i=12,..7
is not defined in other cases

Denote by M, ( f,) and M,( 1, )sets of all n--cube vertices, where function f; achieves values 0 and 1
respectively. Then our requirement can be formulated as the following: M({ cM,(f,) and M{ cM(f,).
Here M{ =M | (M} UM/ ) and M{ oM \|(M,( f, )JUM,( f,)) so that this partial continuation doesn't
violate the continuality of starting function to the each of functions ¢,,¢,,....@,. . It is to mention that the
conditions M-Of cM,(f,) and le < M, ( f, ) are not convenient, which is related to the applied information

on the final goal (the functions ¢,,¢,,...,@. ). Supposing the case of continuation for needs of pattern recognition
problems let us show that practically useful conditions of the given type might be formulated.

Consider the structural behavior, when n—>c and suppose a parameter & — 0 given as. Suppose
fo € P,(n) (note, that the results below are true in more general cases and in more general forms). Here are

some preliminary results.

1. Consider the concept H, ( f, ) introduced by Glagolev [7]. H, ( f,) equals the number of vertices
aeE", where fy(a)=1, and which are covered by (involved in) maximal intervals of function f;, of
sizes not exceeding & . It was proven [7] that for almost all functions f, € P,(n) H, (f,)=0(2")
when n—> o and k <k, =loglogn—1.

2. We'll say, [5] that the cube vertices prick the intervals including these vertexes. The set A of vertices of
n-dimensional unit cube is a pricking set for the set B, -all of the & -size intervals, if each & -subcube is
pricked at least by one of the vertices of 4. Denote by K(n,k ) the minimal number of vertices, forming
a pricking set for k -subcubes. By [5] 2" < K(n,k )< (n+1)2"* . We will use the upper bound by this
formulae but in our case k <k, =loglogn—1 and a better estimation is possible as follows [4] (an
extended survey on pricking is included in [6]). Let us denote by A,(a ) the set of all of n-cube vertices,
which lay in respect to the given vertex & on layers with numbers z,z=i(modk+1) ,
i=01,..k k<n. Let EX-is an arbitrary k -subcube of an n-cube. Points of subcube E* are placed

exactly inthe k& +1 consecutive layers of E” in respect to it's arbitrary vertex & . Itis correct to post the
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Proposition 6. Each of the sets 4,(a ), e E",i=0,,....k are pricking for the set B, -all of the & -subcubes
of n-cube,and 2" * <K(nk)<2"/k+1.

Proposition 7. F, implemented in continuation of almost all functions f;, € P,(n) yields the accuracy, tending
to 1 as n — oo, if for the initial function f holds the conditon M, UM, o 4,(a ) atleastforany i,i=12,...

and vertices @ € E" , where A4;(c ) is constructed fora & < [loglogn] —1.

Note, that the proposiition 7 postulation is constructive, and it implies to the "sufficient" learning set, consisted no
more that from 2" /log log n points (which is o(2" )) as n — « . However, basically, in the pattern recognition

problems it is impossible to obtain the learning set arbitrarily. Often it is formed as a random collection of any
fixed size of the main collection of the studying objects.

Conclusion

Logic Separation is an element of pattern recognition hypotheses and formalisms. Structures appear in this
relation based and introduced in terms of Reduced Disjunctive Normal Forms of Boolean Functions. An initial set
of properties of these structures were introduced in propositions 1-7.
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DNA SIMULATION OF GENETIC ALGORITHMS: FITNETSS COMPUTATION!

Maria Calvino, Nuria Gomez, Luis F. Mingo

Abstract: In this paper a computational mode is presented base on DNA molecules. This model incorporates the
theoretical simulation of the principal operations in genetic algorithms. It defines the way of coding of individuals,
crossing and the introduction of the individuals so created into the population. It resolves satisfactorily the
problems of fitness coding. It shows also the model projection for the resolution of TSP. This is the basic step that
will allow the resolution of larger examples of search problems beyond the scope of exact exponentially sized
DNA algorithms like the proposed by Adleman [Adleman, 1994] and Lipton [Lipton, 1995].

Keywords: Genetic Algorithms, Fitness Function, DNA Computing, Evolutionary Computing.

Introduction

Deoxyribonucleic acid (DNA) is the chemical inside the nucleus of all cells that carries the genetic instructions for
making living organisms. A DNA molecule consists of two strands that wrap around each other to resemble a
twisted ladder. The sides are made of sugar and phosphate molecules. The ‘rungs” are made of nitrogen-
containing chemicals called bases. Each strand is composed of one sugar molecule, one phosphate molecule,
and a base. Four different bases are present in DNA - adenine (A), thymine (T), cytosine (C), and guanine (G).
The particular order of the bases arranged along the sugar - phosphate backbone is called the DNA sequence;
the sequence specifies the exact genetic instructions required to create a particular organism with its own unique
traits. Each strand of the DNA molecule is held together at its base by a weak bond. The four bases pair in a set
manner; Adenine (A) pairs with thymine (T), while cytosine (C) pairs with guanine (G). These pairs of bases are
known as Base Pairs (bp).

DNA and RNA computing is a new computational paradigm that harnesses biological molecules to solve
computational problems. Research in this area began with an experiment by Leonard Adleman [Adleman, 1994]
in 1994 using the tools of molecular biology to solve a hard computational problem. Adleman’s experiment
solved a simple instance of the Travelling Salesman Problem (TSP) by manipulating DNA. This marked the first
solution of a mathematical problem with the tools of biology.

Computing with DNA generated a tremendous amount of excitement by offering a brand new paradigm for
performing and viewing computations. The main idea is the encoding of data in DNA strands and the use of tools
from molecular biology to execute computational operations. Besides the novelty of this approach, molecular
computing has the potential to outperform electronic computers. For example, DNA computers may use a billion
times less energy than electronic computers, while storing data in a trillion times less space. Moreover, computing
with DNA is highly parallel: in principle there could be billions upon trillions of DNA or RNA molecules undergoing
chemical reactions, that is, performing computations, simultaneously. Some advantages of DNA are that it is both
self-complementary, allowing single strands to seek and find their own opposite sequences, and can easily be
copied. Also, molecular biologists have already established a toolbox of DNA manipulations, including restriction
enzyme cutting, ligation, sequencing, amplification, and fluorescent labelling, giving DNA a head start in the arena
of non-silicon computing.

' This work has been partially supported by Spanish Project TIC2003-9319-c03-03 “Neural Networks and
Networks of Evolutionary Processors”.
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Despite the complexity of this technology, the idea behind DNA computing springs from a simple analogy
between the following two processes, one biological and one mathematical: the complex structure of a living
organism ultimately derives from applying sets of simple instructed operations (such as copying, marking, joining,
inserting, deleting, etc.) to information in a DNA sequence, and computation is the result of combining very simple
basic arithmetic and logical operations.

The fact that the definition of gene implies the concept of a unit of minimum relative information as far as a
functional unit and that it corresponds to the structural unit of basic molecular DNA and by association can be
considered as the basic unit of mutation and of heredity, has taken it directly to trying to simulate genetic
algorithms using DNA.

Overview of Genetic Algorithms

Genetic Algorithms are adaptive heuristic search algorithm premised on the evolutionary ideas of natural
selection and genetic. The basic concept of GA is designed to simulate processes in natural system necessary
for evolution, specifically those that follow the principles first laid down by Charles Darwin of survival of the fittest.
As such they represent an intelligent exploitation of a random search within a defined search space to solve a
problem.

First pioneered by John Holland in the 60s [Holland, 1975], Genetic Algorithms has been widely studied,
experimented and applied in many fields in engineering worlds. Not only does GAs provide an alternative method
to solving problem, it consistently outperforms other traditional methods in most of the problems link. Many of the
real world problems involved finding optimal parameters, which might prove difficult for traditional methods but
ideal for GAs.

GAs are based on an analogy with the genetic structure and behaviour of chromosomes within a population of
individuals using the following foundations:

¢ Individuals in a population compete for resources and mates.

e Those individuals most successful in each 'competition' will produce more offspring than those individuals that
perform poorly.

o Genes from ‘good' individuals propagate throughout the population so that two good parents will sometimes
produce offspring that are better than either parent.

Thus each successive generation will become more suited to their environment. After an initial population is
randomly generated, the algorithm evolves the through three operators: selection which equates to survival of the
fittest; crossover which represents mating between individuals; mutation which introduces random modifications.

Selection Operator: gives preference to better individuals, allowing them to pass on their genes to the next
generation. The goodness of each individual depends on its fitness. Fitness may be determined by an objective
function or by a subjective judgement.

Crossover Operator: prime distinguished factor of GA from other optimization techniques. Two individuals are
chosen from the population using the selection operator. A crossover site along the bit strings is randomly
chosen. The values of the two strings are exchanged up to this point. If S1=000000 and s2=111111 and the
crossover point is 2 then S1'=110000 and s2'=001111. The two new offspring created from this mating are put
into the next generation of the population. By recombining portions of good individuals, this process is likely to
create even better individuals.

Mutation Operator: with some low probability, a portion of the new individuals will have some of their bits flipped.
Its purpose is to maintain diversity within the population and inhibit premature convergence. Mutation alone
induces a random walk through the search space. Mutation and selection (without crossover) create parallel,
noise-tolerant, hill-climbing algorithms.
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One of the basic arguments of the theory of evolution is that individuals that show similarities are related. Based
on this principle, Holland observed that certain groups of individuals with particular similarities in some positions
in their chains had good common properties whilst others were worse. Abstracting this idea Holland defines the
concept of scheme (H) in one binarian coding with chains of length £, thus;

H=hpi...hoe{0,1,% o H={su...s0/hj#* >s;=h;}

In other words, one scheme represents a certain subgroup of the population in which the individuals differentiate
themselves at most in the position of the asterisks.
For example, the scheme H =10 x 01> correspond with the chain group

{100010, 100011, 101010, 101011} At the same time any group of chains defines a scheme, suffise to consider
the J-th Coordinate.

mi: {0,1}"' >{0,1}
S¢-1...S0 |~>SJ

And to define the scheme H thus;

‘ 0ifmj(H)={0}

hj= ) 1 ifm(H)={1}

L *ifm(H)={0,1}

In fact, the group of chains that can be generated by crossing the elements of the group C is exactly H. For
example if C={001011, 011111} then each chain of H=0* 1 * 11 can be generated by crossing the elements of
C, even 011011 y 001111, that were not initially in C.

Obviously in some schemes their elements show more likeness between themselves than in others. To quantify
this idea there are two concepts; The order of a scheme which is the number of fixed alleles in the scheme and
the length of definition which is the distance between the first and the last of the fixed alleles. For example if H =
00 **1*, then o(H) = 3y d(H) = 4.

In essence, Holland’s scheme theorem affirms that the algorithm drives the search for the optimum through
certain subgroups of the population. In other words, explores the space of search through those areas that on
average are more adequate.

Given that during the reproduction a chromosome is selected with a probability proportional to fitness

f(s)

2 f(s),

se P(t)

where P(t) denotes the population t-th. Then if we start from a population of N elements the spected number of
representatives of H in the following iteration is

E((H,t+1))=n(H,t). N. _f(H.t)
f(s),
seP(t)

where E denotes the operator hope, n(H, t) is the number of chains in the scheme
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In the generation t-th and
2seH f(s)

n(H,t)
is the average value of the scheme in that generation. If we now consider the action of the operators of crossing
and mutation the previous equation is transformed in:

f(Ht) =

f(H,t)
E(n(H, t+1))=n(H,1t). — [1=a(H)]
f
where:
YseH f(s)

f =
N

Represents the average fitness of the population and a(H) depends of the structure of H and the probabilities of
crossing and mutation, pc y pm, but not of t, Because:
a(H) =pc &LH). (1-pm)
£-1

o(H)

This expression, ignoring the terms of grade = 2 in Newton’s binomial, and because pm _ 0.01, turns into the final
formula of the fundamental Theorem of genetic algorithms (or Theorem of schemes):

f(H1t) d(H)

[1-pe —-o(H) pm]
-1

E(m(H t+1))=n(H,1t).

Thus, we have that if H is a scheme with a fitness level greater tan the average of the population it is hoped to
increase the number of chains with the structure of H in the following generation as long as a(alpha) is small. In
other words, the principle of this theorem’s can be interpreted saying that “short schemes of lower order with
greater fitness than the average increase the number of representatives in the successive generations” This type
of schemes that seem to play an important role in the way that GAs act, are known as building blocks.

It seems then tha by juxtaposing solid blocks of small size, increasingly better individuals could be built. This
leads us to think that functions that can be defined utilising short schemes of lower order and high suitabilty would
be easy to optimise for the Gas [Mitchell, 1994]

This affirmation, known as the hypothesis of the building blocks [Holland, 2000] seems very reasonable. In fact,
GAs have been designed for various applications are empirical evidence that for different types of problems such
hypothesis is correct.

DNA Simulation of Genetic Algorithms

The construction of a genetic algorithm for the resolution of an optimisation problem requires the definition of the
genetic architecture. In this sense the election the manner of coding of the individuals represents an important
point to obtain the correct solution.

The said coding must be done in a way that each chain allows the storage of information corresponding to an
individual of a genetic algorithm. [Gonzélez, 2002] Later on the bits will be represented independently of the
position that they are in. [Lipton, 1995]

Given that the genetic composition of an individual constitutes a multyfactorial variable, the definition of the
individual within a population will be dependent of the problem to be dealt with, that is, an individual has
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a genome that must comply with a number of prerequisites subordinate to the problem, to be considered suitable
within that population.

The process of representation of the genes as a minimum unit of information requires the analysing of the
problem in question with the purpose of stipulating the number of bits assigned to the mentioned gene.
A gene will be represented as a whole of three fields; the percentage of Timine of the gene will be proportional to
the fitness that represents the central field:

ENC(X)  FITNESSxy  ENC(Y)

With the purpose of mapping such fields for later processing the recombining DNA will bring a linker between
fields in a way that can be recognised by restriction endonucleases. [Bonen, 1996]

Given that PCR will be used for the amplification of the DNA, each individual will carry at the same time, at both
ends of the chain a sequence that will hybridise with a specific primer in the annealing phase (hybridization).

The fitness must be embedded in the coding of the individuals and given its definition will be determined by the
content in G+C which implies that the fitness of an individual will be directly related with the fusion temperature
and hence would be identifiable by spectophotometry (Axso) and separable by electrophoresis techniques (DGDE)
[Macek 1997].
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It is possible then to detect the perfect candidate by means of DGDE as it would be the one the possible
candidates to present the greater number of GC pairs and therefore has the greater electrophotometric mobility.

The identification of the individuals of the population requires the tailing of the recombinant with a specific field
that identifies the individual in a unique manner, the coding of this field will be done by means of the following

function:
CODE: N — {G, C} *

Where N is the totallity of the natural numbers. It will receive a number corresponding to an individual within a
population and returns a sequence of nucleotides.

The identification of the individuals in the mating zone requires again the inclusion of a field (Nm) which will be
determined again by the function CODE.

The generation of the initial population has as an objective obtaining an aleatory population with a number of
individulas equal to the size of the population. The complexity of the sinthesis of the sequence will be directly
related to the number of genes used for the representation of the individuals within the genetic algorithm.

Basically it consists of a recombinant by means of a union of compatible fragments digested with restriction
endonucleases.

The final format would look as follows:
PCR-primer  Np REp XY REO XY RE1T ... REN-1 XY REp Np -1 PCR-primer
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The selection of individuals will be done by means of specific probes of the problem in question and the isolation
of the individuals will be achieved by means of electrophoretic techniques (DGDE).

After selection, the individual will be introduced in the mating zone. For this he must be modified adding a specific
field of such zone. In the event that a crossing of individuals is required, it is done in a temporal test tube
containing the pair of individuals.

The mutation will be induced on each of the individual's results of the crossings operation in the genes in which
the mutation frequency surpasses others obtained at ramdom and consists in the substitution of a gene by its
complement in bases.

Later ill adapted individuals from the mating zone will be eliminated and will be substituted by the created
recombinants. To determine the finalisation of the algorithm in each iteration the average of population adaptation
is calculated. Once the convergence of the population is reached the best individual will be analysed by means of
radioactive marking (o etching) techniques.

Fitness Computation on TSP Problem

The TSP is interesting not only from a theoretical point of view, many practical applications can be modelled as a
travelling salesman problem or as variants of it, for example, pen movement of a plotter, drilling of printed circuit
boards (PCB), real-world routing of school buses, airlines, delivery trucks and postal carriers. Researchers have
tracked TSPs to study biomolecular pathways, to route a computer networks' parallel processing, to advance
cryptography, to determine the order of thousands of exposures needed in X-ray crystallography and to
determine routes searching for forest fires (which is a multiple-salesman problem partitioned into single TSPs).
Therefore, there is a tremendous need for algorithms.

In the last two decades an enormous progress has been made with respect to solving travelling salesman
problems to optimality which, of course, is the ultimate goal of every researcher. One of landmarks in the search
for optimal solutions is a 3038-city problem. This progress is only party due to the increasing hardware power of
computers. Above all, it was made possible by the development of mathematical theory and of efficient
algorithms.

There are strong relations between the constraints of the problem, the representation adopted and the genetic
operators that can be used with it. The goal of travelling Salesman Problem is to devise a travel plan (a tour)
which minimises the total distance travelled. TSP is NP-hard (NP stands for non-deterministic polynomial time) - it
is generally believed cannot be solved (exactly) in time polynomial.

TSP Solution using a DNA Genetic Algorithms Simulation. Fitness Computation.

Applying the previous protocol to the TSP of four cities in which the total size of the population is 256 (N) and the
number of arches 6 (M) the individuals will be coded with an amount T inversily proportional to the length of the
arches. The resulting sequence is shown in fig 1:

arch Distance Number of nucleotides Fitness Nucleotides of G

AB 1 40 1 40
BC 1 40 1 40
CD 4 40 4 10
BD 3 40 3 13
AD 2 40 2 20
AC 6 40 6 6

Figure 1.- Results of TSP simulation
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The final format would look like this:

PCR-primer Np REp XY REO XY RE1T ... REN-1 XY REp Np -1 PCR-primer

where XY € { AB, BC, CD, AC,BD }

The selection criteria of the individuals in this case involves the encoding for an existing way to do this the
strands of selection join two vertex of the graph neither initial nor final.

To be discarded are those individuals that do not start in the original city, those that do not finish in the final city
as well as those that are found in repeated cities.

Selected are those structures which in the stretch O to N are covered by the strands of selection.
The format for the introduction of individuals in the mating zone is the following:

PCR-primer Np Nm REp XY REO XY RE1 ... REn-1 XY REp Np-1 PCR-primer

where XY ¢ {AB, BC, CD, AC,BD}

We proceed then to the crossing mutation and evaluation of the degree of adaptation of the individuals prior to
their introduction to the population and the process is repeated until the convergence of the population obtaining
in each iteration the degree of adaptation

Conclusion

The generation of this work has produced a new approach to the simulation of genetic algorithms with DNA. The
problem of fitness evaluation in a parallel form has been resolved satisfactorally. This does not imply that the
definition would be independent of the problem at hand even though there are rules that facilitate such definitions
and that can be solved by means of genetic algorithms.

In a GA simulated with DNA the concept fitness field disappears.
The coding of the individuals is closely related with the characteristics of electrophoretic migration.

The fitness of the individual is embedded in his coding and any attempt to add such field represents a grave error.
The addition of such field would mean a personalisation of the individual thus preventing a massive and
anonymous parallelism.
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ESTIMATING THE VOLUME FOR AREA FOREST INVENTORY WITH GROWING
RADIAL BASIS NEURAL NETWORKS

Angel Castellanos, Ana Martinez Blanco, Valentin Palencia

Abstract: This paper proposes a new method in order to compute clusters and centers for classification and
approximation of wood volume using a set of data that can be easily obtained such as: height, radius, surface,
surfaces used in cubical proofs and in the forest inventory built process. The proposed model, using radial basis
function Neural Networks, achieves a rapid convergence dealing these tasks. This method is compared to other
methods getting better results concerning the fewer training patterns; it also classifies the trees under a valid
cluster set. Some figures are shown in order to better explain the learning procedure and results of this clustering
process

Keywords: Neural Networks, Radial Basis Functions, Clustering, Forest Inventory.

Introduction

Generally, to estimate wood volumes some standard formulas such as Huber's and others have been used.
Because of simplicity and practicality the Huber's formula is frequently used to volume estimation. A new
approach was developed to predict volume when there are a few data and when different species of trees are
combined and it is necessary to obtain the volume of wood, using radial basis function Neural Networks.

The research community has developed several different neural network models, such as backpropagation, radial
basis function, growing cell structures [Fritzke 1994] and self-organizing feature maps [Kohonen 1989]. A
common characteristic of the aforementioned models is that they distinguish between learning and a performance
phase. Neural networks with radial basis functions have proven to be an excellent tool in approximation with few
patterns. Most relevant research in theory, design and applications of radial basis function neural networks is due
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to Moody and Darken [Moody and Darken, 1989], Renals [Renals, 1989] and to Poggio and Girossi [Poggio and
Girosi, 1990].

Radial basis function (RBF) neural networks provide a powerful alternative to multilayer perceptron (MLP) neural
networks to approximate or to classify a pattern set. RBFs differ from MLPs in that the overall input-output map is
constructed from local contributions of Gaussian axons, require fewer training samples and train faster than MLP.
The most widely used method to estimate centers and widths consist on using an unsupervised technique called
the k-nearest neighbour rule (see figure 1). The centers of the clusters give the centers of the RBFs and the
distance between the clusters provides the width of the Gaussians. Computation of the centers, used in the
kernels function of the RBF neural network, is being the main focus to study in order to achieve more efficient
algorithms in the learning process of the pattern set. The choice of adequate centers implies a high performance,
concerning the learning times, convergence and generalization.

Figure 1.- Radial Basis Function Neural Network.

Problem Description

Volume parameter is one of the most important parameters in forest research when dealing with some forest
inventories [Schreuder, H.T., Gregoire, T.G. and Word, G.B. 1993]. Usually, some trees are periodically cut in
order to obtain such parameters using cubical proofs for each tree and for a given environment. This way, a
repository is constructed to be able to compute the volume of wood for a given area and for a given tree specie in
different environments. Stem volume is function of a tree’s height, basal area, shape, etc. It is one of the most
difficult parameters to measure, because an error in the measure or assumptions for any one of the above factors
will propagate to the volume estimate. Volume is often measured for specific purposes, and interpretation of the
volume estimate will depend on the units of measurement standards of use, and others specifications.
Calculations of merchantable volume may also be based on true cubic volume. Direct and indirect methods for
estimating volume are available [Hamilton, F. and Brack, C.L. 1999].

The method to estimate volumes used in forest are the tree volume tables or tree volume equations. Huber's
volume equations are a very common equation used to estimating volume:

2
V= h;{ij V denotes volume, h denotes length, d denotes diameter.
Another form of previous equation is:

2
V= nh;z(ij n = factor for the merchantable volume

Here, we proposed a study of the potential wood forest amount, that is, the maximum amount of wood that can be
obtained. All data are taken from an inventory of the M-1019 area at “Elenco” in Madrid (Spain), at “Atazar”
village. Most of the trees belongs to the Pinus Pinaster family and a small amount to the Pinus Sylvestris family.
All this area is focused on the wood production. The area is divided into two different sub areas with a surface of
55.6 Ha and 46.7 Ha respectively. The main aim is to be able to forecast the wood volume and detect
relationships between all the variables that are in our study. Variables taken into account are: normalized
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diameter, total height, surface thickness, and radial growth in the last ten years. Normalized diameter has been
measured in the whole feet of the two sub areas that made up the samples, provided they are larger than 12.5 cm
till the last cluster of 60 cm. A parabolic regression analysis has been performed in order to obtain the cubical
proofs to be compared to obtained results using neural networks.

Radial Basis Function Networks as Classifiers for Prediction in the Forest Products

A radial basis function neural network has been implemented with four input neurons: diameter, thickness
surface, diameter and height in order to estimate the volume of wood that can be used. The net uses a
competitive rule with full conscience in the hidden layer and one output layer with the Tanh function, all the
learning process has been performed with the momentum algorithm. Unsupervised learning stage is based on
100 epochs and the supervised learning control uses as maximum epoch 1000, threshold 0.01. We have
performed an initial study using 260 patterns in training set; after a 90 patterns in training set and finally with only
50 patterns in training set, and the error MSE, are similar in three cases. Problem under study is prediction of
volume of wood, and it is compared to other methods such as the Huber’s formula and the statistical regression
analysis in order to estimate the amount of wood using typical tree variables: diameter, thickness and diameter
growth. Neural networks had approximated in a good manner tested examples, getting a small mean squared
error, see table below. Radial basis function neural network learns with only a few patterns, that is the way results
using only 50 patterns are really excellent. For each of the tree species tested, the RBF gives less MSE
estimated than the standard formulas Huber and Multivariate Analysis Regression.

Error-Huber | Error-RBF | error-regression multivariate
MSE 0.05 0.007 0.01

Next step consists on forecasting the input variable importance (sensitive analysis) in the learning process.
Neural networks is a mapping  f(x;.xy,X3,x,):R* >R where  x, = diameter(cm)
x, =thickness(cm) , x5 = growthof diameter(cm) , x, =height(cm) in order to forecast variable
x5 = volume(dm™) . All center are stable in two points, that are those who signal the two main clusters, and that
the net has been able to detect the two tree species.

Several matrixes have been computed; where columns are input variables to forecast and rows are hidden
neurons. These matrixes show the center values. Variable X, = diametergrowth takes the same value in both

centers what it means that the study can be done without such variable obtaining similar values of MSE. Main
centers of RBF approximate real clusters in the two forest areas, following table shows the real clustering.

Zone - species dp (cm) esp (cm) growing —d Higha, (cm)
(cm)
1 19,49 5,28 3,19 6,45
2 33,71 7,38 3,91 10,66

Previous table shows the matrix where the columns represent the input variable and the rows represent the
hidden neurons. The hyperspace is divided into different regions or clusters starting from 16. Later, the number of
clusters has been decreased fill the minimum number of possible clusters is reached in order to solve the
problem minimizing the mean squared error. Two main centers are found in the hyperspace, see following
figures.
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Four input variables and 4 clusters MSE=0.1
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All these tasks performed by RBF neural networks permits to classify the input patterns in the two main clusters
belonging to the two tree species. Also, the variable representing the diameter growth is the less important one. If
a neural network without such variable is implemented and with only 50 input patterns then results concerning the
mean squared error are similar. When decreasing the number of input variables then the mean squared error
increases, but forecasting results are still good if the importance of input variables is considered.

Results and Conclusions

A radial basis function neural network has been trained with a few patterns in order to forecast the volume of
wood in a given forest area. The network performs a clustering process of the trees using different input
variables. A sensitive analysis can be computed observing the weight of unsupervised synapse. To achieve a
valid forecasting stage a previous classification must be performed. Let x;; data corresponding to the matrix in

the training process, where i = number of input variables and j = number of hidden neurons, then the following
constraint must be verified j >i+1: it is needed that the number of hidden neurons must be greater than the

number of input variables to perform a correct learning. A previous clustering process of input data permits a
better forecasting process in the output variable, in our case the amount of volume of wood in a forest area.
These results improve commercial and classical forecasting methods in forest inventories, and proposed method
can be applied to any tree specie or forest area without taking into account environment variables that appears in
classical mathematical equations. As the number of classes that needs to be discriminated decreases, classifier
accuracy increases; until obtain the real number of classes. Once the correct number of classes has been
obtained using the RBF and with a supervised learning the volume of wood for a forest inventory can be
estimated.
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DECISION TREES FOR APPLICABILITY OF EVOLUTION RULES
IN TRANSITION P SYSTEMS

Luis Fernandez, Fernando Arroyo, Ivan Garcia, Gines Bravo

Abstract: Transition P Systems are a parallel and distributed computational model based on the notion of the
cellular membrane structure. Each membrane determines a region that encloses a multiset of objects and
evolution rules. Transition P Systems evolve through transitions between two consecutive configurations that are
determined by the membrane structure and multisets present inside membranes. Moreover, transitions between
two consecutive configurations are provided by an exhaustive non-deterministic and parallel application of active
evolution rules subset inside each membrane of the P system. But, to establish the active evolution rules subset,
it is required the previous calculation of useful and applicable rules. Hence, computation of applicable evolution
rules subset is critical for the whole evolution process efficiency, because it is performed in parallel inside each
membrane in every evolution step. The work presented here shows advantages of incorporating decision trees in
the evolution rules applicability algorithm. In order to it, necessary formalizations will be presented to consider this
as a classification problem, the method to obtain the necessary decision tree automatically generated and the
new algorithm for applicability based on it.

Keywords: Decision Tree, ID3, Evolution Rules, Applicability, Transition P System.

ACM Classification Keywords: I.2.6 Learning — Decision Tree; D.1.m Miscellaneous — Natural Computing

Introduction

Membrane computing is a new computational model based on the membrane structure of living cells [Paun,
1998]. This model has become, during last years, a powerful framework for developing new ideas in theoretical
computation. Main idea was settled in the base of connecting the Biology with Computer Science in order to
develop new computational paradigms.

An overview of membrane computing software can be found in literature, or tentative for hardware
implementations [Fernandez, 2005], or even in local networks is enough “to understand how difficult is to
implement membrane systems on digital devices” [Paun, 2005].

Transition P Systems evolve through transitions between two consecutive configurations that are determined by
the membrane structure and multisets present inside membranes. Moreover, transitions between two consecutive
configurations are provided by an exhaustive non-deterministic and parallel application of an evolution rules
subset inside each membrane of the P system. Evolution rules subset we are studding here will be composed by
applicable rules. Moreover, It exist algorithms of application for evolution rules [Fernandez, 2006] that, recurrently
to its end, need the computation of applicable evolution rules subset. Hence, computing applicable evolution rules
is critical for the whole evolution process efficiency, because it is performed in parallel inside each membrane in
each one of the evolution steps.

At the present time, computation of applicable evolution rules subset falls on redundancies in a directly or
indirectly way. Incorporating decision trees in this computation avoids these redundancies and improves global
efficiency of P system evolution.

This work is structured as follows: firstly, evolution rules applicability over a multiset of objects problem is
formalized together with its corresponding traditional algorithm. Following section, briefly describes essential
elements of decision trees. Afterwards, they are presented new formalizations that permit considering applicability
problem as a classification problem solvable through decision trees. In next section, it is presented the algorithm
based on decision trees. Finally, efficiency between both algorithms is compared and we expose our conclusions.
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Applicability of Evolution Rules

This section defines concepts about multisets, evolution rules and applicability which are needed to follow the
developed work presented here. Moreover, it is presented the traditional algorithm, without decision trees, for
applicability evolution rules on multisets and its complexity.

From now on, let U be a finite and not empty set of symbols with| U |= m .

Let @ be a multiset overU , where wis a mapping from U to N . Hence, o(u) = p/YueU I pe N .
Let us present the set of all multisets as A{U) = {@/ @ is a multiset} .

Weight of a symbol u € U is defined over a multiset @ e A{U) as w(«) and it is represented by | @ |, -

Inclusion of multiset is a binary relation defined as w, c @, < | @, |,< @, |,, Yu e U V@, 0, € ).

Any @ € F{U) can be represented as the m-tuple of natural number by the Parikh vector associated to the

multiset w with respect to U . The problem is that the Parikh vector representation depends on the order of the
elements of U . To avoid this problem, an order over the set U is defined as an ordered succession of symbols
through a one to one mapping @ from {l..m} to U thatis:

1. Vie{l,.,mJueU/D@{E)=u

2. VueUdie{l,...m}/D{)=u

3. Vi, je{l,.,m}/DPH)=D(j)=i=]
This fact permits us to represent every @ € J{U) as an element of N in a congruent manner. Hence,
@ = (P, pm) € N" /| @], = Py, Vu el .

On the other hand, let T" be a finite and non empty set of targets.

Evolution rule with symbols in U and targets in T is defined by r = (a,c,8) where a € AU), ¢ € A (U x
T) and & e ({dissolve, not dissolve}. The set of evolution rules is defined as K(U,T)
= {r/ris a evolution rule} .

Antecedent of » = (a,c,0) € R(U,T)is defined as input (r) =a .
Finally, it is said that» € &(U,T) is applicable over @ e (V) if and only if input(r) c w .
Applicability Algorithm. On the one hand, a set of useful evolution rules R and a multiset of objects @ , will be

the input to the process. On the other hand, output of process will be R, the evolution rules subset of R that

are applicable over the multiset. Traditional algorithm [Fernandez, 2005] checks weights of each evolution rules
antecedent symbol with the corresponding from multiset of objects.

(1) R, <o

(2) FOR-EACH r IN R DO BEGIN

@3  Jje<l

(4) WHILE j<|w|-1 AND |input(r)| <l@|, DO
5) j<«— j+1

(6) IF |input(ri)|,<|ew]|; THEN

) R, < R,U{r}

(8) END

Algorithm 1. Evolution rules applicability (without decision trees).
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Complexity of algorithm 1 consider, in the worst case, situation in which every evolution rule are applicable over
the multiset of objects: loop in (4) will reach as many iterations as symbols exists in U on each iteration of loop (2)
to each evolution rule presentin R . In the worst case, complexity order will be O(n) being n=| R |-|U |

Analysis of previous algorithm will reveal possible redundancies in checks: in a direct and indirect way. So,

e A redundant check in a direct way will occur when weight of a same symbol is equal in more than one
evolution rule antecedent, executing several times the same comparison (for example, let
beinput(r) = (3,1,4,1), input(r2) =(3,2,4,4),and @ =(7, 3, 5,4) where comparisons for the

fist and third symbol of input(r,) are redundant in a direct way with its respective symbols in input(r,)).

e A redundant check in an indirect way will occur when, after result of a checking which is false, it will be
performed checks between greater weights of that symbol in others evolution rules antecedent (for instance,
let it be input(r)=(3,1,3,1), input(r2)=(5,2,5,1), and @ = (1, 3, 5, 4) where comparison for
first symbol of input(r2) is redundant in an indirect way with its respective symbol in input(r1)).

Furthermore, any checking of the weight of a symbol from an evolution rule antecedent with O will be unnecessary
because0 <n Vne N .

Decision Trees

A decision tree is a tree that permits us to determine the class which one element belongs to, depending on the
values that take some attributes of it. Every internal node represents one attribute and edges are possible values
of that attribute. Every leaf node in the tree represents one class. So, one unknown element can be classified
processing the tree: every internal node studies the value of one attribute for the element and takes the
appropriate edge, depending on its value; it continues until a leaf node is reached and, therefore, to the element
classification.

There are a lot of algorithms to generate decision trees [Rasoul, 1991]. In particular, ID3 algorithm is based on
entropy information and it generates an optimum decision free from a non incremental set of instances and
without repetitions.

ID3 algorithm requires as input (Fig. 1): let £ be a finite set of instances {e,,...,e,} ; let A be a finite set of
attributes {a,,...,a,} let V', be a finite set of values {v,,...,v,} for each attribute @, , (where a; attribute

value for instance ¢, fulfils v, € V;); and finally, let C be a finite set of classes for the classification {c,,...,c,} .
On the other hand, D3 algorithm outputs the optimum decision tree for any element classification (Fig. 2).

Ela - & a | G
B | Yoo - Vg - g | L

/v32 w31 v33\
E'-f l-".--;l l"'lf |_|.-|,q_ ,_-} cl c3

v
G | Yoo — Vu oy | s / ‘ \

c2 ol o2

Figure 1. Example of values table Figure 2. Decision tree generated by ID3
for ID3 algorithm input for values table from fig 1.
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Decision Trees for Applicability of Evolution Rules

This section presents evolution rules applicability as a classification problem. This way, it will be posible to design
a new algorithm that, being based on a decision tree, avoid direct and indirect redundancies of algorithm 1
presented above.

In order to it, we invert evolution rules applicability problem terms: for a given multiset, we compute the applicable
evolution rules subset. Hence, we consider:

e Multisets of objects will be the elements to be classified: @ = (p,,..., p,,) € FV);

e The set of attributes will be a settled as a set of checks between the objects weights from the multiset and
the same object from the evolution rules antecedents having a non null weight. Hence, the finite set of

attributes willbe: A={a=w|, 2k /|input(r)|,=k Ak#0 IreRVueU },

e Consequently, the finite set of values for every attribute will be true or false, result from comparison
relationship between weights.
¢ Finally, classes to consider will be the different applicable evolution rules subsets. Therefore, the finite set of

classeswillbe: C={c=R,/3R, R }. . ) .

To obtain automatic generation of decision tree from ¢
ID3 algorithm, it will be necessary a non incremental Ra=0 [ R,=0 Ra=0
and without repetitions battery of finite instances. In
order to it, domain is defined as a set of multisets 3
having the same values for all of their attributes. Ry=8 | Ry={rty) Ry={iafs 1l
Consequently, each domain is characterized because
every multiset responds to the same applicable
evolution rules subset, that is, to the same class.
Finally, examples battery will be formed by a Ry={r} | Ry={r Ly Ry = {rly ot}
representative from each domain.

R,=@ | Ru={n} Ra=1{rpts}

Fig. 3 shows an example with disjoint domains of y
multisets of symbols for U = {x,y} and rules set: Fig. 3. Disjoint domains of multisets of objects
for rules set and its corresponding applicable

R={r,r,r, r,t where their antecedents are: )
i, 15, 13, 13 evolution rules.

=07, n= (), =),
= (xz, yS) .
Next, they are presented necessary definitions for formalizing the finite set of representative domains that are
needed for the generation of decision trees.
It is defined projection of u € U over R < AR (U,T)) as:
P(R)={ne N/3reR Alinput r|,=n} < P(N)
Hyperplane ofd € {1,...,m} in k € N over N"is defined as:
HE(N™) = {(Xppes Xy X, )/ X, =k} C P(N™)
Thus, it is considered the grid over R — AR (U,T)) as:
H#(R)=1{h/h=H,,, YueUAVke P,(R)}
Moreover, 0 (R) is defined as the partition N™ in disjoint subsets formed from every hyperplane of the grid
F#(R). Itis named domain D to each one of the elements from partition 2D (R) . Where it is fulfilled:
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d=B@R)|=[]IR®R)|<»

YuelU

d
N"=|JD, A~ D.ND; #Q,Vi,jel,...d}ni# j
k=1

Finally, it is defined representative of D € D (R) as
A(D) = min( {dist(m,(0,...,0)) Vm € D})

Fig. 4 shows an example obtained from values of table for the evolution rules set of figure 3. This table includes a
row by each representative of the domains, its values for checking relations and applicable evolution rules subset
that corresponds to each domain. Fig. 5 shows the classification tree generated by ID3 algorithm for the
corresponding figure 4 values table.

Incorporation of decision trees avoids unnecessary null weights comparisons from algorithm 1 because they are
not incorporated as in starting instances. Same, direct way redundancies are avoided, the weight of a symbol is
compared with the same value just once. Finally, indirect way redundancies are also avoided due to the optimum
decision tree ensured by ID3 algorithm, avoiding relations of transitive comparisons.

Elx=6 x22 |yzb y=3 yz2|C yo=5
Xy’ Ino no |(no no no |@ Nee no
xXy?’lno no |no no vyes|@
xXyilno no |no yes vyes |@ oo o o fo
x'y'Ino no |yes yes yes |{r.} ‘m
x2y'lno yes|no no no |@
x2y?lno yes |no no yes |{r} /‘:ES nD\ v no\ P ni
X’y*|lno yes |no yes yes |{r.r,} mraded | rivac 0 0
x‘y*lno yes |yes yes yes |[{t.r,f,} ;es no\ yes no\
xy|lyes yes |no no no |@ r2rard rara .
x'y’|yes yes (no no yes |{r, I} yer ho
x'y|yes yes |no yes yes |{r.r,r} / A
Xy’ |yes yes |yes yes yes |{r.r.r.r} S
Fig. 4. Examples battery for the evolution rules set of Fig. 5. Example of decision tree generated by ID3
figure 3: in each row there is representative of each algorithm for the examples battery from figure 4

domain, values it takes for comparison relations and
corresponding applicable evolution rules subset.

Applicablity Algorithm based on Decision Trees

Previously to the algorithm presentation, we will expose the appropriate data structure for supporting the decision
tree.
¢ On the one hand, they are disposed four correlative tables left, symbol, value and right for attribute nodes,
with one cell in each table by each attribute node; root node is located in position 0 cells;
e On the other, Itis disposed a table classes for classification nodes, with one cell for each classification node;
o Correlative cells of tables symbol and value determine which object weight from the multiset of objects has
to be compared with which weight. Cells of tables left y right indicate, whether or not it is respectively
accomplished previous relation comparison, which cell is the following attribute node in, whether index is
positive; otherwise, indicate which cell of classification nodes table is the solution in.
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Figure 6 shows an example of data 3 . .
structures of corresponding generated 5 Ei i §1
decision tree from figure 3. MRV HEE
Then, the input to applicability algorithm T 2] e
is @ , multisets of objects, and the =Ll lel ] ]
supporting decision tree data structure: /eft, T M , E,?
symbol, value, right and classes. On the mAm BIR
other hand, output is A, an evolution rules i AL IR
subset of R that is applicable over that {2l [2[3] [t
multiset. Following code processes rows of 7| [X =[2[ 5]
the indexes of branches left or right, TeTIY =2 [
depending on the comparison of symbol ey L8]
indicated by symbol weight with established _El T _J classes

value on value until it is reached a
classification leaf, indicated by a negative
value.

@) f<«0
(2) WHILE f>0 DO

|

-1

Lirorarard [irard (g | ) Ltrars}
~ ~ y

5

3

IF |o|

O (symbol[ f

) value[ /] THEN

€Y

f <« lefi[f]

€)

ELSE

©) < righf]
(7) A<« applicable[f]

Algorithm 2. Evolution rules applicability based on decision trees.

Weigths distintto 0

100%
90%
80%
70%
60%
50%
40%
30%

Units of time

-6

Fig. 6. Data structure for decision tree of figure 5.
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Fig. 7. Execution time reduction carried out by applicability algorithm based
on decision tree respect traditional algorithm.
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In the worst case, complexity of algorithm 2 considers to process the longest branch of the decision tree which
length will always be lesser thann =| R | - | U |. We will reach this conclusion by reduction to the absurd: in order
to the longest branch of the decision tree requires 7 attribute nodes, It must be carried out the following a) every
weight of each symbol in the antecedent of evolution rules is not null and different between them and, b) the d

existing domain leads to applicable evolution rules different subsets. That is impossible because, in such
circumstances, always exist more than one domain that would lead to the empty set. Specifically, a number of

|
domains equal to(2| P(R) |J— |U | +1.

i=l1

Comparative

This section presents the experimental results obtained from evolution rules applicability using the two algorithms
presented here. The test set has been randomly generated and it is composed by 48 different evolution rules sets
(composed between 2 and 4 evolution rules composed between 2 and 4 symbols per antecedent), over these
tests, it has been calculated the applicability of more than a million of randomly generated symbols multisets.

A first global analysis presents a reduction of execution time of this new algorithm based on decision trees
respect to traditional algorithm in an average of 33%, with a variance of 7%.

Particularly, they has been made tests directed to four different situations to analyse the behaviour of new
algorithm in extreme cases: with every different weight in antecedents of evolution rules, with every weight of
same value, and with presence of 25% and 50% null weights.

In the worst case, with every weight being different between them, it has been reached at least 50% of execution
time reduction. With all weights with same value, execution time is reduced to a 15% (for 4 evolution rules with 4
symbols per antecedent). In presence of 25% and 50% of null weights in antecedents of evolution rules, time is
reduced to a 35% and a 29%, respectively, always in favor of the new algorithm with decision trees.

Conclusions

This work presents a new approach to the calculus of evolution rules applicability over a symbols multiset. This
approach is based on decision trees generated from the set of evolution rules of a membrane. This way, they are
avoided unnecessary and redundant checking in a direct or indirect way. Consequently, It is always obtained a
lesser complexity than the corresponding traditional algorithm. So, execution time is optimized in the calculation
of evolution rules applicability over a symbols multiset. All of this has repercussions in global efficiency of the
P System evolution, because applicability calculation is carried out in parallel in each membrane in each
evolution step.
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ADVERGAMES: OVERVIEW

Eugenio Santos, Rafael Gonzalo, Francisco Gisbert

Abstract: Advergame is a hew marketing concept that has appeared due to the fact that young people are
always connected to the Internet, are using mobile services such as SMS and MMS, or are chatting with instant
messenger services and they spend too much time just playing in a stand alone way or in a network game. A new
revolutionary service is the advergame one; that is a game with advertisment capabilities. Any company can
develop an advergame that is, a game with some kind of advertising process of this company. This paper
introduces some idea and concepts when developping an advergame..

Keywords: Advergames, Mobile Computing, Games Development.

ACM Classification Keywords: D.1.m Miscellaneous.

Introduction

Online games are the future of the interactive entertainment industry, seeing the convergence between the
traditional media, and entertainment industry, and the gaming industry in an effort to develop new and sustainable
business models and revenue streams in an increasingly online world. They move the gaming industry into a
more functionally rich online environment from which the majority of the revenue stream will come - an e-
business environment. But moving to this new model presents a number of challenges to the games developers,
the players, and the service providers who ultimately will need to support this new environment.

However, it also presents a number of exciting opportunities for new business models, new markets, and new
growth. The main problem faced is a solution integration issue. The player wants to pay for online content with
their existing channels, but they also want security and privacy. The developers need cross-platform integration
and support for multiple services, channels, and providers. The service providers need to build reusable business
function that is robust, efficient, and generic -- it should work for all business models, not just the gaming
industries.

Online games come in many forms. Perhaps the most recognized are the highly visual, action-oriented pop-ups
familiar to NYTimes.com users. They're primarily used by advertisers for branding purposes and are generally
delivered via pop-ups and in various other ad formats on third-party sites. The objective is to attract traffic and
acquire new customers.

Instant-win promotions and contests requiring some level of consumer participation are increasingly popular.
Again, their purpose goes beyond branding into acquisition and building databases of customers and prospects.
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These games can take many forms, from a roulette-style wheel spun by the user to determine whether she's got
a winning game card to an online drag race in which consumers challenge an automated car for a chance to win
a related prize.

One marketer specializing in such online instant promotions had noteworthy results with incentive-based online
games and contests.

It's hard to say, but most marketers' resistance to the game industry probably has to do with the pimply, geeky
gamer stereotype. If we're not in an industry targeted to the teen market, we probably don't believe that games
can have any impact on our marketing efforts. That's wrong, and more companies than ever out there are trying
to change our collective marketing perceptions -- and convince us to start using games as advertising.

The concept's called advergaming, and regardless of its clunky moniker, it's a concept that has worked well for
brands such as Nike (with its Nike Shox email game campaign), Ford (which used a racing game to promote its
new Escape), and Pepsi. Companies such as YaYa, WildTangent, and The Groove Alliance have used stunning
3-D technology to create games that rival many commercial desktop and console games. Other companies, such
as Xl Interactive have brought together some of the finest minds in the gaming industry to create killer sports
games. They combine single-player fun with innovative viral techniques that get consumers engaged with brands.

Even now, most of these games can be played over dial-up connections with middle-of-the-road computers. But
with higher-speed computers and broadband connections becoming commonplace, these games are destined to
become killer marketing vehicles for the future.

Simply put, games engage users for long periods of time, immersing them in an environment where they can
develop an affinity for the brand. Rather than merely watching the action (as they do when viewing a sponsored
sporting event on TV), advergame consumers actually become part of the action. Also, since the experience can
be closely scripted in a near TV-like manner, the action can be interrupted to show TV-like commercials, or the
views can be scripted to ensure advertiser messages are seen. It's a great combination of interactivity (for the
user) and control (for the advertiser).

Some companies (such as Life Savers) create destination sites (check out Candystand) that host heavily brand-
identified games. Others (such as Nike) have created effective viral campaigns in which users can play each
other via email, inviting friends to beat their scores. Games have also been incorporated into banners and other
rich media ad vehicles.

The market (and audience) for games is huge now and is going to continue to grow in the future as today's kids
become tomorrow's sophisticated consumers. It's time to consider games as a viable marketing vehicle.

Advergames

The strict definition of an advergame is a Web-based computer game that incorporates advertising messages and
images. However, we like to think of it as a tool that adds stickiness to your site as well as a little fun.
Advergames allow you to market your product or brand subtly. Benefits of an Advergame are:

e Brand image reinforcement.

o Databases created from the advergame can be used for demographics research.

o Targeted markets can be reached by your advertising (when the game link is emailed).
o Visitors may spend more time on your site.

o Increased traffic due to viral marketing.



Fourth International Conference |.TECH 2006 89

An advergame is not just for kids anymore - many surfers play advergames. These surfers include but are not
limited to:

e 59\% of the boys ages 13 to 17 who go online.

e  62\% of the men ages 18 to 24 who go online.

o The largest group of women game players are between the ages of 45 and 54.

Like other advertising promotions not all advergames are equal. Here are some advices:

o Add a sweepstakes element to your game to provide an incentive for return visits or multiple plays.

o Include a viral component to encourage individuals to e-mail the game or its URL to friends to maximize
word-of-mouth marketing.

o Consider a partnership with a company that can market your game to your desired audience. Simply
building a great game and placing it on your website won't maximize impact.

e Make the game part of a larger media buy, such as by placing it within an interstitial and using buttons or
banners on other sites to raise awareness and drive traffic.

e Take measures to reach your target audience during their leisure time. It's more likely they will play your
game, and studies show people are more receptive to marketing messages when they are having fun

An advergame can help generate leads, build long-term brand awareness, and increase site stickiness as well as
repeat web site visitors. It is a cost effective tactic that any sized e-business should at least check into for
possible inclusion in marketing efforts.

Games in general are undeniably popular. Some of the more successful interactive games used for advertising
purposes are parodies of the tried-and-true brand name games such as Jeopardy, Wheel Of Fortune, Who Wants
To Be A Millionaire? and Roulette. In the end, what makes for a good interactive game for the player is a
compelling, immersive experience.

What makes for a good advergame from the perspective of the advertiser footing the bill is the incorporation of a
seamless data capture device. That data is then leveraged to build relationships. Even better are games in which
in addition to data being captured, the player is learning about a product or service, its features and benefits,
while playing the game.

An advergame can be used as part of an email campaign to a qualified, rented 3rd party opt-in list. The idea is to
tease the recipient enough in the email to cause click-through to a special landing page. It is there at the landing
page that the forging of an emotional bond with the prospect starts, and that the game is played.

In order to play, or to get to the exciting or more challenging levels of play, information is required of the prospect.
At the very least, this includes name and email address. Some interactive games require additional data for each
game level. The greater the prospect's desire to continue to play, the greater the likelihood the prospect will
willingly provide additional data. It is critical that the prospect not be made to feel he has been brought to the
game for the sole purpose of providing personal information. The prospect must feel he wants to be there of his
own free will playing that game, or there will be no data at all forthcoming.

Another manner in which leads are generated is through a tell-a-friend viral device. Encouraging such forwarding
can result in a viral factor, if you will, of 25\%. This means the amount of leads a game ultimately produces is that
much greater than it would have been without the forwarding, or word-of-mouth.

It is the repetitive nature of games that drives up awareness of the sponsor. The same player, the frequency of
the brand and/or the brand’s message increases, plays each time the game. The greater the frequency, the
greater the chances of being remembered.

Research on the specifics of advergaming's ability to build brand awareness does not yet exist. Common sense
will tell you that brand awareness does, indeed, increase, but to what degree isn't the point. Awareness should
not be sole nor primary objective of an advergaming campaign; it is more of an added benefit to the advertiser.
Advergaming's strength is in immediate, and for however long of a shelf life the game may have, lead generation.
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Each time the game is played by the same player is also a repeat visit to the site. This is where web site
navigation, page design, merchandising techniques, etc. come in to play. A sharp marketer will employ every
technique possible to move the player to and through product when the player has completed the gaming
session.

The agency with whom an advertiser works to create, implement and manage an advergaming effort will have a
mechanism set up to track users (players), qualified leads, viral rate, even viral posting of the game on other
venues, if any. The agency will also report on the advertiser's cost per thousand, cost per lead, cost per minute
engaged, average engagement time, click-through rate, and conversion rate.

An even more cost effective means of employing advergaming as a marketing tactic is the use of an off-the-shelf
game. For this type of game, the agency is re-purposing a game that already exists especially for an advertiser. It
is amortizing its fixed production costs over several clients, allowing it to charge a greatly reduced fee for its use.
This scenario allows for the simple changing of skins to meet the needs of a particular advertiser, and perhaps a
few other adjustments along the lines of incorporating a logo into the game.

The major advantage to a custom interactive game is in the opportunity to tie in product or service features and
benefits - even news - to the game play. The obvious disadvantages are extended production time versus re-
purposing, and additional cost.

Advergame Architecture

There is a broad range of personal computing devices in the market. Personal computers are the most extended
ones, but nowadays there are turning out smaller devices such as handhelds and mobiles phones. These three
devices (PCs, handheld and mobile phones) are in a convergence process since they all have a real operating
system with graphical capabilities and can be connected to Internet. All of them have an {\it Internet} browser
(HTML, WAP and XHTML) and also a Java virtual machine, even SMS services. This is the main reason
advergames should be developed using the Java technology or a markup language in order to obtain a portable
solution that can be run in any platform (Windows, Linux or Symbian). Maybe simple advergames can make use
of WML technology or SMS connecting to a server. Advergames must be implemented in an efficient way mainly
due to the limited resources in mobile phones. Connection capabilities of all devices include HTTP and sockets,
so client-server and P2P solutions can be used.

A number of different technologies, listed below, are used for games on mobile devices. Some games are
programmed to run natively on a phone's chipset, installed on the phone at the factory, and shipped with it. New
embedded games cannot be installed by the consumer, and they are becoming less prevalent. Short Message
Service is used to deliver short text messages from one phone to another. Users typically pay about 10 cents per
message. SMS games are played by sending a message to a phone number that corresponds to the game
provider's server, which receives the messages, performs some processing, and returns a message to the player
with the results.

Just about every phone shipped since 1999 includes a Wireless Application Protocol (WAP) browser. WAP is, in
essence, a static browsing medium, much like a vastly simplified form of the Web, optimized for the small form
factors and low bandwidth of mobile phones. WAP games are played by going to the game provider's URL
(usually through a link on the carrier's portal), downloading and viewing one or more pages, making a menu
selection or entering text, submitting that data to the server and then viewing more pages. Phones will continue to
contain WAP browsers, and developers may find WAP useful to deliver more detailed help or rules to players
than can be contained in a game application, since most games are still subject to strict memory limits.

Java 2 Micro Edition (J2ME) is a form of the Java language that is optimized for small devices such as mobile
phones and PDAs. Nokia (and most other phone manufacturers) have made a strong commitment to Java phone
deployment. Tens of millions of Java-enabled phones are already in consumers' hands. J2ME is limited by
comparison to desktop Java, but it vastly improves the ability of mobile phones to support games. It allows far
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better control over interface than either SMS or WAP, allows sprite animation, and can connect over the air
network to a remote server. Because of its capabilities and the widespread and growing deployment of Java-
enabled phones, it is a natural for mobile game development today.

It is important to take into account the programming language when developing an advergame. This software
must be installed in many different devices with different operating systems and of course it must not be recoded
everytime a new device appears in the market. This is the main reason to choose JAVA as the programming
language since most of the today devices have a Java Virtual Machine:

o Mobile Phones based on Symbian Operating System have an embedded virtual machine and

e those non based on Symbian also have one, both of them using the J2ME architecture.

e HandHeld devices can install a software tool such as Jeode from Insignia or J9 VM from IBM.

e Personal computers usually have a java runtime-environment that can be obtain from java.sun.com for

the Microsoft Windows or Linux platforms.

A developped advergame with the J2ME with the MIDP profile technology can be run in a mobile phone, in a
handheld device and in a personal computer. But it the advergame is developped with Standard Java maybe only
just a few mobile phones will be able to run it, and of course handhelds devices and personal computers will be
able to run it.

The MIDP APIs are logically composed of high-level and low-level APIs. The APIs are designed for applications
or services where the handset functions as the client device. The user gains access to applications and services
that run on the handset through a network service provider. The high-level APIs are designed for applications
where software portability across a range of handsets is desired. This is important if you are writing an application
or service that a network service provider plans to deploy to a selected set of handsets. To achieve this
portability, the APIs use a high level of abstraction. The trade-off is that the high-level APIs limit the amount of
control the developer has over the human interface look and feel. The underlying implementation of the user
interface APIs, which is accomplished by the handset manufacturer, is responsable for adapting the human
interface to the device hardware and native user interface style.

Among the most interesting capabilities of MIDP are the following ones:
o Persistent storage in the device.
o  Graphical libraries.
e  Connection via sockets or http.
o Portability amond different devices.

J2ME is not the only interpreted language deployed on phones, but it is an industry standard backed by many
manufacturers and therefore offers a large and growing installed base. Some proprietary interpreted languages
have significant regional presence, including Qualcomm'’s Binary Runtime Environment for Wireless in North
American and a standard called GVM supported by some Korean carriers. Games initially developed for the large
J2ME installed base can be recoded in these proprietary languages if a sound business case presents itself.

A simple advergame can be also developped with the WML language. Only a WAP browser (Opera, EzWap,
WinWap, Personal Internet Explorer, etc.) will be needed in onder to play it. The problem is that a connection to a
server must be stablished and it is impossible to play off-line. Also WML has neither device storage capabilities
nor graphics libraries in order to obtain good results.

MIDP 2.0 is backwards compatible with MIDP 1.0, hence it provides all functionality defined in the MIDP 1.0
specification. In addition it provides Over-The-Air (OTA) provisioning. This feature was left to OEMs to provide in
the MIDP 1.0 specification.

An enhanced user interface has been defined, making applications more interactive and easier to use. Media
support has been added through the Audio Building Block, giving developers the ability to add tones, tone
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sequences and WAV files even if the Mobile Media API optional package is not available. Game developers now
have access to a Game API providing a standard foundation for building games. This API takes advantage of
native device graphic capabilities. MIDP 2.0 adds support for HTTPS, datagram, sockets, server sockets and
serial port communication. Push architecture is introduced in MIDP 2.0. This makes it possible to activate a
MIDIlet when the device receives information from a server. Hence, developers may develop event driven
applications utilizing carrier networks. End-to-end security is provided through the HTTPS standard. The ability to
set up secure connections is a leap forward for MIDP programming. A wide range of application models require
encryption of data and may now utilize the security model of MIDP 2.0 based on open standards.

There are many connection methods when accessing a server or client depending on the device or the
programming language when running an advergame. It is clear that some information needs to be sent among
players or among clients-servers in order to accomplish the advergame, keep information tracking of the users,
and the flow advertisment control.

Short messages or multimedia ones are a useful tool when sending information, only telephony services are
neccesary. Mobile telephones, PDA's with expansion cards or personal computers can be used to send
messages. One of the main disanvantages is that a non real-time game can be developed, but it is a good
method to keep track information about the users. When a message reaches the game server some infomation
(telephone number, provider, user status, etc.) can be updated in a database in order to send push messages.
Typical advergames that use SMS technology are:
o Test questions, when there are enough messages in the server a prize can be randomly delivered to any
mobile phone number.
o Last minute offers, when there are some tickets (cinema, football, theater, etc.) that are not sold, they
can be delivered to mobile phones with a previous registration or asking the server with a SMS.

Only a SMS server and a agreement with an SMS provider is needed to implement this service. There are many
companies that are actually offering such service. Even a Java implementation could be coded but it is needed a
special agreement with the SMS provider in order to deliver all the messages to a given IP. SMS is not a
particularly good technology for games, because it is dependent on text entry by the user, and thus is, in
essence, a command-line environment. It is also expensive for a game of any depth, since a mere 10 exchanges
with the server will cost a user 1 dollar or more. Although the deployment of Multimedia Message Service (MMS)
technology makes message-based games more appealing, this is still not a great gameplay environment.

A more complex service than SMS can be implemented if devices support HTTP connections. All new devices
are capable of such services. This is an approach similar to WWW services in personal computers. A server is
necessary in order to control all the information since the IP address is usually dinamic. Java Servlets technology
is an usefull tool to implement such services.

This service can use WML and WMLScript to connect to a server or use J2ME to stablish HTTP connections. In
any case schema is similar to normal web pages. A real-time advergame can be achieved with this method since
it does not depend on the message delivering just as in the previous section. The information is sent in real-time.
This is a flexible method since only a browser is needed (or a JVM). The main advantage is the graphical user
interface. But no P2P communication can be carried out. Either version of WAP offers a friendlier interface than
SMS, and is generally less expensive for consumers who pay for airtime only, rather than by the message. But it
is a static browsing medium; little or no processing can be done on the phone itself, and all gameplay must be
over the network, with all processing performed by a remote server.

Socket use gives J2ME developers the flexibility to develop all kinds of network applications for wireless devices.
However, not every wireless manufacturer supports socket communication in MIDP devices, which means that
wireless applications developed using sockets could be limited to certain wireless devices and are less likely to
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be portable across different types of wireless networks. To use a socket, the sender and receiver that are
communicating must first establish a connection between their sockets. One will be listening for a request for a
connection, and the other will be asking for a connection. Once two sockets have been connected, they may be
used for transmitting data in either direction. All today devices are using an embedded JVM, tipically supporting
J2ME version 2.0 (with sockets). Main advantages of this implementation are:

e Sockets management.

e 2D and 3D graphical {\it APIs}.

o Persinstent storage on the client.
The use of sockets is usefull when dealing P2P services. The only problem is that the IP address is dinamically
assigned to the client so a server is needed. This P2P service needs to send some information to an advergame

server to keep track information of the players. This solution is the best one since with sockets all previous
schemas can be implemented.

Conclusions

Advergame is a new marketing concept that brings users a way to interact with others and also to participate in
quizs. User information can be update in a database in order to send push messages or does mailing while the
client in playing some game. Some advertisements can appear in the game or even play with advertisements.
The user can win prizes to keep his attention.

This paper has presented some tecnologies that can be used to develop an advergame. Java services are the
best solution since it is a portable solution and all today devices have an embedded virtual machine.
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MODELING AND ANNOTATING THE EXPRESSIVE SEMANTICS OF DANCE VIDEOS

Balakrishnan Ramadoss, Kannan Rajkumar

Abstract: Dance videos are interesting and semantics-intensive. At the same time, they are the complex type of
videos compared to all other types such as sports, news and movie videos. In fact, dance video is the one which
is less explored by the researchers across the globe. Dance videos exhibit rich semantics such as macro features
and micro features and can be classified into several types. Hence, the conceptual modeling of the expressive
semantics of the dance videos is very crucial and complex. This paper presents a generic Dance Video
Semantics Model (DVSM) in order to represent the semantics of the dance videos at different granularity levels,
identified by the components of the accompanying song. This model incorporates both syntactic and semantic
features of the videos and introduces a new entity type called, Agent, to specify the micro features of the dance
videos. The instantiations of the model are expressed as graphs. The model is implemented as a tool using J2SE
and JMF to annotate the macro and micro features of the dance videos. Finally examples and evaluation results
are provided to depict the effectiveness of the proposed dance video model.

Keywords: Agents, Dance videos, Macro features, Micro features, Video annotation, Video semantics.

1. Introduction

Dance data is essentially multimedia by nature consisting of visual, audio and textual materials. Dance video
modeling and mining depends significantly on our ability to recognize the relevant information in each of these
data streams. One of the most challenging problems here is the modeling of the dance video semantics such that
the relevant semantics are consistent with the perception of the real world.

The classical and folk dances are the real cultural wealth of a nation. In India, the most important classical dances
are Bharathanatyam, Kadak, Kadakali, Kuchipudi and Manipuri (Saraswathi, 1994). Traditionally, dance learners
perform dance steps by observing the natural language verbal descriptions and by emulating the steps of the
choreographers. Therefore, the properly annotated dance videos will help the present and future generations to
learn dance themselves and minimize the physical presence of the choreographers.

Notations are used everywhere and are most important for the dancers to communicate the ideas to the learners.
They use graphical symbols such as vertical lines, horizontal lines, dots, triangle, rectangle etc, to denote body
parts’ actions on paper. Labanotation (Hutchinson, 1954) and Banesh (Ann, 1984) have been the frontier
notational systems to record the dance movements or dance steps. Many western dances are using Labanotation
to describe dance steps. However, many choreographers still follow the traditional way of training their students
using natural language descriptions, because of the very few recording experts and inherent complexity of
reading and understanding the symbols. Moreover, all Indian dances have unique structure and no common
notational structure exists, apart from wire-frame stick diagram representing a dance step. Due to lack of
notations, it is evident that the complexity of modeling the dance video semantics is relatively high.

Since the dance steps were archived in paper form and many classical dances lack notations, this kind of archival
of dance becomes impossible even today. With the advances in digital technologies (Dorai, 2002) nowadays,
magnetic tapes and disks record dance presentations efficiently. But, searching a dance sequence from these
collections is not efficient, because of the huge volume of video data. The solution is to build a dance video
information system so as to preserve and query the different dance semantics like, dance steps, beyond the
spatio-temporal characteristics of the dancers and their dance steps.

The dance video database system requires an efficient video data model to abstract the semantics of the dance
videos. To be more precise, the dance video data model should:
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e abstract the different dance video semantics such as dancers, dance steps, agents (i.e., body parts of the
dancers), posture, speed of dance steps, mood, music, beat, instrument used, background sceneries and the
costume. More importantly, the spatio-temporal characteristics of the dancers must be incorporated in the
model;

o capture the structure of the dance videos such as shot, scene and compound scene abstracting the different
components of the accompanying song.

This paper addresses two related issues: modeling the semantics of the dance videos and annotating the dance
steps from the real dance videos. The dance video semantics model represents the different types of dance
semantics in a simple, efficient and flexible way. The annotation tool manually annotates the semantics (as macro
and micro features) for further query processing and video mining. The main contributions of this paper are as
follows:

o We propose a generic video data model to describe the dance steps as video events;

o We introduce the Actor entity in order to store the event specific roles of a video object. That is, an actor
entity describes the context dependent role of the video object;

e We introduce the Agent entity to describe the context dependent action that is associated with the actor
entity;

o We develop a tool that implements the dance video model in order to annotate the different dance semantics.

The rest of the paper is organized as follows: Section 2 presents some related works on video data models.
Section 3 describes the different semantics of the dance videos. The DVSM for the dance video is introduced in
Section 4. Section 5 illustrates the implementation of the DVSM using Java technologies. The proposed video
model is evaluated against a set of conceptual and semantic quality factors in Section 6. Finally, Section 7
concludes the paper.

2. Related Work

Video data modeling is an important component of the dance video database system, as it abstracts the
underlying semantics of the dance. This section briefly reviews some of the existing video modeling proposals
and discusses the applicability to dance videos.

Colombo(1999) classifies the content-based search as semantic level search (e.g. objects, events and
relationships) and low level search (e.g. color, texture and motion). They call the corresponding systems as first
and second generation visual information systems. Several key word based techniques are applied to semantic
search models, such as OVID (Oomoto, 1993), AVIS (Adali, 1996), Layered model (Koh, 1999) and Schema less
semantic model (Al Safadi, 2000). Second generation systems provide automatic tools to extract low level
features and subsequently semantic search is performed. Some of these systems include, but not limited to
QBIC, Virage, VisualSEEK, VideoQ, VIOLONE, MARS, PhotoBook, VIBE, and PictHunter (Smeulders, 2000;
Antani, 2002). However, these systems are either based on textual annotations or purely low level features, but
not incorporating the other one.

In (Shu, 2000), Augmented Transition Network based semantic data model is proposed. The ATN models the
video based on scenes, shots and key frames using strings as a sequence of characters. The string
representation is used to model the spatial and temporal relationships of each object (moving and static) in a shot
of the traffic video. Since the semantic features of dance videos are complex, the entire scene or shot cannot be
abstracted in a single string.

Translucent markers, reflector costumes, special sensors and specialized cameras are used to capture and track
human body parts’ movements in some applications such as aerobics, traffic surveillance, sign language, news
and sports videos (Vendrig, 2002). In order to record and analyze the dance steps of a dancer, based on this
technique requires a special translucent markers or reflector costumes for the dancers. However, dancers do not
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prefer to use these costumes as these costumes hide the dancer's make-ups and costumes. Moreover, these
markers and reflectors prohibit the realism, affect dancer's comfort as well as reduce the focus or concentration of
the dancers. Hence, automatic analysis of dance steps to extract the semantics of the dance steps is very
complex.

Recently, the extended DISIMA(Lei Chen, 2003) model expresses events and concepts based on spatio-temporal
relationships among salient objects. However, the required dance video database model has to consider not only
salient objects, but all objects such as instruments, costumes, background and so on.

Event based syntactic-semantic video model (we call it as, ESSVM) (Ahmet, 2004) proposes Actor entity to
specify the context dependent role of a player in soccer sports. This model represents the events such as free
kick, goal, penalty etc, in which player assumes different roles such as scorer, assist-maker etc. But in dance
videos, the contextual information of the dance events has to be described at multiple levels like actor and agent,
rather than at a single granularity of actor entity.

COSMOST7 (Athanasios, 2005) models objects along with a set of events in which they participate, events along
with a set of objects and temporal relationships between the objects. This model does not model the temporal
relationships between events and the contextual roles. It models the events at a higher level only like speak, play,
listen etc, whereas dance video model needs more detailed level of event representation such as agents, their
action, speed of action, associated song and so on.

3. The Semantics of Dance Videos

Generally, dance information is dominated by visual content such as steps, posture and costume and the
accompanying audio such as song and music. Hence, dance videos are rich in semantics and provide ample
scope for the efficient semantic retrieval and dance video mining. This section illustrates the song that
accompanies the dance performance, the different dance video types and the features of the dance videos in
detail.

3.1. Song Granularity

Dance video contains several dance steps representing each song. In the case of classical dance, it is simply a
collection of songs choreographed on the stage or theatre with a single start-stop (Cheng, 2003) camera
operation. On the other hand, in a movie dance, a movie contains several songs and for each song dance steps
are choreographed by the dancers. A song in a movie may be recorded with multiple start-stop camera
operations. For instance, an Indian movie will normally contain about five to six songs. Here, each dance step
may represent a step from any of the Indian dances or a new step innovated by the choreographer. Further,
it includes the presentation aesthetics such as mood, feelings, emotion and so on.

Song is composed of four parts: Introduction, Additional Introduction, Chores and Stanzas (Web of Indian
Classical Dances, 2003). Depending on the type of a song, Additional Introduction and Chores may be optional.
Each part has few lines of lyrics for which dance steps are choreographed. In the dance video hierarchy, a shot
represents a dance step, a scene represents dance steps of any of the song parts which are recorded in the
same location and a video clip represents dance steps of a song. Our DVSM will represent the semantics of one
dance step as a dance event. Dance step is the unit of analysis in this paper.

3.2. Features of Dance Videos

There are two types of dance video features- macro features and micro features and are annotated by the human
annotators at macro and micro levels (Forouszan, 2004) accordingly. Macro features are general properties of the
dance that are event independent and micro features are the properties of the dance step. That is, micro features
are spatio-temporal characteristics of the dancers while rendering the dance steps. Micro features can also be
called as event dependent features.



Fourth International Conference |.TECH 2006 97

Macro features(or Bibliographic features): Date of recording, time of recording, geographic origin of the
dance, geographic origin of the dancers, sex, age, number of dancers in a dance, type of performance venue
(such as theatre, open-air, etc), type of the accompanying song, type of accompaniment, type of musical
instrument used and types of dance videos. The different dance videos are movie dance video, theatre dance
video, folk dance video, classical dance video, street dance video and festival dance video. These macro features
are independent of the dance steps and are common to all dances.

Micro features (Dance step specific features): Spatio-temporal features classify dance movement
behavior which include: movement of one dancer in relation to another dancer, movement of a specific body part
(such as eye, leg etc. Refer Appendix-A for a complete list) of a dancer in relation to another part of the body,
movement path of the dance (such as circular, linear, serpentine and zigzag), distance between body parts of a
dancer while performing a dance step and distance between dancers.

Hence, the proposed video model has to characterize a set of macro features and micro features that exist in the
dance videos.

4. The Dance Video Semantics Model

Conceptual model abstracts the dance video data into a structure for later querying its contents and mining some
interesting patterns. For efficient conceptual modeling, one should know how choreographers demonstrate a
dance to the learners. They are the experts in describing the rhythmic steps to the audience. This section
presents a generic dance video model that efficiently describes the dance steps. Every dance step is called as an
event and the model represents dance events by a set of micro features. The model is generic in the sense that it
is applicable to any type of dance videos. DVSM is an extension of ER (Chen, 1976) with object oriented
features. The goal of the model is to describe a dance step as an event.

The main entities of the model are events, objects that participate in these events, actor entities that describe
contextual roles of objects in the events, agent entities that represent the action of the actor and concept entities
that model the cognitive and affective features of the dancers.

For example, consider a dancer object with name, age, address and all other event independent attributes. The
same dancer assumes different roles throughout the dance video. That is, he becomes hero in one dance step,
lover in another dance step and so on. Roles are defined as attributes of Actors. Some other examples of actors
are heroine, leader, follower, group dancer, friend etc. These context specific object roles form separate actor
entities, which all refer to the same dancer object. Although one would say that actor performs the action in an
event, finer granularity is necessary as far as dance videos are concerned. Therefore, contextual data of the
dancers have to be described in two levels. A particular dance step is characterized by the actions of the agents
who belong to the actors. Spatio-temporal characteristics are part of the actors as well as agents. Hence, they are
described as attributes of actors and agents.

Apart from the dancer object, DVSM may also represent the ordinary objects with a standard UML class diagram.
Some of them are: speed of the action of an agent, instrument used and the posture of the actor. The graph
meta-schema of the DVSM is depicted in Figure1.

The graphical notations used in DVSM are described as follows. A rectangle node refers to an entity or an object.
A round rectangle node refers to a concept. A dotted rectangle node denotes an actor entity. A thick rectangle
node shows an agent object. Event entity is modeled with a trapezoid. Attributes of entities and relationships are
represented with oval nodes. Relationships are denoted with directed lines on which the name of the relationship
is denoted. Relationships without their names represent the containment type.

The model is instantiated as a directed acyclic graph. The reason for choosing graphs is that it elegantly models
repetition of dance steps and has matured as a graph database. If a dance step repeats after some time, it just
requires another edge to point to the same node. A graph is formally defined as follows: Let G = (V, E) be a
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directed acyclic graph, where V denotes set of vertices and E denotes set of directed edges. The different entity
classes, events, actors, agents, concepts, and other basic classes become vertices of the graph. Similarly, the
set of interaction relationships will be denoted as directed edges of the graph.

c CT.SEM Dance step
Concept w \—‘ ’_‘ I

Left, East ¢

rrrrrrrrrrrrrrrr Approach

S,T,.SEM ‘ } S,T,SEM Diverge
Actor Agent |LeﬂHand|—{Righthand| ‘ Sitting ‘

S-Spatial Raise

T-Temporal c
SEM-Semantic Object
Slow Speed

C-ComposedOf

Figure1: Graphical representation of DVSM Figure2: Graph of dance step containing actors and agents.

The conceptual representation of an event highlighting a dance step as an instance of the graph, is depicted in
Figure2. In this figure, the dance event consists of two actors whose roles are hero and heroine. Hero is standing
left to the heroine initially and facing east. Heroine is sitting and facing west. Now hero approaches the heroine.
These spatio-temporal semantics are stored as relations. Event independent characteristics of the actor are
stored as video objects separately (not shown in the figure). The actors express joy and it is initialized as
emotion. Hero raises his left hand to chest level with medium speed and displays a flower to the heroine with his
right hand. Heroine remains idle without performing any action. This dance step is choreographed as part of one
line of lyrics of a song. Due to overflowing of nodes, attribute nodes are not shown in this figure. The entity
classes and relationships of the model are formally defined as shown below:

4.1. Event Entity Class

Dance step of a song is known as a dance event. For instance, consider a Bharathanatyam step Samathristy
(Saraswathi, 1994). It is performed with the eyes by keeping them static without blinking. This step represents a
thought, firmness, surprise or an image of an angel. Also, dance events can be combined to form a composite
dance event. As an illustration, consider a dance step, Chandran. This step represents a moon and is a
combination of two other steps: Pathagam and Lola pathmam and should be rendered concurrently. Pathagam is
performed by keeping the thumb closed and the other four fingers straight and denotes clouds, air, sword and
blessing. Similarly, Lola pathmam is performed by keeping all the fingers open and stretched and represents a
sun. Composite dance event many represent events which are rendered concurrently or sequentially by a dancer.

Dance events are composed of actors, posture of the actors, cognitive state of the actors and the interactions in
space and time between agents and actors. Formally, a dance event is described as a tuple,

Event={EID, D, AL, ND, ML }

where, EID is a unique identifier of the dance step, D is the description of the dance step, AL denotes the list of
actors, ND is the number of dancers who are performing steps in the event and ML is the media locator of the
video clip. Here, this Event tuple corresponds to Event object of Figure1.
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4.2. Basic Entity Class

A dance video object refers to a meaningful semantic entity of a dance video database. It can be described using
attributes which can represent macro and micro features. Formally, it is defined as shown below:

Object={0ID, V, TY }
where OID is a unique object id, V = {a1:v1, ..., an:vn } is n event independent or dependent attribute value pairs
and TY = { AID, AGID } denotes the dependency of the object, either actor or agent (to be defined later).

For example, hero is showing a flower in his right hand. Here, ShowFlower is the object in which V denotes
attributes action and instrument with values show and flower respectively. TY holds ID of the agent, Right Hand
which belongs to the actor Hero. In this case, V represents event dependent (i.e., dance step dependent) values.
Similarly, object may also represent any of the macro features.

4.3. Actor Entity Class

Actor is a spatiotemporal entity in dance videos. So the existence time (Vijay, 2004) can be associated with the
entity and it represents the life span of it. Actor is also a spatial entity. Therefore actor’s displacement in space is
modeled using Trajectory Points as in MPEG-7 (Martinez, 2003). Hence, actors are spatio-temporal entities
playing context dependent roles in the events. Actors can have spatial, temporal and event specific semantic
attributes describing their roles. The roles can be linguistic roles (Martinez, 2003) as in MPEG-7 or any semantic
roles, such as loves.

The existence time predicate PACTOR, which is associated with the actor entity class, defines life span of the
actor in terms of the existence time granularity (e.g. min and sec). PACTOR: S(ACTOR) x Z — B. This predicate
takes a particular actor entity and a particular granule (denoted by an integer; say sec) and evaluates to a
Boolean. Ifit is true, then that actor exists in the modeled reality at that granule (sec).

Constraint.1: Life span of an actor can exist only within the defined lifespan of the event to which it belong.
Formally, an actor entity can be described as follows:

Actor = { AID, EID, DID, R, L, T, P}
where EID is the event id, DID is the corresponding dancer id, R denotes either semantic or linguistic roles of an

actor, L is the existence time or lifespan, T represents the trajectory points(Point Set) as in Mpeg7 and P is the
posture of the actor, which is a basic entity.

4.4. Agent Entity Class

Agent entity class represents the finer spatio-temporal semantics of the actions. The agent entity is the one which
is most important in dance videos. The essence of a dance step is the actions done by the actors and it is the
agent that performs the action. This is an exclusive feature of the dance videos. All other video types possess just
one or two agents, which are fixed and do not play any significant role at all. For example, legs are agents in
soccer sport videos, bat and ball are agents in cricket sport videos. Agent entity elegantly models the action of the
agent which belongs to an actor. For instance, left eye and right eye of a heroine are agents. Formally, it is
defined as:

Agent = { AGID, AID, EID, L, T, X, S, I}
where AID and EID denote the actor id and event id respectively, X is the action agent performs, S denotes

speed of X and | is the instrument held by the agent. Also, L and T depict the lifespan and spatial trajectory,
similar to actor objects. Here, X, S and | are all basic entity types as defined earlier.

4.5. Concept Entity Class

The cognitive and affective content of an actor is modeled as a concept object. The concept is modeled as a
separate entity type because of its ontological nature, thereby improving the semantic search. Formally, a
concept entity can be defined as
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Concept = { CID, AID, EID, T, D }

where T = { Emotion, Feeling, Mood } and D denote type of the concept and description as a string using natural
language respectively.

4.6. Interaction Relationships

An interaction relationship relates members of an entity set to those of one or more entity sets. The DVSM
employs the following set of relationships between the different entity sets. They are Composition (C), Spatial(S):
which are topological (Egenhofer, 1994) and directional (Li, 1996), Temporal(T): Allen’s interval algebra (Allan,
1983), Spatio-temporal, Motion(M): such as approach, diverge, stationary which are defined over the basic
temporal relations (Athanasios, 2005), Semantic(SE) and Ontological(O).

The following section describes the set of relationships that occur between the various dance video entity sets.
4.6.1. Event Relationship

The relations between events are composition and temporal. Intuitively, a dance step of an actor may be followed
by another actor immediately. Similarly, a dance step of an actor may be repeated by another dancer some time
later. These follows and repeats relations are cues for later retrieval and mining operations. For example the
query, find the set of dance steps done by a dancer, that is repeated by another dancer, can be processed by
checking the life spans of the corresponding events.

Suppose E1, E2, ..., En are dance events participating in a temporal relationship. Let a1 and a2 be the actors, x1
and x2 be the actions of agents present in E1 and E2 respectively. Then, the predicate
OREPEATS:S(X)xS(A)—E can take an actor and action and can return a set of events in which the action is
performed. There is a constraint on the REPEATS predicate.

Constraint.2. Let LS1 and LS2 be the lifespan of E1 and E2 respectively. Then
(x1=x2)V(LS1<LS1)=> (E1=E2)

Similarly, the other predicates such as performSameStep, performDifferentStep, and observe can be formulated,
apart from follows and repeats predicates. Event relationships are formally defined as follows:

EE ={SRC, TAR, LST }

where SRC and TAR denote the source and target event ids and LST is the set of composition and temporal
relationships which hold between source and target events.

4.6.2. Object Relationship

Objects can be composed of other objects. For example, consider Figure2 where hero holds a flower in his right
hand. Here, flower is an example of an object. Formally, the relationship between objects can be represented
similar to event relationships with a restriction that the SRC and TAR can be basic entities and LST will contain
only composition relations.

4.6.3. Actor Relationship

Actor relationship represents the relationship between the roles of the objects, such as relation between hero and
heroine who are dancer objects. Spatial, temporal and semantic relationships exist between the actors in a
particular dance event. For instance, hero standing left to the heroine initially, may approach the heroine. This
dance semantic contains spatial and motion relationships left and approach respectively. The actor relationship is
formally defined as shown below:

AA ={AID1, AID2, 01, 02, LST }

where AID1 and AID2 are roles of the dancers O1 and O2 respectively and LST is now the set containing spatial,
temporal and semantic relationships. Note that O1 and O2 are basic entity types.
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4.6.4. Agent Relationship

Agent relationship is a second level semantic relation that describes the spatial and temporal characteristics of
the agents. That is, agent relationship represents the finer semantics between the body parts of an actor. For
instance, heroine is touching her left cheek with the index finger of her right hand. So, left cheek and right hand
are the agents and finger can be the instrument used in the semantic relationship touch. Agent relationship is
formally defined as,

AGAG = { AGID1, AGID2, AID, LST }
where AGID1 and AGID2 are agentIDs of an actor AID and LST is similar to actor relationships.
4.6.5. Concept Relationship

Concept relationship is an ontological relationship (O) between concept entities. Typical ontological relationships
(Guiness, 2004) are subClassOf, cardinality, intersection and union. This relationship is similar to event
relationship with a modification that the source and target ids represent concepts and LST holds only ontological
relations.

All other types of relationships between the different dance video entities are either semantic relationships or
composition relationships such as partOf, composedOf, memberOf and so on. Table 1 summarizes the semantics
of the kinds of relationships that exist between the dance video entities.

Table 1. Semantics of Relationships.

Event Object  Actor Agent Concept

Event C,TSE C C
Object C C C

Actor C C STSE C C
Agent C C S,T,SE
Concept C C 0

5. Implementation of DVSM

We have implemented the model in order to annotate the macro and micro features that are associated with the
dance video. The tool has been developed using J2SE1.5 and JMF2.1.1 under Dell workstation. The tool is
interactive as it minimizes the hard coding.

The dance video can be annotated by looking at the video clips that is running. Macro features can be annotated
initially. The details of the dancers, musician, music, song, background, tempo, dance origin, context (whether
live, rehearsal, professional play, competition etc), date and time of recording, type of performance venue and
type of dance video are annotated. The screen shot depicting the rendering of the dance and interactive
annotation of macro features is shown in Figures 3.

Then, micro features of every dance step of a song have to be annotated. The screen shot depicted in Figure 4
represents events, actors, agents and concepts. The annotator, by looking at the video, annotates the different
information pertaining to these entity types in the order: event, actors of this event, agents of the actors, concepts
revealed by the actors. But, one can swap the annotation of agents and concepts depending on his interest.
The user interface has been carefully designed such a way that it minimizes the hard coding, as many of the
graphical components will be populated automatically.

The second part of the micro features annotation involves the description of the various relationships between the
entity types. For instance, event relationships, actor relationships, agent relationships and concept relationships
describe the spatial, temporal, motion and semantic relations that exist between the entity types. The annotated
data are stored in a backend database.
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Fig.3 and 4. Screen shot of macro and micro annotation of objects.

6. Evaluation

Batini(1996) posits that conceptual model should possess the basic qualities: expressiveness, simplicity,
minimality and formality. Additionally, Harry(2001) outlines other semantic qualities for video types. They are:
explicit media structure(M), ability to describe objects (O), events (E), spatial relationships(S), temporal
relationships(T) and integration of syntactic and semantic information (I). This paper introduces another factor,
contextual description (Actor(A) and Agent(G)) to evaluate the proposed model.

The DVSM satisfies all the semantic quality requirements. Moreover, DVSM is unique in modeling the finer
spatio-temporal contextual semantics of the events at finer granularity, with the help of agent entity type. Table 2
contrasts the existing semantic content based models against the semantic quality factors. The table illustrates
that some models lack semantic features, some lack syntactic features and only few models integrate both
syntactic and semantic relationships. Some applications, like soccer sports video, require the model to represent
the contextual features of objects (called actors). The ESSVM proposed by Ahmet et al, describes contextual
information at actor level. However, dance videos require contextual description at multiple granularities (called
agent), beyond the actor level. Our proposed semantic model possesses both contextual abstractions-actor and
agent, apart from the other semantic qualities. Hence, with the agent based approach, the paper claims to have
achieved conceptual, semantic and contextual qualities in dance video data modeling.

Table 2. Comparison of semantic video models.
Legend: M-Media structure, O-Object, E-Event, S-Spatial, T-Temporal, I-Syntactic, semantic information, A-Actor, G-Agent.

Model Semantic Qualities
M O E S T | A G

AVIS X X X X X

OVID X X X X X

QBIC x X x

DISIMA x x x  x x
COSMOS7 X ox X XX

ATN X X X X X

ESSVM X X X X X X X

DVSM X X X X X X X X
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7. Conclusion

Data semantics provides a connection from a database to the real world outside the database and the conceptual
model provides a mechanism to capture the data semantics (Vijay, 2004). The task of conceptual modeling is
crucial and important, because of the vast amount of semantics that exist in multimedia applications. In particular,
dance videos possess several interesting semantics for modeling and mining. This paper described as agent
based approach for elicitation of the semantics such as macro and micro features of the dance videos. An
interactive annotation tool has been developed based on the DVSM for annotating the dance video semantics at
syntactic, semantic and contextual levels. Since dance steps are annotated manually, it is somewhat tedious to
annotate dances by the dance expert.

Further work would be useful in many areas. It would be interesting to explore how DVSM can be used as a video
model for exact and approximate query processing. As MPEG-7 is used to document the video semantics
recently, it is valuable to employ MPEG-7 for representing dance semantics to enable better interoperability.
Finally, it will be useful to explore how video mining techniques can be applied to dance videos.
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Appendix-A: List of Agents

Head Hand Knee Leg Foot Arm

Finger Ankle Elbow Heel Lower Leg Wrist
Toe Hip Shoulder Waist Back Torso
Forearm Palm Pelvis Thigh Ball of Foot Chest
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AUTOMATED PROBLEM DOMAIN COGNITION PROCESS
IN INFORMATION SYSTEMS DESIGN

Maxim Loginov, Alexander Mikov

Abstract: An automated cognitive approach for the design of Information Systems is presented. It is supposed to
be used at the very beginning of the design process, between the stages of requirements determination and
analysis, including the stage of analysis. In the context of the approach used either UML or ERD notations may
be used for model representation. The approach provides the opportunity of using natural language text
documents as a source of knowledge for automated problem domain model generation. It also simplifies the
process of modelling by assisting the human user during the whole period of working upon the model (using UML
or ERD notations).

Keywords: intellectual modeling technologies, information system development, structural analysis of loosely
structured natural language documents.

ACM Classification Keywords: I.2 Artificial Intelligence: 1.2.7 Natural Language Processing — Text analysis



Fourth International Conference |.TECH 2006 105

Introduction

The term “Problem domain” is usually used when the problem of Information Systems (IS) design is discussed.
This term represents the aggregation of knowledge about objects and active subjects, tied together with specific
relations and pertaining to some common tasks.

Usually the scope of the problem domain is not described strictly and different problem domains intersect. Let us
take two problem domains for example: a school education service and a public health service.

An information system designed for automating reporting at schools and another one designed for decision-
making for health authorities of a city council can not be completely independent. There are medical consulting
rooms at schools and the rate of sickness certainly depends on the school working conditions and so on. After all,
both information systems share some personality information: many people are citizens and students at the
same time.

Nevertheless, a description (a model) of the problem domain is a very important part of an information system
project. But, anyway, if this model is not comprehensive then it is incomplete.

Documents and experts usually play a part of the knowledge sources circumscribing the problem domain. There
are several types of documents that may be used: legal documents, ones that describe business processes,
databases of employees and customers, etc. Human experts may provide information on informal rules,
conventions, relative importance of concepts, etc, in the given problem domain. Documents of listed types denote
objects and formalize some relations in the problem domain concerned. To a first approximation they may be
considered as local models of these relations.

The difficulty is that most local models are built using different approaches, because there is no unified approach
that may be applied to a problem domain (excepting some narrow-ranged technical domains, where local models
can be combined together into a global model using some strict mathematical rules; information systems built
upon such problem domains are called “systems of automatic control”).

We are concerned here about information systems of a different kind — systems where the human element is of
primary importance. Investigation into such kinds of problem domains is a type of empirical research, related to
the “sciences of the artificial”.

Nowadays most CASE tools (Computer-Aided Software Engineering tools) can automatically build source
program code for a projected information system, using some initial formal model of the problem domain (usually
the model is represented as a framework, or graph). The urgent problem is to automate the process of building
the formal model, e. g. to automate the process of cognition in the given problem domain.

Goals of the Research

The main purpose of this research is development of the special cognitive approach, referred to a class of
Intellectual Modelling Technologies (IMT). This approach is designed for automating the process of information
system development. Attention is focused on the very early stage of project development, the stage of analysis.

The problem domain of the class of IS under consideration includes a very large amount of legal documents
(articles, assizes, bans, efc.), which regulate the status of objects, the behaviour of subjects related to an
institution, etc. It also includes a settled system of document circulation. All this information, as a rule, is poorly
structured. So, the development of a conceptual model of the problem domain (by means of UML language, for
example) using knowledge from documents of these types, is a very difficult task and usually is done manually.

The suggested cognitive approach is aimed toward the problem of automating the conceptual-level model
development by using loosely structured natural language documents.

Since the problem under consideration refers to a class of logical lexical systematization problems (as an
example from the adjacent area of study we may take translation of natural language text into the language of
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predicate logic), it has no solution using only a computation system. That is why the suggested approach is
developed to work in conjunction with the human user. Human interference is needed during the automated
analysis of problem domain described in source documents. Nevertheless, some self-learning capabilities in the
context of approach allow us to depend on the self-development of the analyzer during persistent dialogue with
the human user, so that subsequently it could be able to solve similar tasks without direct human assistance.

The suggested approach is oriented to be utilized at the earliest stage of the information system project
development process. As indicated on fig. 1, the suggested approach is supposed to be used at the very
beginning of the spiral loop, at the boundary between the stages of requirements determination and analysis, also
including the stage of analysis.

Analysis
stage

Architecture
designing
stage

Regirements
determination
stage

Implementatior
& testing stage

Area of the
approach
application

Integration
stage

Figure 1. The Spiral Model of Software Life Cycle

It is important to mention that most existing IMT methods, used in CASE systems, automate, in general, stages of
projecting, implementing, testing and integrating, but never touch the stages of requirements determination and
analysis. Transition from the stage of requirements determination to the early stage of analysis is usually done by
hand. Then the user develops a conceptual level model of the problem domain.

The model is developed usually using some special diagram language (UML language, for example). Conceptual
level models describe a part of the real world for which the information system is being developed, so conceptual
level class diagrams are right for describing the set of terms of the problem domain vocabulary.

When developing a model, the analyst usually processes by hand a large amount of documents referred to the
problem domain in order to pick out key terms, properties, functions and relations between them. The proposed
approach enables automation of this process. The intellectual cognitive analyzer being implemented according to
the described approach should act as a user’s assistant. It will do the most routine part of the work in the early
stage of analysis.

The suggested approach also includes some other capabilities that let the computer become quite a good
assistant for the human user not just at the beginning of analysis, but along its whole length. One of those
capabilities, in particular, is the automatic problem domain thesaurus building during interaction with the user.
And it is possible to use preinstalled thesauruses too, different ones for each problem domain, describing their
specific components, features, etc.

Conceptual-level Modeling

As was said earlier, the purpose of the approach is automated construction of conceptual-level model diagrams of
the problem domain. The UML language (static class section), was chosen as a model representing language,
because it is the most popular standard for CASE tools nowadays.
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UML static class diagrams define object classes and different kinds of static relations between them in the
system. Also such things as class attributes, operations and relation limitations are usually shown on class
diagrams.

There are three different points of view on how to interpret the sense of class diagrams:

— Conceptual-level point of view. If we take a class diagram from this point of view, then it reflects a set of terms
and relations (called vocabulary) of the examined problem domain. Conceptual-level model considered
independent from any software programming language.

— Specification-level point of view. In contrast to the above, this affects the software development range, but
focuses attention over interfaces, not implementation. Looking at the class diagram from this point of view,
designers have to do rather with types, not classes.

— Implementation-level point of view. In this case we really deal with graphical representation of the class
structure of software. So the designer goes down to the level of implementation.

Understanding which point of view should be used and when, is extremely important either for developing or for
reading class diagrams. Unfortunately, distinctions between them are not understood clearly, so the majority of
developers often mix some different points of view when developing a diagram model.

The idea of the point of view on diagrams is not actually a formal part of UML language, but it is extremely
important. UML constructions can be used with any of the three points of view in mind.

As has already been said, the suggested approach is going to be used for the automation of the process of
conceptual-level problem domain model development. First of all, it is because of the fact that the approach
should work at the most initial stage of IS development process. Apart from that, the nature of the documentation
used in the problem domain of the considered range of IS (sphere of education) means that the description of
objects and their mutual relations is of a sufficiently high level. This fact automatically determines the point of view
on a problem domain as conceptual.

However, such a strict binding model to a conceptual level is not obligatory. In some cases the model can get an
interpretation from some other point of view. This mainly depends on the nature of the source documents.

Conceptual-level diagrams describe the problem domain vocabulary. Of course, it is doubtful that diagrams
developed using the suggested approach could be immediately used for generation of skeleton program code,
but it can be used for subject domain database logic structure generation.

IES Architecture

Fig. 2 shows the diagram reflecting the principle according to which the projected system is organized.
Let us consider in more detail the principles assumed for the basis of the suggested approach.

Natural language expresses relations between items in a problem domain in the form of statements. For example,
the statement “children study at schools” binds together the concept “school” belonging to the class “educational
institutions” and the concept “children” belonging to the class “person”. Any statement can be either correct, or
wrong, when established during correlation with reality. So, statements singled out from source documents
should be compared to the problem domain thesaurus which reflects the current actuality. In the case of detection
of a discrepancy of the obtained propositions to ones from the problem domain thesaurus, the latter should be
brought into accord with reality, or the source proposition should be corrected in an appropriate way. When the
system cannot make such a decision independently, it can apply for the human user's assistance.

The proposition (statement) is an expression that claims or disclaims the existence of an item, the relation
between an item and its attribute, or the relation between two items. A sentence is the language form of the
proposition. Propositions in natural language texts are expressed by narrative sentences, for example:
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“institutions of primary vocational training may be state, municipal and private”. The proposition of connexion of
an item and its attribute consists of propositional subject, and a predicate reflecting an attribute of an item. Except
for subject and predicate, the proposition includes a copula which can be put into words (for example, “not is”,
“is”, etc.).
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Figure 2. IES Architecture Framework

Depending on what is claimed or disclaimed in the proposition — either the existence of an item, or the relation
between an item and its attribute, or the relation between two items — it may be classified as attributive
proposition, proposition with relation and existential proposition. A proposition is called compound if it consists of
several simple propositions, combined together in an expression.

A conceptual-level model is usually developed using source natural language description. Sentences in this
description are propositions of listed types. Some of them concern certain objects; others are general as they
concern some class of objects in the problem domain. Source documents consist of compound sentences that
describe objects and relations between them in the problem domain.

In the course of linguistic analysis using knowledge of language structure, initial compound sentences are split
into simple propositions of three listed types, and the type of each proposition can be determined during the
process of decomposition.

The whole totality of concepts and relations between them, expressed by means of natural language, forms a
system thesaurus. Thus, we can say it schematically represents the matter of the source documents text. The
idea of a thesaurus is frequently applied to problems of semantic search in documents. Within the suggested
approach, another variant of its application is offered.

Concepts are extracted from source documents during the linguistic analysis process. One of the basic relation
types that make a thesaurus hierarchical, is the relation type named “is a”. It realizes the idea of generalization,
allowing reference of a narrower concept to a wider one.

Another relation type named “referred to” designates a certain reference between terms. It can be marked by a
verb (predicate) extracted from the source sentence (this verb should describe the nature of the relation with

certainty). This mark can also be a word-combination, consisting of a verb and a noun: “is operation”, “is an
attribute”.



Fourth International Conference |.TECH 2006 109

To avoid the possibility of the appearance of a vicious circle of interdependence of terms in a thesaurus, there are
some rules to be obeyed:

— no term can be wider than itself, either directly, or indirectly (this limits the usage of the “is a”);
— no term can be “referred to” a term which is wider or narrower than itself, either directly, or indirectly.

The structure of the thesaurus can be represented by a graph (semantic net), its nodes correspond to terms, and
arches are relations between terms. One set of arches forms a directed acyclic graph for the relation of
generalization (“is a”). Another set forming the directed graph, represents the relation of referred terms (“referred
to”). Relation types “is @” and “referred to” form subgraphs.

Principles of IES Operation

The thesaurus of the model should be populated and refreshed using an automatic mode. Thus there are the
certain difficulties concerning natural language text processing. To overcome these difficulties successfully, the
approach offers the multilevel circuit of text processing using the relaxation method to eliminate ambiguities.

At the initial stage of text processing the syntactic analyzer (figure 2) works. It implements the syntactic analysis
and decomposition of compound sentences to the simple propositions consisting of subject, predicate and object.
While these operations are being accomplished, the semantics of the sentence is not taken into account. During
decomposition, the text of the source documents is transformed into a set of simple statements (propositions) of
three listed types (attributive proposition, proposition with relation, existential proposition) which then can be
easily subjected to semantic analysis.

It is important to note that relations between concepts are not necessarily conveyed syntactically in text. They can
also be conveyed by the structure of the document. There are two types of structural compositions most
frequently used in documents: table structure, determines attributive relations; list structure, determines relations
of various kinds, between the concept located in the list heading and concepts located in lines.

In order to assure the completeness of analysis it is necessary to allocate relations, set by structures of listed
types. This task is done by the structural analyzer, who's output, as well as for syntactic analyzer, consists of
simple propositions reflecting relations between concepts. The analyzer generates them using structural
information extracted from the source text as the basis.

The semantic analyzer obtains the data processed by syntactic and structural analyzers, handles them for its turn
and populates the system thesaurus with prepared data. If the semantic analyzer finds any variance in source
data, caused by its ambiguity or uncertainty, it can address previous level of processing — syntactic or structural
analyzer — with the requirement to give another variant of the text treatment. This idea accords with principles of
the relaxation method. Some missing branches of concept relations may also be evoked from the existing
thesaurus knowledge base.

There is one more task assigned to the semantic analyzer — to eliminate insignificant data. In fact the final model
should not be formed by the whole totality of concepts and relations, allocated in the initial documents. First of all,
some concepts may just slightly touch the scope of the given problem domain. Sometimes some errors in
allocation of concepts and relations may take place because of text specificity or its author's verbiage. Anyway,
some mechanism is required that could free the user from dealing with a lot of insignificant details. To achieve
this, the semantic analyzer uses a special self-learning filter as a part of the project thesaurus. This filter
determines a list of concepts that should not be included in the thesaurus. Relations of a special type “not
relevant’” may also be settled between the concepts in the thesaurus in order to solve the problem more
effectively.

The filter is trained by tracking actions which are user made when editing a diagram. This way we can reveal
insignificant concepts and relations in the problem domain to use this knowledge later.
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We need to mention that there is one more important opportunity the approach can offer: an opportunity of
distribution “on a turn-key basis” of an IS designing tool assigned for usage in the context of a certain problem
domain. Such a tool would possess a prepared thesaurus establishing the set of basic concepts and relations and
include a trained semantic filter focused over the scope of the problem domain being aimed at. In the architecture
framework of IES which is being developed according to the suggested approach, this thesaurus is represented
by the separate component called “Problem domain thesaurus” (figure 2).

The project thesaurus directly delivers data needed for production of model diagrams. The structure and sense of
the thesaurus content allows translation of it into the model diagram. This is in spite of the fact that there are
some minor distinctions between specifications of diagrams that could be used within the approach: UML
diagrams and ER diagrams.

Diagrams are displayed in some external modelling environment which is connected to IES through the special
buffer module of the model image. Of course, the user may want to correct the obtained model diagram, which is
initially generated by the system. But nevertheless, it continues to cooperate with the user, helping him to perform
the work.

Upon the user's demand it can generate some new fragments of the model diagram, if there are any new source
documents obtained, or expand the model diagram in order to restore missing relations, applying knowledge from
the problem domain and the project thesauruses, etc.

The system also traces user's actions made during model diagram editing. Such a feedback mechanism is
absolutely necessary for implementing the idea of self-training as applied to the problem domain thesaurus and
the semantic filter. Actually, during editing of the model diagram, the user “teaches” the system, providing it with
the information about concepts and relations that are of first interest to him and ones that should be excluded
from consideration. In such a way, the problem domain thesaurus containing the most authentic and clean
information on key concepts and typical relations between them is built. It is populated automatically during
editing of the model diagram. Thus, the resulting model diagram and successive modifications made by the user
are also a source of information for the IES.

The system tries to recognize semantics in the model diagrams. So a diagram which the user works with is not a
senseless set of blocks and connections for a computer any more. Attention is focused on names of elements,
their structure, interfacing, etc. All these aspects are analyzed by the system.

Objects and relations allocated in a problem domain, organize a model. When the diagram is built, they remain
connected with texts in the source documents library. It is necessary for the user to have an opportunity to
supervise the correctness of the constructed model, verifying it directly with the key information from source
documents. Reverse referencing from source documents to elements of a model diagram is also needed,
because documents are not something immutable. The documents library has a dynamic nature — precepts may
be cancelled, or changed in some points, etc. Direct and reverse referencing between source texts and the model
assure an opportunity of efficient model updating.

Examples

Now we give an example demonstrating some aspects of the approach.

Please note that the approach is being developed for use jointly with the Russian language, where the concepts’
mutual interdependence in sentences is expressed much less ambiguously than in English, at the syntax level.

Let us show how a certain expression is going to be analyzed by the system:
“Educational institutions with government accreditation grant certificates to persons who passed attestation”.

During syntactic analysis the given sentence is split into some connected simple statements which can be easily
represented by the semantic network shown on fig. 3.
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Figure 3. Semantic Network Representing Sample Sentence Structure

The semantic analyzer qualifies propositions (1, 2 and 3) such as ones with relations. Thus the verb predicate
representing the action “grant” is interpreted by the semantic filter as an operation (class method). But let us
assume that such interpretation is not known to semantic filter.

Simple propositions obtained which form marked section of a semantic network after the stage of semantic
analysis, are directed to the problem domain thesaurus.

Propositions with relations of such a kind are displayed in the model as objects connected by the relation
‘referred to”; connection is directed from a subject to an object and represents the predicate (see fig. 4).

Educational institutio -have Government accreditatior

-grant *

Certificate

-unassigned *

Person -pass Attestation

* £

Figure 4. Model Framework Created on the Sentence

Part of the model received as a result of analysis of a given sentence, could be automatically attached to the
existing model by a set of “is a” connections, revealed by the semantics comparison.

Besides that, if the problem domain thesaurus contains information about other connections between these
objects and ones in the problem domain, these connections will also be restored in the model.

So, let us return to the necessity that the action “grant” should be interpreted as a method.

If it does not happen automatically, then the user manually creates the method “grant” in the object “Education
institution”. After that, as a result of the semantics comparison of the operation name assigned by the user with
the text of source sentence, the semantic filter is trained to interpret the verb “to grant” as the method (operation)
at a later time.

Analyzing a similar text subsequently, the system should automatically add a corresponding object operation to
the model. The thesaurus of the model is populated and refreshed in an automatic mode.
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TEXT-TO-TEXT MACHINE TRANSLATION SYSTEM (TTMT SYSTEM) -
A NOVEL APPROACH FOR LANGUAGE ENGINEERING

Todorka Kovacheva, Koycho Mitev, Nikolay Dimitrov

Abstract: The purpose of the current paper is to present the developed methodology for automatic machine
translation. As a result the Text-to-Text Machine Translation System (TTMT System) is designed. The TTMT
System is developed as hybrid architecture, combining different machine translation approaches. The included
languages in the base version are English, Russian, German and Bulgarian. The TTMT System is designed as a
universal polyglot. The architecture of the system is highly modular and allows other languages easy to be
included. It uses a digital script and method for communication.

Keywords: machine translation (MT), natural language processing (NLP), language engineering (LE), text-to-
text translation (TTT), text-to-text machine translation system (TTMT System), universal polyglot, digital
language.

Introduction

Automatic translation between human languages, also known as “machine translation” is of enormous social,
political, and scientific importance. In the age of global and information based society real-time online translation
on the Internet and other resources will support personal communication and information needs. There are many
attempts to develop integrated translation software which can work in different scientific domains. There is
already research on cross-lingual information retrieval, multilingual summarization, multilingual text generation
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from databases, integration of translation with summarization, database mining, document retrieval, information
extraction, etc. In machine translation research, there is much interest in exploring new techniques in neural
networks, parallel processing, and particularly in corpus-based approaches: statistical text analysis (alignment,
etc.), example-based machine translation, hybrid systems combining traditional linguistic rules and statistical
methods, etc. [Hutchins J., 2002]

Because of the importance of the automatic translation systems in the current development phase of the society,
the project for Text-to-Text Machine Translation System (TTMT System)' design and coding has started. In the
present paper we present the TTMT System overview and hybrid architecture, based on different machine
translation approaches. A digital script and method for communication? is also used.

Machine Translation as a Subfield of Language Engineering and Natural Language Processing

Language engineering may be defined as a discipline or act of engineering software systems that perform tasks
involving processing human language [Cunningham H., 1999]. The language engineering not only collects the
information and knowledge of a language among the linguistic society but also serves as a foundation on which
linguistic culture and technologies can be based [Oh et. al., 1004]. It is the base for the development of natural
language processing (NLP) systems. These systems use the NLP technologies, which combine algorithms and
methods from artificial intelligence and linguistics. They are designed to solve the problems of automated
generation and understanding of natural human languages.

Machine translation (MT) is one of the major tasks in Natural Language Processing. It investigates the use of
computer software to translate text or speech in between natural languages. It consists of two major parts:
decoding the meaning of the source text, and re-encoding this meaning in the target language. It is based on
computational linguistics and modeling of natural languages from a computational perspective. The knowledge
about the syntax, morphology, semantics and pragmatics of languages is needed. Therefore the translation
process can be defined as a complex task.

Nowadays different approaches to machine translation exist. They can be divided in four main groups as follows:

1. Dictionary-based machine translation, which is based on dictionary entries (the translation is done word
by word, without much correlation of meaning between them). For more information on dictionary-based
machine translation, see [Ballesteros L., Croft W.B., 1996].

2. Statistical machine translation, which try to capture regularities of natural language using probability
distributions of linguistic events, such as the appearance of words within a context, sentences, or whole
documents. For more information about statistical language modeling and statistical machine translation
see [Brown P, et. al., 1990; Casacuberta F., 1996].

3. Example-based machine translation, which is essentially a translation by analogy and can be viewed as
an implementation of case-based reasoning approach of machine learning. For more information about
example-based machine translation, see [Brown R., 1996].

' The Project is currently funding by Gluon Technologies Ltd., Varna, Bulgaria,
URL: http://www.gluontechnologies.com

2 Mitev K., BG Patent 63704 B1, Digital Script and Method for Communication on Moder Tongue
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4. Rule-based machine translation. They create an intermediary symbolic representation, from which the
text in the target language is generated. The approach is also known as interlingual machine translation,
or transfer-based machine translation. These methods require extensive lexicons with morphological,
syntatic, and semantic information, and large sets of rules.

The designed TTMT System uses a hybrid approach to machine translation, which contains the four mentioned
above.

Text-to-Text Machine Translation System (TTMT System) Overview

The TTMT System is based on an in-depth analysis of the human language. The human speech can be defined
by means of the digits from decimal system regardless of the speaker's mother tongue. The digital script is
developed. It contains combinations of numbers from 0 to 9, which a computer device can store in its memory,
and to translate finished texts from a random language into any other.

The digital script is applicable in all the world languages and dialects. Thus, the ten numbers can be turned into a
universal tool for communication. The unique sequence of operations integrated in the software design to allow
real time translation of a finished thought, sentence by sentence, in the respective word order. The operations are
common for the phonetic speech and the speech in-writing. It allows communication in the mother tongue: voice —
to voice; text — to text; voice — to text and vise-versa.

The TTMT System is designed to solve problems of one of the main tasks in the field of natural language
processing — text-to-text machine translation. The methodology is developed for four base languages — English,
Russian, German and Bulgarian. The translation can be done from every language to every language from those
four languages. TTMT System design allow easy to include new languages. The flexible architecture of the
systems makes it easy to turn into universal translator. Many of the benefits of improvement to the system flow
automatically to outputs in all the languages. The system can take ready made sub-systems such as black boxes
or as open source software and incorporate them to it.

The approach is simple. The whole process is divided into different tasks which are solved independently by
system modules.

TTMT System Architecture

The architecture of TTMT system is highly modular. The complex problem of MT has been broken into smaller
sub-problems. Every sub-problem is a task which is handled by an independent module. The modules are put
together in a united system. The output of the previous module becomes the input of the following module.
Because each module has a specific task, the complexity remains under control.

The modules are put together in the three main parts of the system: a front-end, middle and back-end. The
front-end takes input in the form of text from Internet and other electronic sources. It includes also the user
interface, for adjusting the text part parameters. The output is a used to fill in the database. For different
languages different databases exist.

The middle part of the TTMT System is built from the languages databases, dictionary management sub-
system, language analyzer and model generation tools, language alignment sub-system, validation and
verification tools.
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The language database consists of two parts: dictionary and metadata. The dictionaries can be represented as
monolingual data banks, covering the data in a specific domain, and multilingual dictionaries for different domains
(medical science, law, electrical and electronic engineering, technical and computer-science domain, every-day
language, etc. The available dictionaries are semantically oriented using ontology-based lexicon and text part
parameters, which represent the metadata used in the system.

The data in the databases are coded digitally using the digital script. The syntax, morphology, semantics and
pragmatics are also taken under consideration by coding.
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The dictionary management sub-system is used to provide customizable information and managerial functions
for text data bases, and to provide the environment for dictionary development and management and merging
existing dictionaries. It contains tools for extraction, indexing and searching the data. Because of the big size of
each text to be stored and lots of keywords to be indexed and searched for each text, it requires special storing
and managing mechanisms. This is also the need from the dictionary management sub-system.

For every language a language analysis package is designed. The language model is a result from that
analysis. Morphological Analyzer is an important part of the analysis. It is extended to cover special symbols,
abbreviated words, spell errors, efc.

Language alignment sub-system gathers the correspondences between representations of different languages.

Validation and verification tools are used to estimate the result, to correct the errors and learn the system to
avoid this error in the future work.

The back-end outputs the synthesized translated text.

The TTMT System architecture is presented in Fig.1.

Conclusion

The developed methodology is a novel approach to natural language engineering and natural language
translation. It makes possible to build the Universal Machine Translation System and to implement it in modern
telecommunication systems. Future work is to include voice recognition and voice generation sub-system, and to
produce speech-to-text, text-to-speech, and speech-to-speech automatic translation
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ON THE COHERENCE BETWEEN CONTINUOUS PROBABILITY
AND POSSIBILITY MEASURES

Elena Castifieira, Susana Cubillo, Enric Trillas

Abstract: The purpose of this paper is to study possibility and probability measures in continuous universes,
taking different line to the one proposed and dealt with by other authors. We study the coherence between the
probability measure and the possibility measure determined by a function that is both a possibility density and
distribution function. For this purpose, we first examine functions that satisfy this condition and then we anlyse the
coherence in some notable probability distributions cases.

Keywords: Measure, possibility, probability, necessity.

9

ACM Classification Keywords: 1.2.3 Artificial Intelligence: Deduction and Theorem Proving (Uncertainty, “fuzzy
and probabilistic reasoning); 1.2.4 Artificial Intelligence: Knowledge Representation Formalisms and Methods
(Predicate logic, Representation languages).

Introduction

Possibility distributions are, sometimes, good means for representing incomplete crisp information. It is precisely
this incompleteness that often makes it impossible to determine a probability that could describe this information.
Now, if the possibility distribution meets certain requirements, for example, it is either a density function or its
graph "encloses" a finite area, it will always be possible to consider either the probability whose density function is
this possibility distribution or an associated density function.

Fuzzy set-based possibility theory was introduced by L. Zadeh in 1978 (see [12]) and provided an alternative non-
classical means, other than probability theory, of modeling and studying “uncertainty”. Zadeh established in [12]
the principle of consistency between possibility and probability, according to which “anything that is probable must
be possible”. This principle is expressed as “P(4)<I1(4)", and the probability P could also be said to be coherent
with the possibility TI. The finite case has been studied by M. Delgado and S. Moral in [4], where they
characterise the probabilities that are coherent with a given possibility; also in [2] Castifieira et al. deepened in
that case defining a distance between possibility an probability measures, finding the closest probability to a
given possibility and proving they are coherent. The case of continuous universes has been addressed by several
authors, including Dubois et al, who, in [7], examined possibility/probability transformations taking into account
the principle of insufficient reason from possibility to probability, and the principle of maximum specificity from
probability to possibility. Although dealing with the same subject, the purpose of this paper is another. As density
functions are to probabilities what possibility distributions are to possibility measures and, taking into account that
a density function whose value is 1 at any point determines both a probability measure and a possibility measure,
we set out to analyse the coherence between these probability and possibility measures.

This paper is organized as follows: After a background section, in section 2, we prove that a possibility generates
a degenerated probability defined on a c-algebra, as in the finite case where the coincident probabilities and
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possibilities were degenerated. In section 3, some functions are obtained which are both possibility distributions
and density functions; particularly, some classic distributions have been considered, then we address the problem
of coherence between possibilities and probabilities generated by the same function. Some counterexamples
show that, even in these cases, the coherence between measures cannot be guaranteed. Finally, in section 4, we
deal with the coherence between some classical probability distributions and their respective possibility
measures, stressing the case of the normal law, where there exists coherence.

1. Preliminaries

Let F(E) be the set of all fuzzy sets in a universe of discourse E# @, with the partial order c defined by PcQ if
and only if up(x)< wo(x) for all xe E, where up, uoe[0,11° are the membership functions of P and Q.
respectively. A c-measure in F(E) is any function M:F(E)—[0,1] such that: m¢) M(0)=0; my) M(E)=1; m3) If
Pc(, then M(P) < M(Q).

Considering the standard fuzzy sets theories (F(E),U,N, ¢) where the operations U, N are defined by the t-norm
T=Min, the t-conorm S=Max and the complement ¢ by means of a strong negation [11], on the one hand,
a possibility in F(E) (see [5] and [6]) is any mapping TT:F(E)—[0,1] satisfying: p1) TI(E)=1; p2) T1(©)=0; and
p3)II(P UQ) = Max(II(P), T1(Q)) for any P,Qec F(E). On the other hand, a necessity in F(E) is any mapping
N:F(E)—[0,1] satisfying: n1) N(E)=1; p2) N(©)=0; and p3) N(P NQ)=Min(N(P), N(Q)) for any P,Q< F(E).

It is easy to check that both any IT and any N verify the axiom ms, and are, therefore, c-measures. Note that,
given a possibility IT, the function Np=1—(TTo ©) is a necessity measure, the bidual necessity associated with T1.

Furthermore, if 22 €[0,1]F is such that sup {u(x), xe E}=1, the function IT,: F(£)—[0,1] defined for all Pe F(E)
by ITu(P) = sup {Min(u(x).up(x)), xe E} is a possibility measure. The function « is called possibility distribution
of the TT.. Note that for all A€ P(E), where P(E) is the set of parts of E, the possibility measure given by the
possibility distribution £ is defined by TT.(A)=sup {u(x), xe A} .

Let M, and M, be two c-measures, M, is coherent with M, if M;(A4)< M,(A4) for all P F(E). When M =N is a
necessity measure and M, = IT is a possibility measure, it is clear that, generally, there is no coherence between
N and TI, that is, neither N < TI, nor IT < N. Nevertheless, when N=Nr is the necessity measure associated
with the possibility measure II, N < II because 1= II(P UP®)=Max(II(P), II(P°))< TI(P)+II(P°), thus
Np(P)=1-II(P)< TI(P).

As the purpose of this paper is to compare possibility and probability measures, we will consider the possibilities
as being restricted to classic sets, that is, to c—algebras ACP(E). Recall that A is a c-algebra if for any Ac A its
complement 4°e A, and for any countable family {4,},en < A'itis U,en 4, € A. Moreover, P: A —[0,1]is a
probability measure if P(E)=1 and P is ¢ -additive, that is, for any {4,},ex < A such that 4;N14;=0 if i=j, then
Pl Uuen 4,1=2,cy P(4,) holds.

We will consider Borel's c-algebra in R, that is, the smallest c-algebra that contains the semi-ring {[a,b); a, be R
with a< b}, or alternatively, the smallest c-algebra that contains the open sets of R, and which is usually denoted
by B. It is well known that every probability measure P: B —[0,1] is univocally determined by a distribution
function, F: R —[0,1] ([10]), and if F’(x)=A(x) exists for “almost any” point, then P([a,b])=]"f(x)dx (*).
Generally, if £ R — R" is such that [~ f(x)dx=1(that is, f is a density function), / defines, as in (*), a
probability measure on Borel's algebra of R. Note that, pursuant to the theorems of measure extension, every
probability in (R,B) is determined by ascertaining its values in the intervals [a,b].
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2. Probability Generated by a Possibility Measure

Let e [O,I]E such that sup {u(x), xe R}=1 and let us consider the possibility measure generated by p on the
crisp sets of R, that is, I1.:P(R)—[0,1] defined for each 4e P(R) by IT.(A)=sup {u(x), xe 4}, I, verifies:
1) I1.(©)=0; 2) Monotonicity: if A< B then TT.(4)< ITu(B); 3) Subadditivity: TT,1U,en 4,1< Z,en TIu(4,).

That is, ITuis an exterior measure in R and also verifies that TTu(R )=1.

It is known that any exterior measure M generates a c-additive measure on the c-algebra of the M —measurable
sets (see [9], [10]) according to:

Caratheodory’s Theoreme: If M: P(E)— R is an exterior measure in a set £E# @, then the family
A={4eP(E); VXeP(E), M(X)=M (XN 4 )+ M (XN A°)} is a c-algebra and the restriction of M to A is a &-
additive measure.

The Caratheodory’s method applied to the exterior measure I, generates a degenerated probability as follows:

Theoreme 2.1. Let 1 €[0,1] such that sup {x(x), xe R}=1, then the family of IT .-measurable sets is

A={ A€P(R), supp(u)c A or A (supp(u))°},

where supp(u)= {xeR, u(x)=0} is the support of u, and the possibility measure Il restricted to the T, -
measurable sets is a degenerated probability defined for each 4e A by I1u(A)=0, if Ac (supp(u))°, and
IMu(A4)=1 if supp(u)c A.

Proof: Let us see that A is the G-algebra constructed by Caratheodory’s method.
A'is a c-algebra trivially. The elements of A are IT,-measurable; indeed, if supp(u)c 4, for each Xc R,
TI(X) = sup {u(x), x& X} =sup {u(x), xe (ANX)Y (4°NX)}
= Max {sup {u(x), x€ ANX} ,sup {u(x), xe A°NX} }
= sup {u(x), x€ ANX}= (ANX)= TT(ANX)+IT(4°NX)
holds, as IT.(4°NX)=0. Similarly, if Ac(supp(w))°, we could prove that 4 is IT,-measurable.

Furthermore, we will prove that the only IT,-measurable elements are elements of A: If Ac R is IT,-measurable,
then, in particular, 1=TTu(R)=IT.(4)* ITu(A°) (*) holds, and two options can be study:

1) There exists xoe R such that u(xo)=1. If, moreover, x,€ 4 it follows from (*) that I1.(A4¢)=0, which means that
Acc (supp(u))© and, therefore, supp(u)c A4 and A€ A. Similarly, if xoe 4°, we have that Ac (supp(u))° and
AeA.

2) Forall xeR, u(x)<1. In this case, u reaches its supreme value at +oo or —oo, and this point of infinity is an
accumulation point of 4, xe 4”, or of 4. Let us suppose that xe 4°, then I1.(4)=1, and it follows from (*) that
IT.(A4°)=0, which means that, again, supp(u)cA4 and A€ A. If the point of infinity at which « reaches the
supreme is an accumulation point of 4, it follows, similarly, that A°c (supp(u))° and A€ A.

Finally, the values of IT. on elements of A follow from the definition of IT,. [
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3. Possibility and Probability Measures Generated by a Density Function and Their Coherence

We will address the coherence of measures in a continuous universe when the possibility and probability are
determined by the same function, that is, a possibility distribution in the first instance and a density function in the
second one. For this purpose, a first section analyses how this type of functions can be derived from a given
density function and, then, from a given possibility distribution. The second section deals with the coherence
between a possibility and a probability both generated by a given density function.

3.1. Possibility Distributions and Density Functions

In this section, some conditions for a function to be a density function and a possibility distribution at the same
time are stated; moreover the cases of some notable distributions are analysed.

Lemma 3.1. If £ R — R"is a bounded density function, then the function ++ R— R defined for each xeR

by ,(x)=kf (kx), where k=1/sup {f(x), xe R}, is a density function and a possibility distribution function.

Additionally, if /is continuous, then there exists yoe R such that . (y,) =1.

Proof: 1, is a density function. Indeed, [:yf (x)dx = I : f(kx)d(kx)=1 It is also a possibility distribution,
since 0< g, (x) <sup{ u,(x), xe R}=k sup {f{kx), xeR}=1.
Finally, if /is continuous, there exists xoe R such that f{xo) = sup {f(x), xe R}=1/k; hence, it suffices to consider

yo= xo/k, since then u,(x, /k)=1. 11 1, will be said to be the possibility distribution associated with 1.

Some examples
The possibility distributions associated with some well-known probability distributions are listed below (for more
details about these distributions, see [3]).

-(x-a)’

(a) Normal distribution of parameters a,o, M, 0): Its density function is f(x)=(1/+/27)e 20” with

—(o’«/ﬂx—a)z
maximum  f(a)=1/(ov2x), then u,(x)=0ov27f(oV2zx)=e 4"2.
wheno =1/N27, u,(x)= f(x)= ¢ " which is a density function for the normal distribution N(a,1/+/27).

In  particular,

4
w(a® +(x=b)%)
reached in b, is f(b) =1/(ar);hence, its associated possibility distribution is

(b) Cauchy distribution with parameters a,b: Its density function is ()= whose maximum,

2
a

a’> + (amx —b)’

Hy(x) = anf (amx) =
If =0, then u,(x)= %+ JENEY and its probability distribution is a Cauchy distribution with a =1.

(c) Gamma distribution of parameters p > 0,a>0,I'(p,a): Its density functionis (. - a  pgaif x>0,
I'(p)

and f(x)=0if x<0,where I'(p) = J' ;OO e*x"'dx is the second-class Euler's function.

Note, firstly, that if p € (0,1), then fis not bounded and, therefore, there is no associated possibility distribution.

When p =1, it is also a particular case of the exponential distribution that will be dealt with in the following

example. If p>1, the function is bounded, reaching its maximum value in x=2 _1, and its associated
a
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possibility distribution can be ascertained. It will be calculated for two particular cases so as to avoid tedious
calculations.

If p =2, then f(x) = a’xe ™ if x>0, and f(x)=0 if x<0, and its maximum is £ (1/a) = a/e; therefore,
the associated possibility distribution is ,uf(x):ezxe_ “if x>0, and u,(x)=0,if x<0,which is also a
density function for the distribution I'(2,¢). If p =3, we get the law I'(3,e” /2).

(d) Exponential Distribution of parameter &: Its density function is f(x)=0e®* if x>0, and f(x)=0 if
x <0, whose maximum is f'(0) = 6. Hence, the associated possibility distribution is s, (x)=e " if x>0, and
u(x)=0,if x <0, which is a density function for the exponential distribution with & = 1 or also for I'(1,1). <

The inverse problem of getting a density function that is also a possibility distribution from another possibility
distribution is easily solved if this distribution “encloses” a finite area, as shown in the following result.

Lemma 3.2. Let 4 <[0,1]" such that I (H(x)dx = A< +o0 and let us suppose that there exists x, e R such
that 4(x,)=1,then the function defined for each x eR by f, (x) = u(A(x—x,)+x,) is a density function

and also a possibility distribution.

Proof: Let ar(x) = A(x — x,) + x,, then ij# (x)dx =["" u(a(x))dx =%I_+§y(a(x))d(a(x)) =1 holds.

Therefore, 4 is a density function. Additionally, f, (x,) = u(x,) =1, which means that 1, is also a possibility
distribution. [ f,, will be said to be a density function associated with 4.

Note that there are many density functions associated with a function x under the above conditions. Indeed,
f,(x) = Ax and all its translations would also be density functions. The fact that we considered the translation

to x, is really a practical matter, as if ... reaches the value 1 at a single point x,, then the graph of f, L I8

obtained by “squashing” the graph of . and leaving the fixed point (xo,l), which would mean that it would be
“most like” the original 4 .

Example: The function u(x) = e™, with x R, is a possibility distribution, since x < [0,1]% and x(0)=1,
but it is not a density function, as J‘jw e Mdx = 2. However, associated density functions can indeed be found:

f.(x)=e** and its translations.
3.2 Coherence Between Possibility and Probability

Let 12 €[0,1]% such that j JH(x)dx=1and sup u(x)=1. Let T, be the generated possibility by 4 and P,

xeR
the probability with density function £ Our aim is to study when P, <IT , thatis, when P is coherent with

IT ,. The following result shows that there is “local coherence” with the possibility for “small” subsets.

Theorem 3.3. Let 4B suchthat L '(4) <1, where L 'designates the Lebesgue measure in R; then for any
p[0.1]% such that | JA(x)dx=1and sup u(x) =1, itis P,(4) <II,(A).

xeR

Proof. P, (4) = H)dx < sup p(x)L (AT, (4). D

xed
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Generally, it cannot be guaranteed that P, (4) <IT,,(A4) forany 4B, as shown by the following examples.

a+l
Pareto distribution of parameters a, x, : Its density function is f(x) = i(ﬁ) if x=x,, and f(x)=0 if
X

Xo

x < X,, and its associated possibility function taking x, = a is u,(x) = (a/x)*"'if x>a, and u,(x)=0 if
0 0 S S

a+l a a+l
x < a. Then, for each 5> a, P, ((b+e0])= L:w (ﬁ] dx = (%) > (%) =11, ((b,+c])
X

| P(d)=area(R)>TI (4)
) [ e ,

a b A=[b+=)

Figure 1: Density function of the Pareto distribution.

Cauchy distribution: As discussed previously, in the family of Cauchy density functions, ,(x) = — is also
1+7°x
a possibility distribution. If 4 = (~o0,4/3/7 JU[V/3/7,00), L'(4) >1,and P,(4) =2 jg) l%dx:%;
1+77x

however IT,(4)= sup{l%; xXe (— OO,—\/E/H]U [\/5/71',+00)} = ,u(ﬁJ = % Thus P,(4)>11,(4).
+7°x 7

P.(4) = 2 area(R)=1/3

B 0 6n
A= (—oo—3/m] U [+/3/n, +o°)

Figure 2: Density function of the Cauchy distribution.

4. A Survey of the Coherence in Some Notable Distributions Cases

In this section, we deal with the coherence between some notable distributions and the possibility measures
generated by the density functions of the above distributions.

4.1. Coherence and Normal Distribution

Bearing in mind how important the normal distribution is, this section is given over to studying the coherence
between the probability and possibility generated by its density function.
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As discussed in section 3.1, it holds that the density functions of the distributions N(e,1/4/27), with « e R, are
also possibility distributions; furthermore, they are the only ones within the normal family, as it should hold that

—(x-a) 1

sup e 2 = =1
xR ON 271 oN2rm

then necessarily has to be o = 1/ N2rm.

Theorem 4.1. Let /" be the density function of the normal distribution nMe,1/+27), if TT rand P are, respectively,
the possibility and probability measures generated by f', then P, (4)<I1,(4) forall 4 €B.

Proof: It can be proven, without loss of generality, for f(x) = ¢ which corresponds to N(0,1/+/27), since any

of the others is a translation of this one, and the relationship between probability and possibility will be the same.
Firstly, we will check that P ,((— c0,~a]U [a,+20)) <1 , ((— 90,~a]U [a,+o0)) for all @ >0. Indeed, if a>1, itis

2 2
e™ <xe™™ forany x> a, then

Pf ((_ OO,—a] U [a;+00)) = 2‘.‘:00 e_ﬂxz dx < 2J.:;DO xe“mz dx = e ™

< f(a)=T (- o,~a]U[a,+e0)).

T

Ifa €[0.1).the function G(a) = f(a) - P, (- 0,~a]U[a+0))= ™ —2[ e ™ dxis non-negative. Indeed,

from G'(a)= Dame ™" - 2%(]?5’“2 dx — _[: e dx) =2¢™ (—arx +1)it follows that G is increasing
a

in [0,1/7)and decreasing in (1/ 7,1}, moreover as G(0) = 0 and

G)=e" - ZJ‘;we_mz dx>e” — ZJTOO e "dx= e_”(l —zj >0, then G(a)>0 forall a e [0,1].
T
Finally, let us see that P,(4)<II,(4) for any AeB. If 0 is an accumulation point of A, then

P (A)<1=f(0)=I1,(A). If Ois not an accumulation point of 4, then there exists a>0 such that

Ac(~o,~a]U[a,+0) and a or —a is either an element of 4 or an accumulation point of 4. Therefore,

P, (4) <P, ((~o0,~a]U[a,+00))<TI (- 00,-a]U [a,+00)) = f(a) =TT, (4).L]

PX) = area(2R) <€ -1 /(4)

/

-d a
A:(' Oo?'a] u [aa+ oo)

Figure 3: Density function of the normal distribution.

4.2. Coherence and Other Distributions

Even though important distributions, like the Cauchy distribution, do not generate coherent probabilities and
possibilities as they are considered here, we can find other common distributions, apart from the important case
of the normal distribution, which also generate coherent probabilities and possibilities. Let us take a look at some
of these.
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1. Uniform distribution, with density function f(x)=1 if |[x—a|<1/2and f(x)=0 if |[x—a[>1/2.
Trivially, P, (A) <TI,(A4) is satisfied forany 4 € B, since jA f@dx=L"(4N[a=1/2,a+1/2))

2. Simpson's distribution, with density function f(x)=1-|x—a|if |[x—a|<l and f(x)=0if |[x—a|>1.
Let 4B, if ais an accumulation point of 4, then IT,(4) =12 P, (A4). Ifa is not an accumulation point of
A, there exists & e (0,1) such that A < (~0,a — ]U[a + &,+00)and I1 (4) = f(a+¢) = f(a—&) =1-e.
Therefore,

P, (A) <P ((-0,a-¢]U[a+e40))=(1-e) <1-&=T1,(4).

IA) | ——————— P (4)=2area(R) <T14A)

a—1 0 a—<¢ a ate a+l

Figure 4: Density function of Simpson’s distribution.
3. Exponential distribution, with density function /(x) =e " if x>0, and f(x) =0if x < 0.Foreach a eR:
o Ifa=0,itis P, ([a,+0))= J.:we"‘dx =e ™ =1, ([a.+e0)).
o [fa<O,itis P, ([a,+oo)) = J':we”‘dx =1= Hf([a,+00)).

For each 4 € B, there exists a € R such that 4 [a,+oo) and ae Aor a is an accumulation point of A4;

thus, P, (4) <P, ([a,+00))=T1 , ([a,+o0)) =TI ,(A).
\gggk area(2R) < € 11, (4
—2a

:

I}r(A)Zarea(R)ZH](A)

A |

a A=[a,+ oo) dr(on - Ufa )
a (b)

Figure 5: (a) Density function of the exponential distribution, and (b) density function £, (x) ="

=2|x|

4. Finally, going back to the example in section 3.1, let f, (x) =e """ be the density function associated with the

possibility distribution zz(x) = e ™. The probability and possibility measures generated by fﬂ are also coherent.
Indeed, for all @ >0,
Py, (- o0,a]U a+0))= ZI:w e dx=e= f,(a) =1, (= o0,a]U [a,+0)),

from which we can deduce, just as we did for the normal law, that for all 4 € B, Pf#A) <II 5, (A).
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Conclusions and Further Works

In this paper, we have discussed the topic of the coherence between probability and possibility measures in the
continuous case, that is, when these measures are defined on c-algebras in the set R of real numbers. For this
purpose, we have firstly found functions that are density functions and possibility distributions at the same time
and, then we have studied the coherence between probability and possibility measures generated by the same
density function. Moreover, the case of some significant distributions has been analysed.

The problem of finding the closest probability to a given possibility is an interesting open problem, technically
more complex than in the finite case, in which it was successfully accomplished in [2].
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RELATIONSHIP BETWEEN SELFCONTRADICTION AND CONTRADICTION
IN FUZZY LOGIC

Carmen Torres, Susana Cubillo, Elena Castineira

Abstract: This paper focuses on the study of self-contradiction as a particular case of contradiction between two
fuzzy sets, and so, some self-contradiction degrees are defined from the contradiction degrees between two
fuzzy sets. Furthermore, the definitions of measures of contradiction must be consistent with the idea that a
disjunction with non-contradictory information remains non-contradictory, and a conjunction with contradictory
information must remain contradictory; in this sense, some results are attained. Finally, contradiction in the
compositional rule of inference is studied.

Keywords: fuzzy sets, t-norm, t-conorm, strong fuzzy negations, contradiction, measures of contradiction, fuzzy
relation, compositional rule of inference.

Introduction and Preliminary Definitions

The study about contradiction was initiated by Trillas et al. in [7] and [8]. They introduced the concepts of both
self-contradictory fuzzy set and contradiction between two fuzzy sets. Moreover, the need to study not only
contradiction but also the degree of such contradiction is pointed out in [1] and [2], suggesting some measures for
this purpose. In [5] new ways to measure the contradiction degree are obtained dealing with the problem from a
geometrical point of view.

This paper begins, as a previous step, with a study on the relation between self-contradiction and contradiction
between two fuzzy sets. Then, taking into account that the self-contradiction of a fuzzy set could be understand
as the contradiction with itself, remembering some contradiction degrees defined in [5], the corresponding self-
contradiction degrees for a fuzzy set, will be proposed, firstly, depending on a given strong negation, and later,
without depending on any fixed negation.

In the following section, the problem of consistency with connectives will be managed. In fact, it is necessary to
obtain non-contradictory knowledge, when the premises of non-contradictory information are relaxed. And, in a
similar way, the information obtained adding contradictory premises, must also be contradictory.

Finally, last section will be devoted to study how contradictoriness is transmitted in the reasoning throughout the
Compositional Rule of Inference.

Previously, we will remember some definitions and properties necessary throughout this article.

Definition 1.1 ([9]) A fuzzy set (FS) P, in the universe X # @, is a set given as P={(x,u (x)): X € X} such that, for
all x e X, w(x) € [0,1], and where the function ne[0,1]% is called membership function. We denote F(X) the set
of all fuzzy sets on X.

Definition 1.2 P ‘F{(X) with membership function ue[0,1]X is said to be a normal fuzzy set if Sup{u(x) : xe X}=1.

Definition 1.3 A fuzzy negation (FN) is a non-increasing function N: [0,1] — [0,1] with N(0)=1 and N(1)=0.
Moreover, N is a strong fuzzy negation if the equality N(N(y))=y holds for all y < [0,1].

" This work is supported by cicyt (Spain) under project tin 2005-08943-c02-001.
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N is a strong negation if and only if, there is an order automorphism g in the unit interval (that is, g:[0,1]— [0,1] is
an increasing continuous function with g(0)=0 and g(1)=1) such that N(y)=g(1-g(y)) for all y e [0,1] (see [5]);
from now on, let us denote Ny=g-'(1-g). Furthermore, the only fixed point of Ng is ng=g-'(1/2).

Definition 1.4 ([4]) A function T:[0,1] x [0,1] — [0,1] is said to be a t-norm if it is a commutative, associative
and non-decreasing in both variables function verifying T(y,1)=y forally < [0,1].

Definition 1.5 ([4]) A function S: [0,1] X [0,1] — [0,1] is said to be a t-conorm if it is a commutative, associative
and non-decreasing in both variables function verifying S(y,0)=y for all'y < [0,1].

Definition 1.6 ([7]) Given u, o<[0,1]X and a strong negation Ng, then 1 and  are Ng-contradictory if and only if
u(x)< Ng(o(x )), for all x € X. This inequality is equivalent to g(u(x))*+g(c(x))< 1, for all x € X.

Definition 1.7 ([7]) Given pue[0,1]X and a strong negation Ng, p is said to be Ng-self-contradictory if and only if
p(x)< Ng(u(x)), for all x e X. This inequality is equivalent to g(u(x)) < 1/2, for all x € X.

Therefore, the definition of Ng-self-contradictory fuzzy set is a particular case from that of Ng-contradictory fuzzy
sets, where the two sets are the same.

Definition 1.8 n, o<[0,1]X are contradictory if they are Ng-contradictory regarding some strong FN Ng. And pis
self-contradictory if it is Ng-self-contradictory for some strong FN Ng. This condition is equivalent to the fact that p
is not a normal fuzzy set (Sup{u(x) : xeX}<1). Again, the definition of self-contradiction is a particular case from
that of contradiction.

Self-contradiction and Contradiction between Two FS

The goal of this section is study if there exists some direct relation between the self-contradiction of two fuzzy
sets and the contradiction between them. In fact, we have the following properties.

Proposition 2.1 Given u, o € [0,1)%, if pand o are Ng-self-contradictory, for some strong fuzzy negation N,
then p, o are Ng—contradictory.

The following example shows that reciprocal is not true.

Example 2.2 Let us consider the set X={x,y} and u, o € [0,1]X such that u(x)=3/4, u(y)=0 and o(x)=0, o(y)=3/4;
and the standard negation Ns =1-id. Then p(x)*o(x)=3/4 and w(y)+o(y)=3/4 and so pu, o are Ns-contradictory
between them. Nevertheless 1 and o are not Ns-self-contradictory (p(x)>1/2 and o(y)>1/2).

Proposition 2.3 Given , o € [0,1]X, if u and o are self-contradictory, then p, o are contradictory.

Proof: As n, o € [0,1]X are self-contradictory there exist order automorphisms g and g’ on [0,1], such that
g(u(x))<1/2 and g'(o(x))<1/2 for all xe X. Let us take the following function on [0,1], g"=Min{g,g’}. This function is
continuous because g and g’ are continuous; g”(0)=0, g”(1)=1. Let us see that g” is increasing: let y1,y2<[0,1] be
such that yi<ys, then g"(y+)=Min{g(y:).g'(yx)}<g(y:)<g(y2) and g"(y1)=Min{g(y1).g'(y1)}<g'(y1)<g'(y2). Therefore
g"(y1)<Min{g(y2),9'(y2)}=g"(y2). So ¢” is an order automorphism in the unit interval, and moreover
g”(1(x))+9”(o(x)) < g(u(x))+g'(o(x)) < “2+72 =1 for all xe X. Therefore, u, o are Ng-contradictory and so p, o are
contradictory.

Newly, reciprocal is not true as the following example shows.
Example 2.4 Let us consider the set X ={x,| _, Uiy}, ad p, o e [0,1] such that p(x.)=n/(n+1),

wyn)=1/(n+2) and  o(x)=1/(n+2), o(yn)=n/(n+1).  Then  p(Xn)*c(X,)=(nN2+3n+1)/(n2+3n+2)<1  and
u(yn)to(yn)=(n2+3n+1)/(n2+3n+2)<1 and it follows that u, o are Ns-contradictory between them. Nevertheless u
and o are not self-contradictory (Supp(x)=1 and Supo(x)=1).
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Ng-self-contradiction and Self-contradiction Degrees

Clearly, self-contradiction of a fuzzy set could be viewed as contradiction of the set with itself. Taking this into
account, the degrees of contradiction defined in above papers, provide us the respective degrees of self-
contradiction, as in this section is shown.

In [5], some functions were defined as a model to determine different degrees of Ng-contradiction between two
fuzzy sets.

Definition 3.1 Given p, o  [0,1]* and Ng a strong FN , we define the following contradiction measure functions:

) €% (.0 =Max{ 0,0 (V, (o) — )
i) CJ" (1.0 =Max{0,Inf (V, () - o)

)€ 1.0) = Max{ 01 Supleu) + ()|

xeX

d(xua’RNg )

v) Civg(ﬂso')zg(m)

, Where dis the Euclidean distance, X, = {((x),o(x)) : X € X} and

Ry = {(y1 ,v,) €[0,1]? INg(y)< yz} is the region free of contradiction. Therefore,
dX o> Ry, )=If ((1(x), 6(0)), (71,72)):x € X, (31, 32) € Ry, | and
d((oao)aRNg ):Inf {d((oao)a(yl 7y2 )) (yl ’y2 )E RNg }

Another new function could serve as definition of contradiction degree:

X o>
) cs’Vg(ﬂ,a):Ng{l_g(%]:Ng(l—cf”ﬂ’“))
sV )s Ng

For the standard negation Ns(y)=1-y the equality C." (u,0) = C}¥* (u, ) is verified, for all i=1,2,3,4.

And for N with g(y)=y?is C."* (y,a):\/l—(l—cfg (/1,0'))2 = (u0) .

Considering Ng-self-contradiction as a particular case of Ng-contradiction between two fuzzy sets with u=c, the
Ng-contradiction degrees given in 3.1 are turned into the following Ng-self-contradiction degrees:

) Cl =" () =Max(0,Inf (N, ()~ )| = €2 an gy = % a0

i) Cy ()= C5* (u, 1) = Max(on 2 Suxp(gw))))

This measure of Ng-self-contradiction, C f}’ (u) , was also defined in [3].

d((Sup u(x), Sup /l(x)],R )
d\X . R ; ; N,
i Cﬁ”(ﬂ)=civ”(y,y):d( . Ng) XeX | xeX

00,7, ) dl(0.0), Ry, )
d| | Sup u(x),Sup u(x) |, R
ot (5o e
V) O (1) =C3% () = Ny | 1= - SN 1 X
‘ 0 dl00), Ry ¢ d|(0,0), Ry
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Proposition 3.2 Let Ny be a Yager strong negation, N, (y) = (1— y" )%, with 0<r<2 or N, (y)= 11% with A>0
+Ay

a Sugeno strong negation, then for all pu e [0,1]% it is:
0 if Supu(x)=n,

xeX

d\X ., Ry |=

( o Ng) d((Sup 1(x),Sup ,u(x)j,(ng,ng)]inothercase

xeX xeX

and d((O 0), Ry, ) d((0,0), (n 4/2n =-2n,
Consequently,

N Sup(u(x)) N Sup(u(x)) Sup(u(x))
Cof () =Max 0,1—**—— | and C.&(u)=N,|1-Max| 0,1 - *F | |= N | Min| 1,

I’lg I’lg I’lg

this last measure of Ng-self-contradiction, Céﬁg (1) , was introduced in [1].
However, a similar result is not true for all strong fuzzy negation, as the following example shows.

Example 3.3 Let Ny be with g(y)=y%; in this case d((0,0), &y _)=1 and d((0,0), (ny,n, )):2% >1(ng = (4)).

Given pnel0,1¥ such that X““Z{llo’lloj} it is cxg(ﬂ)_gd«(%
sV )]s Ng

1
Max(o,l—S”p”(x)J:l—“) —0.874.. Moreover, C (u)=N (1 cl (,u)) Ng(o.l);tNg[lo]_
n n

ng 4 4

=0.9 and however

Until now, we have managed contradiction depending on a fixed strong negation. We continue studying
contradiction without depending on any fixed negation.
The following degrees of contradiction, between two fuzzy sets, were given in [5].
Definition 3.4 Given p, o < [0,1]%, we have the following contradiction measure functions:
) C(uo)=Mnld(X L }dX,,.L,)), denoting L, the line yi=1and L, the line yo=1.

i) C,(u,0)=0 if there exists {XaJon = X such that lim{u(x,)}=1 or lim{c(x,)}=1 and, in other case

Sup(u(x) +o(x)) _4 (X, (1D))

C,(u,0)=1-2% being d1 the reticular distance.

2 d,((0,0), (L)’
iii) C; (1, o) =0 if there exists {xnjnene X such that lim {z(x,)}=1 or lim{o(x,)}=1, and, in other case
d\X .,
(09 = Lo (D).
d((0,0),(1,1)

Newly, considering self-contradiction as a particular case of contradiction between two fuzzy sets with u=c, the
contradiction degrees given in 3.4 are turned into the following self-contradiction degrees:
) Cy(u)=C(uu)= Inf (1 4(x)) =1=8up(u(x)) = Cy (1, ) = Cy, (1) , the measure of self-contradiction

xeX

1-Sup(u(x)) was also introduced in [1].

xeX

(x s (L) d([SuP p(x), Sup ﬂ(x)j, (1,1)] 2 [1 — Sup /,(x)j

xeX xeX xeX

iy C =C = = = =C
") s3 (ﬂ) 3 (/1, /u) \/E ﬁ \/E sl (ﬂ)
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Contradiction Degrees and Connectives

In this section, the problem of consistency with connectives, will be managed. In fact, if we have non-
contradictory premises, and these ones are relaxed (by an OR connective, that is, by means of a t-conorm) , then
the new information must also be non-contradictory. And, in a similar way, if we have contradictory premises, and
we add new information ( by an AND connective, of a t-norm), the information must also be contradictory.

The following results handle this subject.
Proposition 4.1 Given p e [0,1]% if p is not Ng—self-contradictory, for a strong fuzzy negation Ng, then S(u,o) is
not Ng—self-contradictory, for all S t-conorm and for all o € [0,1]X.

In particular, if u, o € [0,1]X are not Ng-contradictory then u or o is not Ng-self-contradictory and subsequently
S(u,0) is not Ng-self-contradictory, for all S t-conorm.

Proposition 4.2 Given pn e [0,1%, if pis not self-contradictory (Sup{u(x): x € X}=1), then S(u,o) is not self-
contradictory for all S t-conorm and for all € [0,1]% (Sup{S(u(x),5(x)): x € X}=1).

In particular, if u, o e [0,1]* are not contradictory then p or o is not self-contradictory and subsequently S(u,c) is
not self-contradictory, for all S t-conorm.

Then, it is obtained that the disjunction with non-contradictory information provides non-self-contradictory
information.

In addition, the definitions of measures of contradiction also must be consistent with the idea that a disjunction
with non-contradictory information remains non-contradictory. Indeed, we have the following result:

Proposition 4.3 Given C,.Ng with i=1,2,3,4,5 (or C; with i=1,2,3), and poe [01], if CiNg (u,0)=0 (or
C,(u,0)=0), then for any t-conorm S it holds that C;Vg (S(u,0))=0 (or Cy;(S(u,0))=0).

In general, for all weak measure of self-contradiction (that is, C:[0,1]* — [0,1] such that C(ug) =1, C(u)=0 if
u normal and C anti-monotonic, as defined in [3]) it is verified that: if C(u)=0 then C(S(u,5))=0 for all S t-conorm
and ¢ e [0,1)%. Furthermore, for all weak measure of contradiction (that is, C:[0,1]* x[0,1]* — [0,1] such that
Clug, ug)=1, C(u, ) =0 if u normal and C symmetric and anti-monotonic [3]) it is verified that: if C(u,)=0
then C(S(u,o),S(u,c))=0 for all S t-conorm.

Proposition 4.4 Given p e [0,1)%, if wis Ng—self-contradictory, for some strong fuzzy negation Ng, then T(u,c) is
Ng—self-contradictory, for all t-norm T and for all c € [0,1]X.

Moreover, if 1, o € [0,1]% are Ng-contradictory then T(u,o) is Ng-self-contradictory, for all t-norm T.

Proposition 4.5 Given p € [0,17%, if w is self-contradictory (Sup{u(x): x € X}<1), then T(u,o) is self-contradictory
for all t-norm T and for all ¢ € [0,1 (Sup{T(u(x),5(x)): x € X}<1).

Moreover, if u, o € [0,1]% are contradictory then they are Ng-contradictory, for some strong fuzzy negation N,
and consequently T(p,o) is Ng-self-contradictory, and therefore T(u,o) self-contradictory, for all t-norm T.

Then, it is obtained that the conjunction with contradictory information provides self-contradictory results.

Similarly, definitions of measures of contradiction also must be consistent with the idea that a conjunction with
contradictory information must remain contradictory. Indeed, we have the following result;

Proposition 4.6 Given C,.Ng with i=1,2,3,4,5 ( C, with i=1,2,3), and p,ce[0,1)% if Cl.Ng (u,0)>0 (or
C,;(u,0)>0), then for any t-norm T it holds that C;.Vg (T(u,0))>0 (or Cy;(T(u,0))>0).
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In particular, if T is a t-norm of the Lukasiewicz's family, that is, 7= g ™' o W o (gx g) , with W(x,y)=Max(0,x+y-1),
where g is an order automorphism in the unit interval, it holds that if C,.Ng (u,0) >0 then Cffg (T(u,0))=1, or
equivalently, T(u,0)=ug.

In general, for all weak measure of self-contradiction it is verified that: if C(u)>0 then C(T(w,5))>0 for all t-norm T
and o < [0,1]% In a similar way, for all weak measure of contradiction it is verified that: if C(u,0)>0 then
C(T(u,0),T(u,0))>0 for all t-norm T.

Contradiction in Inference

For inference purposes in both classical and fuzzy logic, neither the information itself should be contradictory, nor
should any of the items of available information contradict each other. In order to avoid these troubles in fuzzy
logic, it is necessary to study self-contradiction and contradiction in the fuzzy inference systems.

The Compositional Rule of Inference ([4]) is based on the Zadeh’s Logical Transform:

T;(p)(y) = Sup T (u(x),J (x, )

xeX

Where J: X x X — [0.1] is a given fuzzy relation, T a t-norm and u e [0,1]% any fuzzy set. We aim to study the
relationship between the contradiction in the input p and the contradiction in the output 7, (x) . Also, we want to
research the relationship between the degrees of contradiction of the input n and the degrees of contradiction of
the output 7, (x) .

Proposition 5.1 Given p e [0,1%, if wis Ng-self-contradictory (or self-contradictory), then T, (u) is Ng-self-
contradictory (or self-contradictory), for all t-norm T and all fuzzy relation J.

Reciprocals are not true, as the following example shows.

Example 5.2 Let us consider the set x =[0,1], u e [0,1]¢ such that p(x)=1-x, J(x,y)=Min(x,y) and T(x,y)=Min(x,y)

for all x, y € [0,1]. Therefore, T, (,u)(y)=Min(;,y) and thus Sl[tp]TJ(,u)(y):;. Then, T, (u) is Ns-self-
y€|0,1

contradictory and self-contradictory but p is neither Ns-self-contradictory nor self-contradictory ( Sup u(x)=1).

xe|0,1

Moreover, if u is Ng-self-contradictory (or self-contradictory) then, from proposition, 5.1 and 2.1 (or 2.3), it is
obtained that wand 7, (x) are Ng-contradictory (or contradictory) between them, for all t-norm T.

Proposition 5.3 Given ue[0,1X and a reflexive fuzzy relation J, (that is, J(x,x)=1 VxeX), pis Ng-self-
contradictory (or self-contradictory) if and only if 7, (u) is Ng—self-contradictory (or self-contradictory), for all t-

norm T.

In addition, if J is a reflexive fuzzy relation, then p is Ng—self-contradictory (or self-contradictory) if and only if p
and T, (u) are Ng—contradictory (or contradictory) between them, for all t-norm T.

Now, let us study if there is some relationship between the contradiction measures of the input p and those of the
inference output 7, (x) .

Proposition 5.4 Given a reflexive fuzzy relation J and pe[0,1]* such that C(u )=0 then C(T, (w) )=0, for all C
weak contradiction measure.

If J is not reflexive the last proposition is not true, in general, as the following example shows.
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Example 5.5 Let us consider X, u, T and J as in the example 5.2; J(x,x)=Min(x,x)=x. Then, J is not reflexive.
Moreover, u (x)=1-x is a normal fuzzy set, so C(u)=0 for all C weak contradiction measure (in particular for Cs),

1
however C; (T, (u))=1- Sﬁ)pl]T 7 () = )

Also, if J is a reflexive fuzzy relation it is z <7, () and therefore C(u)> C(7, (1)), for all weak contradiction
measure C.

Finally, let us see that for the Ng-self-contradiction and self-contradiction degrees considered in this paper, the
equality between the contradiction degree of the input n and the contradiction degree of the output 7, (x) is
verified; being of interest, for it, to consider a previous proposition.

Proposition 5.6 Given pe[0,1]%, for all J fuzzy relation and all t-norm T, the inequality Sup T, (1£)(x) < Sup u(x)
xeX xeX

holds.

Consequently, if J is reflexive, itis Sup T, (u)(x) = Sup u(x) .
xeX xeX

Corollary 5.7 Given pne[01), if J is a reflexive fuzzy relation it is C.*(u)=CL*(T,(u)) and

C,; ()= C, (T, (1)) for all i and for all t-norm T, being € (1) and C,, (1) the Ng-self-contradiction and self-
contradiction degrees given in definition 3.1 and 3.4.

Conclusion

This paper deepens on the study of contradictoriness in fuzzy sets. New self-contradiction measures have been
obtained by means of contradiction measures between two fuzzy sets when the two sets are the same.

Furthermore, some results about the propagation of contradictoriness throughout connectives (t-norms and t-
conorms) have been attained. As it was expected, these results are coherent with the human intuition.

Finally, the compositional rule of inference, commonly used in reasoning processes, is studied from the point of
view of the contradiction. Results prove non-contradictoriness of input, assure the same property in the output.
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RECURSIVE MATRICES FOR AN INFORMATION RETRIEVAL PROBLEM

Adriana Toni, Juan Castellanos, Jose Joaquin Erviti

Abstract Let v1..v, be variables storing values from an arbitrary commutative semigroup S. We are interested in
the study and design of data structures for implementing the following operations. The operation update(i,x)
increments the value of v; by x, and the operation retrieve(ij) returns v; +...+v; Our interest centers upon
improving the average complexity of the operations. We define matrices representing a solution for the problem
inside a matricial model of computation. We achieve a constant average complexity for the set of update and
retrieve operations.

Keywords: data structures, models of computation, analysis of algorithms and problem complexity

Introduction

Let vi..vn be variables storing values from an arbitrary commutative semigroup S. We desire to execute the
following operations on these variables:

a) retrieve(i ) returns v +...+v;  V15iSj<n,
b) update(i,x): vi == v; + x V1<i<n, xe8§
This problem is known as the range query problem of size n.

We can organize the variables as an array V of length n, and implement the operations as above. In this case, the
complexity of executing an update operation is constant meanwhile the worst case complexity of a retrieve is
linear on n.

Our interest centers upon improving the average complexity of the operations assuming that each one of them is
selected with the same probability.

We can use different data structures involving a different number of variables storing values in the semigroup,
and provide the corresponding algorithms to implement the update and retrieve operations, and still be solving
the same computational problem.

A matricial model for the study of the range query problem has been defined, relative to which computational
complexity is assesed (see [6])
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The model comprises all programs verifying:
a) A set of variables Z={z1z,..zn} is maintained.
b) Retrieve(i,j) is performed by adding up a subset of these variables.
c¢) Update(j,x) is performed by incrementing a subset of these variables by amounts which depend
linearly on x.
The model defined in [6] consists of triples <R,U,Z> where

Z = {z,...z} is a set of variables storing values on an arbitrary semigroup S, R=(r;,j) is a zero-one matrix of

n(n+1)
2

dimension xm and U=(u;,j) is a zero-one matrix of dimension m x n . Each row of R describes the

subset of variables of Z which have to be added to execute one of the retrieve operations, and the i-th column of
U describes the subset of such variables which have to incremented to execute an update(i,x). So, a pair of R
and U matrices describes a solution for the range query problem of size n (m, the number of required program
variables, may change although if has to be greater or equal n). Associated with a triple <R,U,Z>, the programs
implementing the operations are defined as follows.

Definition 1

Given a triplet <Z,R,U> within the matrix model for the range query problem of size n, with Z = {z;...z}, then the
update and retrieve operations must be implemented through the following programs:

o update(j,x): for 1:=1to m do [z1«z + ujj X]
o Retrieve(ij): output " 1, ,z,,  where k = Z:_j) (n—s)+(j—i+1)

The following proposition establishes a condition on R, U that entails reworking the programs defined above.

Proposition 2

Let H be the matrix of dimensions n(n2+ D x n defined by:
H= 1 I<j<I+(i-w_ -]
"o otherwise
where
k-1
we= Y (n=1), k=0...n
=0
i€ {wt1)..w), I=1...n

Then the programs given in Definition 1 represent a solution for the range query problem of size n if and only if
RxU=H.

Remark 3

Note that if T" is the triangular matrix of dimensions n x n consisting of 0s above the main diagonal and 1s along
and below the main diagonal,
, 1 i>j
T=(ti)ij=1.n with  t= o
0 i<
then the following statement holds for all k = 0...(n-1),
H[w,(+1“w,{+l],[k+1“n] =7

H Lkl — 0

[wi+Lwe 1l
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where w, = Z:O (n—s) fori=0...n, and H;_j. s is the box of matrix H composed of the rows in the interval
[i...j] and the columns in the interval [r...s].

Hence, for any problem size n, the corresponding matrix H" can be expressed as a function of the matrix T of
different dimensions as:

Tn
Tn—l
H = .
Tn—(n—l)
where
0 . 0
T =] e i=1.(n-1)
0O ... ... 0
Example 4

The matrix H for the range query problem of sizes n=2 and n=4, denoted H? and H*, respectively, is shown below.
Lines have been added to highlight the logical division into boxes

1 000
1100

1110

L 0 1111
H>=|1 1|, H“:OIOO
01 0110
01 11

0 010

0 011

0 0 0 1

In the following we define the complexity associated with the operations within the matrix model.
Definition §

Given a triplet <Z,R,U> that solves the range query problem of size n within the matrix model, with Z = (z;...zx),
R=(r,) U = (U, ;) ic1 o1 let the complexity associated with the Retrieve (i, j) operation
Il —m——= j=lm ’ T
o

be defined as:

i—2
[ /1y #OA(A<I<m)f| where k=(j—i+1)+) (n—s)

s=0
and the complexity associated with the Update (j, x) operation be defined as:

[y Ju, # 0N (<1< m)f|
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Let m be the number of columns of R and of rows of U. The average complexity of Update operations is given by

m n
2. 2.4
=l j=1

n

and the average complexity of the Retrieve operations by

n(n+1)/2 m
Z Ty
_ =l =l

It is known for any data structure solving the range query problem of size n that p +t = Q(logn)

Range Query Problem-Solving Matrices

In the following we will define pairs of matrices of Os and 1s whose product is the matrix H —that is, matrices that
represent solutions to the range query problem — in an attempt to minimize the total number of 1s present in both
matrices and, therefore, the average complexity of the operations. A recursive definition will be given later (see
Definition 13). In particular, let the matrices R = (r; j), U = (u; j) be defined, whose product for any dimension n of
the form 2k with keN*is H".

Remember that the average complexity is calculated by dividing the total number of 1s by the number of different
operations. Hence, if we are dealing with the problem of size n and let

n(n+1)/2 m m n
p(m= 2, Dt 2,
i=l =l i=l j=1

where m is the number of variables z;...z, used to implement the solution (m may vary, although it necessarily

has to be greater than or equal to n), then the average complexity is given by L)_H (n is the number
2
, , , , , nn+l1) ,
of different Update(j, x) operations as a function of the first argument and 5 is the number of different

possible arguments for a Retrieve(i, j) operation).

We will prove that our matrices hold for
3, 3 9
n)=—n"—-——nlog, n+—n—-2log, n—4
w(n) > > 23 > 25

and this implies an average complexity that has a constant order of complexity.

Remember that a superindex is used to specify the size of the problem corresponding to the matrix H. Hence H”

+1
denotes the matrix for the range query problem of size n, although the size of H" is M Xn.
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Concepts and Notation

Let / l.’f/. denote the matrix resulting from permuting the i"and jt"rows in the identity matrix of dimensions m x m,

denoted /™. For any matrix M of dimensions m x n, ;" x M returns the matrix M in which rows i, j have
switched position.
Generally, if 17 =1.", x1, x..x1I}"

sJi

rows ix and jx of M, then do the same thing with rows ix .1 and ji -1, then with rows i .2 and ji .2... until finally rows iy,
Jj1 have been switched.

the effect of the multiplication 7" x M is to switch the position of

For any n = 2k any row rearrangement of matrix H” associated with the range query problem of size n can be

+1
achieved by multiplying H" by a certain identity transform /I, where o©ePermutations ([nTD and

Permutations(k)={ f :{l..k}— {l..k}/f one to one-onto, k € N'*}. This is due to a known algebraic

result, stating that any permutation that is a member of Permutations(k) can be expressed as a composition of a
certain number of permutations of that set whereby all the elements of {1...k} save two are held fixed.

The matrix H" should ultimately be rearranged as the matrix S”, which is defined below.

Definition 6 For all n of the form 2' with | eN*, let

Hg 0
wi T
| w7
ui 7
2
e

where for any m eN*, k=1...m, the matrices M " are square matrices of dimensions m defined as

" 1 k<j
(Mk ij :{

0 otherwise

Hereinafter let / g denote the matrix /. that leads to the transformation of H into Sn.

Hence, 1 xXH=8" .

H"—>S"
Let us look at a couple of simple examples from which the specific expression of the matrix 7, , ., can be
easily deduced.
1 0
Example 7 If n=2, then H*>=|1 1|=% andhence I
0 1

=]?

H*-S?
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Let us also look at the example of the transformation of H* into S illustrating the operations that need to be
performed and the expression corresponding to the matrix I

H*—8*"
Here
1 0 0 O 1 0 0 O 1 0 0 O
I 1.0 0 1 1.0 0 1 1.0 0
I 110 01 00 01 0 O
I 11 1 I 1 1 1 I 11 0
- 010 0 ERAEN 1 110 b I 111 _ g
0110 0110 0110
0111 0111 0111
0 01 O0 0 010 0 01 O0
0 011 0 011 0 011
0 0 01 0 0 01 0 0 01
Hence, I,. . =1,=1,5%1I;;5

Where o:{1..10}— {1.10}, c(3)=4,0(4)=5,0(5)=3

Remark 8

How does this type of transformations affect the matrix approach to the range query problem? We know that it
involves studying pairs of integer matrices R", U such that R" x Un = Hn. But if R" x Un = H", then [ s X R x

Ur = Sn. Hence the problem can be reformulated equivalently as entailing the study of matrix pairs whose product
is the matrix S". In this case the algorithm that implements the Retrieve operations given in Definition 1 has to be
modified, and the definition of the programs associated with a triplet <Z,R,U> is now as follows:

Definition 9

Given a triplet <Z,R,U>, with Z = (z1...zw), R, U matrices of dimensions n x m and m x n, respectively, let us
define the following algorithms to implement the Update and Retrieve operations:

1. Update(ix): forl:Ttomdo  z, <z, +u, ;x

2. Retrieve(l,j): output le r.,Z, Where kis given by:

i-2(n n
a) k= s (—i+D), 1<i<j<”
) ZS_O(Z ) (] ) ] 2
k=" (n—s)+(j—i+1), g<i3j3n
3
n n n n
o k="l(i-n+] j-L|4 N L i< 5
) 2( )(J 2) 5 5 J=z5

The intuitive idea is that the row number (k) of the matrix R associated with a Retrieve(i,j) operation is different
now, as some rows have switched position.

The change of approach has no bearing on the complexity study of the operations, as, remember, the effect of

multiplying any matrix by a certain I does not alter the number of non-null matrix elements, but only switches the
position of certain rows.
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Recursive Definition of Our Problem-Solving Matrices

In this section we will give a recursive definition of our matrix pairs R7, U" as a function of the problem size n.
The matrices hold for R" x U = H.

As mentioned already, the definition is valid for values of the form n = 2,

Let us refer to blocks of consecutive rows of the matrix R, which we consider to be divided into n horizontal
blocks, the first formed by the first n rows, the second by the next (n-1) rows, the third by the (n-2) rows... up to

the (n-1) block, which is composed of two rows and the n block which consists of just the last row. Let R/’

denote the it block of R"and R (j) , the jt"row of this block such that the matrix R" is given by

R,
(n+1)

(note that if the dimensions of R" are & x m , then the dimensions of each block R, are (n-i+1) x m).

Rn, Ur pairs are constructed by applying a function called Refinement. This function can be viewed as a two-stage
process: the first stage involves executing a sequence of extension steps, and the second rearranging the rows of
R" by multiplying by a given identity transform matrix /.

The following Definition 11 and Lemma 11 are needed to define the extension step concept.

Definition 10

Given a matrix M of 0s and 1s, two columns i, j are said to be disjoint if the set of rows {k/my,; =1=myj} is empty.
Similarly, two rows i, j of M are said to be disjoint if the set of columns {k/m,x =1=m;} is empty.

Lemma 11

(n+1)

Let A, B be two matrices of 0s and 1s such that A x B = S, of dimensions nTxm and m x n,
respectively. Assume that there are two columns i, j of A that are not disjoint and let {l;.. I} be the set of rows of A
for which g i = l=a e k=1...q holds. Then the rows i, j of B are disjoint.

Definition 12
(n+1)

Let A, B be two matrices of 0s and 1s such that A x B = Sn, of dimensions nTxm and m x n,

respectively.

Assume that there is a set of columns C = {cs...c}}, | > 2, for which there is a non-empty maximal set —including
all the rows that meet the following condition— of rows F = {fy,..., fg} such that a; . = | Ve, eC,

Vf e F

We define the extension step associated with the sets C, F as the execution of the following actions on A and B:
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1. Insert a new column zyin A such that a, ., =lsieF Vz':l..M

i,z

2. Add a new row zy in B such that b, = Z{bk’j /keC}  Vji=l.m

3. Columns cs...c of A are modified as follows ~ a, , =0 V¢, €C, Vf eF

It can be easily demonstrated that if an extension step is applied to a matrix pair whose product is the matrix S,
the product of the resulting matrices is the very same matrix S".

We are now able to give a recursive definition of our matrix pairs.
Definition 13

Let us recursively define matrix pairs R, U of dimensions xm and m x n, respectively, with n of the

n(n+1)
2
form 2¢ with k eN*, as follows

1. n=2: <ReU>>=<H[?>
2. n=2 <Re,U=Refinement(R*", U") where

R" 0
Sl (R (n)) R}

ﬂﬂi(R;Fn—l)) R}" | U“{U”

a) R = n] (m is the number of columns of R")

S (R,D)  RY
O R n

b £l - [R’” — R* ] that is to say f," (v,..v,,), retums a matrix —a linear mapping— of
dimensions k x m. f," is defined such that the k rows are precisely the argument vector (v1...vm):

m

Vi e el ¥

Siw,) =

Vi e eV

¢) Refinement(R*",U*")is a two-phase process.
i. Extension steps: as many consecutive extension steps are executed on the matrix R as necessary to assure
that each row of the blocks f" (Ri” (n—i+ 1)),1' =1...n, and the blocks R have just one 1. The extension

steps should be bound to sets of columns C that include either columns of the left-hand blocks only—blocks of
the form f " (Ri” (n—i+ l))— or columns of the right-hand blocks —of the form R|".

LetR™" , U"™" denote the matrices resulting from executing these extension steps.

The matrix U"™" is actually the final matrix U*" that we aim to define, as it is unaffected by the second phase
of the Refinement process.
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Note: We have proved that the number of extension steps needed to construct R*", U*" is exactly
p) %—1 + %—1 +..+1].
2 \2 2

ii. Rearrangement: the product of the matrices R* ,U*" is a matrix S2° from which it likewise follows that the
product of the matrices ﬁ'z”, U™ is S™, as it has already been demonstrated that the extension steps do not

affect the product of the matrices. Assuming this result, this phase involves rearranging the matrix R by

means of the multiplication 1 e x R™" , where [ S is the matrix that holds for
T xS*" = H> . Finally, the matrix R that we are trying to define is precisely
2n __ D121
R —]SZ,T_>H2,,><R )

Note: the existence of the matrix I, ., is straightforwardly deduced from the existence of the matrix

1 since if the expression corresponding to I, is Iy <1y % x 1y, where c is the

2 _y g2n il,j1

x I

i1

HZ"—)SM ’

2 —_ C C
number of rows of H*, then ISM_)HQ,, = Iik’jk X ... X Iiz,j2

Remarks 14

a) From the definitions of the matrices Tr, S, H2n R>" U>" it follows that R*" x U>" =S
b) As a consequence, and by definition of R, Ur, it holds that R" x U = H".
¢) The maximum number of 1s present in each row of R" is 2, whatever the value of n.

d) Let n = 2&1 for a certain natural number k. The number of extension steps that are executed in the

Refinement phase of the matrices construction process is 2(% + (% - lj + (% - 1] +..+ lj .

e) Let A, B be two matrices of 0s and 1s, such that A x B = Sn, of dimensions " xm and m x n,

(n+1)
2

respectively.

The execution of an extension step associated with the column and row sets C= {c1...c}, F={f1...T} of A,
respectively, leads to a change in the total number of 1s present in the two matrices according to the following
expression:

Db, +q—(xq).Ifthe value of ZieC,je{l,..n}bia/ +q —(Ixq) is greater than 0 then the total number

i(—:C,j(—:{l..n}
of 1s in the matrices increases; if the value is equal to 0 then the number of 1s is unchanged, and if the value is
less than 0 the total number of 1s decreases.

As a consequence, each extension step executed in the Refinement phase of the process of constructing our
matrices given in Definition 13 decreases the total sum of the number of 1s present in the two matrices.
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Theorem 15

Let Rn, U be matrices of dimensions " xm and m x n, respectively, with n of the form 2« with keN*, as

(n+1)
2

defined in Definition 13.

Let #Rr, #Un denote the number of 1s in the matrices R" and Un respectively.

It holds that

3, 3 9
#HR'+ #U"'=—n" ——nlog, n+—n—-2log, n—4
> > 2, ) g,

This represents a constant average complexity for the set of " + n Retrieve and Update operations.

(n+1)
2

As regards the number of variables z;...z, required by the solution defined by our matrices as a function of the
problem size n. Let Var(n) denote this number of variables, which, as we know, is the same as the number of
columns and rows of R" and U" respectively. It holds that

m=nlog,n—2n+2log,n+2

Proof

For the proof of these results, see [5].
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DESCRIPTION REDUCTION FOR RESTRICTED SETS OF (0,1) MATRICES '

Hasmik Sahakyan

Abstract: Any set system can be represented as an n -cube vertices set. Restricted sets of n -cube weighted
subsets are considered. The problem considered is in simple description of all set of partitioning characteristic
vectors. A smaller generating sets are known as ‘boundary” and “steepest” sets and finally we prove that the
intersection of these two sets is also generating for the partitioning characteristic vectors.

1. Introduction

In recent years, the processing of data flows has become a topic of active research in several fields of computer
science. Continuous arrival of data items in rapid, potentially unbounded flows raises new challenges and
research problems. The study of known combinatorial algorithms and their computational complexity for data flow
conditions become an important issue.

Consider a (0,1) -matrix A of size¢ mxn. Let R=(n,---,r,,) and S=(s,,---,s,) denote the row and
column sums of A4 respectively, and let U(R,S ) be the set of all (0,1)-matrices with row sums R and column
sums S.

It was found by Gale and Ryser [R,1966] a necessary and sufficient condition for the existence of a (0,1) matrix
of the class U(R,S ). This result has found a recent revival in the field of discrete tomography [H, 1997]. In
discrete tomography the problem is to reconstruct a discrete valued function f* from knowledge of weighted
sums of function values over subsets of the domain. A much studied special case is m xn (0,1 ) -matrices with
known row and column sums, precisely matrices in the class U(R,S ).

As the number of matrices in this class may be high, it is of interest to study the reconstruction problem where
with additional constraints on the (0,1 ) -matrices, which could either lead to a unique realization, or reduce the

number of alternative solutions. The restrictions may be of different nature: requirements on rows of
reconstructed matrices — to be different, some geometrical requirements such as convexity and connectivity, etc.
It is proven ([B,1996], [W,2001], [D,1999] that the existence problems of horizontal and vertical convex matrices
and the existence problem for connected) matrices (polyominoes are NP-complete; and the reconstruction
problem for horizontal and vertical convex polyominoes can be solved in polynomial time. At the same time the
complexity of the existence problem for matrices with different rows is still an open problem [BL,1988].

We assume now that we consider the last mentioned problem for data flow conditions and the coordinates of
column sum vector S might varied slowly by the data flow. Then - which are the allowable values for coordinates
of S to correspond to column sum vectors?

Complete description of the set of all integer-value vectors, which serve as column sum vectors for (0,1) -

matrices with different rows, is given through its boundary elements [S,1997]. An alternative description of this set
is known through its special elements - “steepest” vectors. The main result of this research states: the description
might be given by the common (intersecting) elements of these sets - of upper boundary and steepest vectors,
which minimizes the descriptor set size.

' The research is supported partly by INTAS: 04-77-7173 project, http://www.intas.be
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2. Problem Description

Let consider the problem of existence of a (0,1)-matrix by the given column sums vector S and with different

rows. Let assume that the coordinates of vector S is varying slightly by data flow, and then the problem is in
description of all integer vectors, which serve as column sums vectors for (0,1 ) -matrices of fixed size and with

different rows. .

This problem has an equivalent formulation in terms of unit cube E" .

Let M c E" be a vertex subset of fixed size [M|=m , 0<m<2". An integer, nonnegative vector
S=(s,,s,,~-+,5,) is called the characteristic vector of partitions of set A/ , if its coordinates equal to the
partition-subsets sizes of M by coordinates x,,x,,---,x, - the Boolean variables composing E" . s, equals
the size of one of the partition-subsets of A by the i -th direction and then m—s; is the size of the
complementary part of partition. To make this notation precise we will later assume that s, is the size of the

partition subset with x;, =1. Then the problem is in description of all integer-coordinate vectors, which serve as
characteristic vectors of partitions for vertex subsets of size m .

3. Description through the Boundary Elements

Let Z7 ., denotes the set of all vertices of » dimensional, m +1 valued discrete cube, i.e. the set of all integer-

—m+1

vectors S =(s,,8,,---,5,) With 0<s,<m, i=1,---,n. The vertices are distributed schematically on the

m-n+1 layers of Z7 | according to their weights — sums of all coordinates. The L -th layer contains all vectors
S=(s,,8,,"++,8,) with L=Zsl. .
i=1

Let w, denotes the set of all characteristic vectors of partitions of m -subsets of E” . It is evident, that -
v,<= .. Let w, and y, are subsets of y,, , consisting of all its upper and lower boundary vectors,

correspondingly: v, (w,, ) is the set of all “upper” (lower”) vectors S ey, , for which forall Re =" ., greater
than S (lessthan S), Rey,,.

These sets of all “upper” and “lower” boundary vectors have symmetric structures - for each upper vector there
exists a corresponding (opposite) lower vector, and vice versa; so that also the numbers of these vectors are
equal:

W, ={S,.S yandy, ={S, -8, }.
Let §j and §j be an arbitrary pair of opposite vectors from v, and w, v, correspondingly. 1(§j )

(equivalently 7(S ;+)) will denote the minimal sub-cube of =7 ., , passing through this pair of vectors. Then,

=m+1?
I(S;)={QeE}. |S,<0<S,} (the coordinate-wise comparison is used).
The following theorem states that the minimal sub-cubes passing the pairs of corresponding opposite vectors of

the boundary subsets are continuously and exactly filling the vector area v, .

Theorem 1(S,1997): v, =| JI(S, ).

Jj=1
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It follows that the description of y,, is provided through the set of upper boundary vectors y/,, ={ §1,---,§, }
(correspondingly, the set of lower boundary vectors v, ={ 51,~~,§, }). Let assume that the upper boundary

and L, of = .Then foreachlayer L, L,,, <L<L,,. it

—m+1" ‘max

vectors are distributed between the layers L

‘min

is sufficient to have all upper boundary vectors situated on that layer..

4. Description through the "Steepest” elements

Let introduce a concept of “steepest” vectors, defined for each layer.

Definition 1 [B,1988]

Let S=(s,,s,,---,5,) and S =(s,,s,,--,5,) be two vectors of length »n with integer, nonnegative
components, and let s, >s,>--->s, and s, >s,>--->5,. S is an elementary flattening of S if and only
if " can be obtained from S by:

(1) finding 7, j such that s, > s, +2; and then

(2) transferring 1 from the larger to the smaller; thatis, s; =s, —1 and s, =, +1; and then

(3) re-ordering the resulting sequence so that it is decreasing.

n
m+1

We mention that operation of elementary flattening doesn’t move vector from one layer of Z” .| to another.

Definition 2 [B,1988]
Let S=(s,,5,,---,5,) and S =(s,,s,,---,5,) be two vectors of length » with integer, nonnegative
components, and let s, >s, >--->s, and s, >s, >--->5, . S isflatterthan S, and S is steeper than S, if

and only if S" can be obtained from S by a non-empty sequence of elementary flattening.
S is a steepest vector if and only if there is no vector in y,, , which is steeper than S'.

The following theorem is an extension of similar result [B, 1988], which is in terms of hypergraphs and degree
sequences:

Theorem 2. If S belongs to y,, then all vectors flatter than S also belong to v/, .
Proof:
Let S=(s,,8,,++,5, )€y, and S =(s,,s,,---,s, ) is flatter than S . It follows that there exists a sequence of

elementary flattening, which transfers S to S'. We prove that after each elementary flattening, the obtained
vector belongs to y, . Let s,>s,+2 and after an elementary flattening we receive the vector

(Sl’.”’si_1’.”’Sj+1’.”’sn

Consider the partitioning of £” by ith and jth directions. Let E" > E"?2 E"2 Ef,.fo,x/:o

x,=1,xj =17 xi=1,xj =07 x,~=0,xj =1

be the corresponding sub-cubes, and M, ;. 1, M, i o My o, —1, M, . o - the corresponding

subsets of M , belonging to these sub-cubes.
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Then we have: ‘Mxi:l’szl‘ + ‘Mxi:l’szo‘ =5,

‘Mxizl,szl‘+‘Mx,-:0,xj:l‘ = Sj
Hence ‘M xi:l’szo‘ - ‘M =01 ‘ >2

Therefore there exist two vertices in M _o such that the corresponding vertices in Ej:l_‘fo’ don't belong

x,-:l,xj szl

to M, .1 Moving one of them from M, . otoM will provide the necessary s, —1 and s, +1

x,—:O,x/:I ’
values.
The geometrical visualisation is through the following picture:

It follows from the above theorem that the steepest vectors of each layer L,L,,, <L<L, . of &’ . provide

max

the description of all vectors from y,, belonging to that layer.

5. Description through the Boundary Steepest Elements

On one hand, y,, can be described through the set of all upper boundary vectors, and on the other hand -
through the set of all “steepest” vectors. Below we prove that y,, can be described having only the intersection
of these two sets — which is the set of all “boundary steepest” vectors.

The theorem below states that if some layer of =7 ., contains more than one upper boundary vector, then only
the steepest ones of them are necessary for the description of y,, , or the same — if among the steepest vectors

are both boundary and non-boundary, then only the boundary ones are necessary to describe the whole set of
partitioning characteristic vectors.

Theorem 2. If a layer of y,, contains a boundary vector, then it can be obtained by operations of flattening from
only an other boundary vector.

The theorem has been proved by contradiction, considering all possible cases.



Fourth International Conference |.TECH 2006 147

Conclusion

Any set system can be represented as a subset of 7 -cube vertices set. For a given subset it is important to know
the partition sizes, - the coordinates of partitioning characteristic vectors. Smaller generating sets are known as
“boundary” and “steepest” sets and finally we prove that the intersection of these two sets is also generating for
the partitioning characteristic vectors.
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A HW CIRCUIT FOR THE APPLICATION OF ACTIVE RULES
IN A TRANSITION P-SYSTEM REGION

Victor J. Martinez, Luis Fernandez, Fernando Arroyo, Abraham Gutierrez

Abstract: P systems or Membrane Computing are a type of a distributed, massively parallel and non
deterministic system based on biological membranes. They are inspired in the way cells process chemical
compounds, energy and information. These systems perform a computation through transition between two
consecutive configurations. As it is well known in membrane computing, a configuration consists in a m-tuple of
multisets present at any moment in the existing m regions of the system at that moment time. Transitions
between two configurations are performed by using evolution rules which are in each region of the system in a
non-deterministic maximally parallel manner.

This work is part of an exhaustive investigation line. The final objective is to implement a HW system that evolves
as it makes a transition P-system. To achieve this objective, it has been carried out a division of this generic
system in several stages, each of them with concrete matters. Within this division, in this paper the stage is
developed by obtaining the part of the system that is in charge of the application of the active rules. These ones
have been reached in a previous circuit [Fernandez, 2005b] and they become the input to this circuit.

Keywords: Membrane Computing, Evolution Rules, Circuit design, Digital systems, Transition P System.
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Introduction

The Membrane Computing or P Systems (created by [Paun, 1998]) are computation systems based on the
biomolecular processes of living cells. According to this, the investigations are based on the idea that the imitation
of the procedures that take place in Nature and their application to machines, can lead to discover and to develop
new computation models that will give place to a new generation of intelligent computers. These systems perform
a computation through transition between two consecutive configurations. Transitions between two configurations
are performed by using evolution rules present in each region. If the system reaches a configuration in which
there are no applicable rules at any membrane, it is said that the system reaches a halting configuration and,
hence, the computation is successful.

There are many papers about software tools implementing different P-system variants [Arroyo 2003], [Arroyo
2004b] and [Fernandez, 2005a]. However, they are very interesting in order to define hardware implementation of
these kinds of systems. Moreover, evolution of transition P- systems is very complicate to translate into hardware
devices due mainly to the membrane dissolving or membrane division capabilities of rules. Besides that, the non-
deterministic maximally parallel manner in which rules are applied inside membranes is much appropriated to be
implemented in digital hardware devices. In the case of P-systems hardware implementations only can find a few
of papers: a Hardware Circuit for Selecting Active Rules [Fernandez 2005b], connectivity arrays for membrane
processors [Arroyo 2004a], a multisets and evolution rules representation in membrane processors [Arroyo
2004b] or even a hardware membrane system description using VHDL [Petreska 2003] .

This work is a part of a very ambitious project: to find and carry out a Hardware System able to simulate P
systems evolution. This generic system has been divided into several stages. The first stage one develops a
circuit able to determine active rules in a determined configuration for the membrane [Fernandez 2005b]. In this
document, the second stage is developed: as a circuit for the application of the active rules obtained in the first
stage.

In order to proceed in an appropriate way, it is needed to define a data structure containing information about the
initial membrane state, that is, the initial multiset of objects, the set of evolution rules and the corresponding
priority relation among them. The circuit takes these data inputs and produce, as output, a set of evolution rules,
active rules, which are able to produce the needed changes into the system in order to make evolve it to into the
next configuration. Obviously, there are some needed constrains for the hardware design, and they are the
following:

a. The cardinality O = {a,b,c,d,e,f,g,h,ij} of the alphabet is limited to 10.

b. The multiset of objects associated to the membrane i, ;. It is represented in a hardware register of 4-
bits words of length 10.

c. The finite set of evolution rules Ri associated to the membrane / (10 per membrane).

d. The priority relation p; among the rules Ri.

e. Extra information to determine applicability of rules: existence register, for determining whether or not
there exist children membranes for the next evolution step.

Therefore, the previous Circuit for Selecting Active Rules determine which of the evolution rules present inside a
membrane are active (in binary positive logic) accordingly to the multiset of objects present in the membrane.

The objective of the work that now shows up will consist in obtaining a HW circuit that indicates the rules to be
applied to a Transition P System. The inputs are the following registers: multiset of objects associated to the
membrane i; Evolution Rules antecedents and Initial Active Rules. The output will be a register that contains the
number of times that each rule (See Fig.1) should be applied. These values associated to each rule will serve to
carry out, in a later process, the communication of elements among regions.
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Initial Multiset of objects w Evolution rules: R Initial Active Rules

alblcldlelflelnlilj] rilalblc[dle[f[e[h[i]j] ~ [RIR[R[R[R[R[RIR]R]R]

Reset | . Application Clock
Active Rules

i} l

Uy Ty | | By Ty | T | Ty [T [T | Ty

Application Rules Register

Fig. 1: General structure of the circuit for Application of Active Rules.

Application of the Active Rules

The application of the active evolution rules is a repetitive process that can be carried out in different ways.
The paper [Fernandez, 2006] allows us to obtain circuits or systems optimized as for level of complexity and
resources utilization. A first option to apply the rules could consist on the step-by-step application of the group of
active rules. In this case, we choose in an aleatory way a single time each rule until draining all the possible
applications.

However, it can be proven that one obtains the same result if we apply an evolution rule a certain number of
times. The maximum number of times a rule can be applied into a multiset @, of state of the cell in an evolution

step will be called "value MAX ." This value is obtained considering that you apply only this rule, that is to say,
without keeping in mind the other rules.

The following example illustrates the concept of value MAX: If we have a multiset of objects wi=a'%?3c’ and the
following active rules Ri=a', Ry=b2c and Rs=bcZel value MAX of R is 10, the value MAX of Rz is 2 and the value
MAX of Rz is 3.

The fact of applying a rule a value bigger than one implies that it consumes, in an evolution step, a bigger number
of elements from the multiset @ . Hence, the whole process requires a minor number of steps and, therefore, the
end of the process will be reached in a shorter length of time. The following pseudo-code sequence illustrates the
necessary process to obtain the number of times that each active rule should be applied in a region:

(1) R <« InitialActiveRules

(2) BEGIN

3) DO

4 ri <— Aleatory(R)

) MAX « Applicability(r,, ®)
6) N « Aleatory(1, MAX)

@ @ < (@ —(N * Antecedent(r,)))
©)) counts(N,ri)

©)) R <« ActiveRules

(10) WHILE |R[>1
(11) END
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Explanation of the algorithm:
e (1)The process uses the group of active available rules initially R .

e (4)Ateach iteration, one of the rules r; of this group will be applied. Such rule will be randomly obtained.

o (5)0n the selected rule, the value of applicability MAX is obtained and it is applied with an aleatory
multiplicity N between 1 and the value MAX(6)

e (7)The application of selected rule 7, will consist in subtracting from the starting multiset @, the values of
the antecedent elements multiplied by the value N of rule application. In turn, we will increase N times the
particular accountant that counts the number of times that rule has been applied (8).

e (9)On the new obtained multiset e it has been proved again the applicability of the available rules.

e (10)Every time the group of applicable rules is upgraded, the end of the process has been controlled. The

stop condition is obtained when the number of applicable rules is zero. While R is bigger or the same as the
unit, it executes, once more, a new iteration of the process.

Basic Functional Units (F.U.)

This section defines the previous step to design the complete circuit of active rules application to the evolution of
a transition P system. It will consist on obtaining certain basic operative functional units. These functional units
will solve each one of the simple tasks needed to obtain the complete application. The design of the final circuit
will be based on the assembling of these modules together with the corresponding combinational and sequential
logic which allows their integrated operation.

Applicability MAX F.U.:

In this case, we will obtain the design of the circuit that obtains the MAX applicability of a rule. This value
supposes the largest number of times that a rule can be applied independently of the other ones. To do so, we
will only keep in mind the multiplicities of their elements and the multiplicities of the elements of the multiset @ .

Therefore, the inputs into this circuit will be two registers: one with the content of the values of the multiset @ of
state of the membrane and another with the antecedent of the rule we want to get their value MAX. The output
will be the value MAX of this rule.

To obtain this value we should carry out the division among each couple of elements similar of the multiset e,

with 7, . From each division, we will participated the maximum that will represent the largest number of times that

mentioned element could be consumed in an evolution step without bearing in mind the other elements. We will
take the smallest value out of all the partial results of these divisions.

1 Aleatory Active Rule F.U.

This circuit will randomly select a rule from the ActiveRules register to be applied. The ActiveRules register
contains binary values indicating, with positive logic, the active rules from existing rules of the system. The output
of this circuit will be a register in which only one rule will be randomly selected. One input Enable “E” will activate
the starting of the clock that attacks the random generator. This generator will select decimal numbers aleatory in
a serial way until getting some one that corresponds with the number of the active rule. When this value is
obtained, the aleatory number generation should stop.

The main part of the circuit will be a 1 bit Decimal Multiplexer. The selection inputs of the Multiplexer correspond
with the outputs from the Decimal aleatory generator. This generator will stop when some of the outputs of the
Multiplexer are set to 1. The position that indicates this output corresponds with the randomly selected active rule.
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When only one position of the ActiveRules register is present, it means that only one active rule exists. In this
case it is not necessary to carry out the process of aleatory selection. To avoid a loss of efficiency that could
happen in this case, the circuit has been endowed with a special operation condition. The solution consists in
detecting this condition previously and to provide the Multiplexer with a specific input “ALL” that allows to get the
content of all the multiplex inputs (See Fig.2).

ActiveRules
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Fig. 2: Internal structure of the circuit for 1 Aleatory Active Rule.
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Fig. 3: Internal structure of the circuit for random Aplication r; 1-MAX.
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Application r; Aleatory 1-MAX F.U.

This circuit obtains an output register associated to the application of the rule r. This register contains the
multiplicity of those elements that they should be subtracted from the multiset associated to the membrane
region. This result is reached in the case the rule r; is applied between a value 1 and its MAX value, elected in an
aleatory way. To count the number of times each rule is being applied, we should also extract this aleatory value
of application N.

The inputs are, therefore, the register that contains the multiset of objects associated to the region @ and the
antecedent r.. Also, we will endow the circuit with an input Enable “E” that allows selecting witch rules will act in
each evolution step. The output will be stored in another register @ . Later on, these values will be subtracted
from the state multiset in order to obtain the resulting new values.

Internally (See Fig.3), the circuit is formed by an “F.U. Applicability MAX of a rule” (to obtain the value MAX) and
an “F.U. Product multiset by N”. Also, a generating circuit of aleatory numbers will select one random value
between 1 and MAX. This number will be the value for which we will multiply by the antecedent of the rule.
Finally, a series of AND gates allows to enable or to disable the output in function of the sign Enable (E) :

General Structure of the Circuit

The general circuit is the result of the assembling of the different Functional Units, together with the sequential
logic of control. The sequential logic determines the evolution of the internal steps the circuit should travel though
until reaching the stop condition. This condition will be given when the register R of active rules is empty.

The sequence of events that the sequential controller should activate is based on the use of a 2 bits counter that
allows reaching 4 states. Each state determines an evolution event. The counting continues in a recurrent way
until the stop condition is reached, and then the accountant will be stopped (See Fig. 4).

Enable
' 0 >
Clock — 2-bit 5 2104 | >
Counter Decoder 2 >
.
>0 > > 2 >3

Fig.4. Internal structure of the Sequential controller and of their states sequence.

The general structure of the circuit is based on the following sequence of states:

a. Initialization (Reset) phase: The sign R = 1 load the register @ with the values of the initial multiset of
objects. On the other hand, the Initial Active Rules Register has been obtained according to the paper
[Fernandez, 2005b).

b. State 0: It proceeds to load the register @ and to calculate active rules. The Active Rules Register is
obtained by checking in each evolution step the condition of applicability for the rules active initials and for
the new multisets of objects. Applicable rules are those rules accomplishing that their antecedent is included
in the multiset of objects found inside the membrane.

c. State 1: The Active Rules Register is loaded and begins the process to obtain 1 Aleatory Active Rule.
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d. State 2: The 1 Aleatory Active Rule register is loaded. The application of the selected rule begins in order to
obtain the new multiset of objects @ and the calculation of the number of times that such rule will be

applied.

e. State 3: The Multiset of Objects Register @ and the Application Rules Register are loaded. The Application
Rules Register will store the number of times each rule has been applied to. This register will be the output
result we want to obtain.

f. Turn to the state 0: to load the register @ and starting a new calculation cycle with the new values.
The Fig. 5 shows the circuit to determine the times the active rules should be applied.
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Fig. 5: Internal structure of the circuit to determine the times that the active rules should be applied.
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Conclusions

This paper presents a direct way to design a circuit able to obtain the number of active rules application inside the
membrane in a non deterministic and massively parallel application. The final objective is implementing a
hardware circuit accomplishing the outlined initial requirement. That is, given an initial multiset of objects @, a
finite set of evolution rules and an initial Active Rules, the circuit provides the number set of application of rules to
a membrane. The hardware implementation is founded on basic components like registers, logical gates,
multiplexer and sequential elements. The development of the digital system can be carried out using hardware-
software architectures like Handel C or VHDL. The physical implementation can be accomplished on hardware
programmable devices like FPGA’s. The next step in the process for the developing of a membrane processor is
to design a circuit able to communicate elements from one region to another.
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MPOLIEAYPA HEYETKON ®OPMANU3ALIMM NOKA3ATENEW B OLIEHKE
YCTOWYMBOI O ®YHKLMOHUPOBAHUA BAHKOB

Anekcanpp A. Kyzémun, Bavecnas B. JlsiwweHko

AHHOmauyus. PaccmompeHbl  8onpockl  (hopManibHO20 ONUCaHUS  makux nokasamenel  ycmol4ugozo
yHKUUOHUPOBaHUS baHKa Kak fuKkeuOHocmb U npubbiibHocmb. [IpednoxeHa Heyemkas UHMepnpemayus
OUEHKU aghghekmusHocmu ynpagneHus baHkom. [lpoaHanusuposaHa 603MOXHOCMb (hopMarnu3auuu OUeHKU
yHKUUOHUPOBaHUs baHKa Ha OCHO8e UepapXuu yposHel Coomeememayue20 HedemKo20 MHOXecmaa.

Knioyeebie cnoea: Heuemkue yucna, OyHKUUS npuHadnexHocmu, fUKBUOHOCMb, npubbiibHOCMb, 6aHK,
ynpasneHue.

BBepeHue.

YcTOMYMBOE M NNaHOMEpPHOe pas3BuTMe OaHKOBCKOrO CEeKTopa MrpaeT O4YeHb BaXHYyl pofb B
BOCMPOW3BOACTBEHHOM CTPYKTYPE SKOHOMMKM, Tak Kak mocpeacTBOM OaHKOBCKOW LEATENbHOCTW OpraHu3yeTcs
ABKEHWE 1 nepepacnpeaeneHie eHeXHbIX U KanuTanbHbIX pecypcoB. BmecTe ¢ Tem, peanbHO BO3HMKarOLLMe
TPYAHOCTM Ha pasnuyHbIX 3Tanax pasBuUTUs U nNpeobpa3oBaHNs CoLMarnbHO-3KOHOMUYECKMX CUCTEM, TPebytoT
JOmKkHoro obecneyeHns 6asnCHOTO YCNOBUS YCTOMYMBOI esTENbHOCTM BaHKOB, kOTopoe, B 0bLieM crydyae,
BbIPAXAETCH Yepe3 YCTaHOBMNEHUE MNPUEMNEMOrO COOTHOLIEHWS JIMKBWAHOCTM M MpUObINbHOCTW. VHbIMK
CrnoBamu NMUKBMOHOCTb W MPUObINBHOCTL HEODXOAMMO paccMaTpuBaTh B KAYECTBE OCHOBHbLIX KOMMOHEHTOB
eaMHON CUCTEMbI OLEHKM (PMHAHCOBOM YCTOMYMBOCTM W HALEXHOCTM BCEN CUCTEMBI ynpaBneHns BaHkom. [Mpu
9TOM OfIHOW M3 KMoYeBbIX 3aday, kotopas TpebyeT pelleHus, SBNSeTCS afeKkBaTHOe onucaHie B3auMOCBSI3N
NMKBMAHOCTM U NPUObINBHOCTM, YTO, B KOHEYHOM CYeTe, W onpedenseT aKkTyanbHOCTb AaHHOrO HampaBMeHns
1cenenoBaHus.

O6ocHOBaHue Lenu uccneaoBaHus.

OCHOBY peLLeHUsi BbIOPAHHOTO HaMpaBMEHNs UCCNedoBaHMiA, Kak MpaBuro, GasvpylTcs Ha CTaTUCTUYECKNX
BblBOZAX NGO Mogensix, B OCHOBY KOTOPbIX MONOXEHbI Moaxoabl Teopin urp. OfHaKo U B TOM M B [PYroMm
crnyyae MaTemaTiyeckyto 6asy 1ccreqoBaHuUi COCTaBNSOT BEPOSATHOCTHbIE METOAbI aHanu3a AaHHbIX.

MMpUMepoM Takoro paccMOTPEHWS AesTenbHOCTM BaHka crieayet HaseaTb pabotsl E. Berglof, G. Roland, G.J.
Mailath, L.J. Mester, T. Hellmann, K. C. Murdock, J.E. Stiglitz [1, 2, 3]. Tem He mMeHee, ocHoBHast npobnema,
KoTopasl BO3HWKAeT Npu MOCTPOEHUM afeKBATHOW CUCTEMbl YNPaBIEHUS IKOHOMUYECKMM MPOLECCOM MMM
OObEKTOM CBfi3aHa C TeM, YTO 3aKOHbl SKOHOMUYECKOTO pasBUTMS MPEAnonaralT HanmuuuMe Takoro
B3aMMOAENCTBUS Mexay pasHbiMi CyObekTamm pbiHKa U y4yeTa BAMSHWUS Ha 3TO B3aMMOAEWCTBME pasHbIX
NPOSIBNEHNA  Cpefdbl OKPYXEHMs, KOTOpPble He BfAderT OnpenerieHHON CTaTUCTUYECKOM Npupomoin B
KNaccuyeckom MNoHUMaHWW. [lo3ToMy, NOCTPOEHWE CUCTEMbI YNPaBMEHWUS HEKOTOPLIM  3KOHOMWUYECKUM
npoueccom unu obbekTom TpebyeT onpedeneHHoN (hopManu3auui, yYUTbIBAOWEN HE TONMbKO MMEHLLYHCS
CTaTUCTUYECKYIO HEOMPEAENEHHOCTb, a U CYObEKTUBHYIO BEPOSTHOCTb, KOTOpas OObEKTUBHO NMPUCYTCTBYET Npu
MPUHATM  SKOHOMUYECKMX pelleHuid. HekoTopbiM 00pasoM pelleHMe [aHHOTO BOMpoCa  AOCTUraeTes
NocpeacTBOM BBOGA B PAaCCMOTPEHME  PA3fMuYHbIX  AcMeKTOB  MHOPMALMOHHOW  HACBILEHHOCTH,
paccMaTpuBaEMbIX MokasaTenel aestenbHocT OaHka. MIMeHHO 9TO HanpaBreHue BbibpaHO B KavecTse
OCHOBHOrO B pabote M. ManioTuHon u C. lNMapunosoit [4]. TeM He MeHee, JaHHOE HanpaBrieHWe He B NOSTHOM
Mepe cnocobCTBYET peLLeHnio NOCTaBNEHHON 3aAaqn, Tak kKak BO3HWUKAET Apyras npobnema, kotopas cBs3aHa ¢
HeOOXOAMMOCTbIO PACCMOTPEHNS PAHXMPOBAHUS Pa3fMYHbLIX MPOSBIEHUA VH(OPMALMOHHON HACHILLEHHOCTY
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TEX WM WHbIX NokasaTtenei OaHKOBCKOM [esaTenbHOCTW. Takum 06pasom, €eCTECTBEHHbIM SBNSETCA
NCnonb3oBaHne (HopManbHbIX MOAXO4OB TEOPUM HEYETKUX MHOXECTB, KOTOPblE M MO3BOMSIOT OnucaTb
BO3HYKatOLMe CyObeKTVBHbIE BEPOSTHOCTU B UCCINELOBaHUMN 3KOHOMUYECKUX MPOLIECCOB B LIENOM, 1 6aHKOBCKOM
[EeATeNbHOCTM B 4aCTHOCTW. B TOXe Bpems, HECMOTPS Ha [OCTATOMHO 3HAYWUTENbHOE KONMM4YecTBO paboT B
0603HayeHHOW npeameTHOM obnactu uccnegoBanus [5, 6, 7, 8], OTKPbITbLIM OCTAeTCs BOMPOC, KacatoLMncs
Bbibopa npoueayp NOCTpoeHus 1 0BOCHOBAHMS BWAA (YHKLMIA NPUHALNEXHOCTU HEYETKUX MEepemMeHHbIX,
KOTOpbIE B AaNbHELIEM UCNONb3YIOTCA B COOTBETCTBYOLLMX Mogensx. OCHOBHAs NMpuYMHA OTKPLITOCTY AaHHOMO
BOMPOCA, Mpexae BCEro, CBs3aHa C MHOTOBEKTOPHOCTLIO HanpaBMfeHWd WCMOMb30BaHWS METOAOB TEOpuM
HEYEeTKMX MHOXECTB, GOMbLUMHCTBO 13 KOTOPbIX HAXOAATCS Ha HavanbHbIX 3Tanax CBOEro passutus. Mcxoas us
9TOr0, B Ka4yecTBE OCHOBHOM LENM [aHHOTO MCCnefoBaHWst paccmaTpuBaeTcs opmanusauus 3TanoB
npoueaypbl HEYETKOrO OnMcaHUsi B3aWMOCBSA3M 3KOHOMMYECKMX MapameTpoB, KOTopas Xapaktepusyet
napameTpbl IMKBUGHOCTH U NpubbInbHOCTM GaHKoBCKOW gesTenbHocTn. OBOCHOBAHHOCTL Bbibopa AaHHOM Lienm
CCneaoBaHus Takke CBA3AHO C TEM, YTO B OOLUEM CryYae CXembl UK auarpamMmbl, 06beanHSIOWME AaHHbIE O
(hMHAHCOBO-3KOHOMMYECKNX MOKa3aTensax LesTenbHOCTH Kakoro-nubo cyObekta X03sMCTBOBaHMS, copepxar
NPOTUBOPEUMBYIO WHpopmauuto. Moatomy aononHuTenbHas obpaboTka Takux LaHHbIX, B NEPBYK OYepesp,
JomkHa bbITb HanpaBneHa Ha npeobpasoBaHe PUHAHCOBbIX AaHHbIX B MH(hOPMaLMo, koTopas bydeT nonesHa
B NPOLIECCe NPUHATUS PELLEHWNA, BbISBIEHUA U MHTEPNPETALMN CKPBITBIX TEHAEHLNA.

BeposATHOCTHas MHTepnpeTauus oLueHKU 3¢pdeKTMBHOrO ynpaBneHns 6aHKOM C TOYKN 3peHus
B3aUMOCBSA3M €ro IMKBUAHOCTU W NPUOLINBHOCTH.

B 06LenpuHATOM MOHUMaHUM B3aUMOCBS3b MEXAY MMKBUOHOCTBIO M MPUOLINBHOCTLIO GaHka MOXET ObiTb
BblpaXkeHa B BiAe 06paTHO NPONOPLIMOHANBHOM 3aBUCUMOCTU. ITOT (DAKT UMEET 04eHb NPOCTOE SKOHOMUYECKOE
0bbsicHeHre. Tak ¢ pOCTOM CTeneHu NMKBUAHOCTM GAHKOBCKMX aKTUBOB CHIXKAETCS BEPOSITHOCTb MONyYeHust
Bonee BbICOKMX [OXOAO0B OT TakuX aKTUBOB, 4, HAOBOPOT, MeHee NNKBUAHbIE akTMBbI GaHka CnocoBHbI anpuopu
npuHocKTL Gonee BbICOKME [OXOAbI. Knaccuieckum npumMepom Takoro NposiBEHNst B3aMMOCBA3M NIMKBAHOCTH U
NpuBbINbHOCTU B GaHKOBCKOW [ESTENbHOCTU eCTb TO, YTO Boree pUCKOBaHHbIE KpeauTHble onepauum MoryT
MpUHECTH 1 Boree BbICOKNE AOXOAbI.

4 uksngHoCTb
BeposiTHOCTb

oo
ynpasneHusa

7
O6nactb  athheKTMBHOTO /
7

NANMAN

|

\/l’lpMGblﬂbHOCTb MNokasarernb N3MeHeHus

O6nacTb 3a4aHHbIX NapaMeTpoB

v
v

a) 6)

Puc. 1. CyLHOCTb OLeHKM 3bheKTUBHOCTM ynpaBneHns 6aHKom
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B Toxe Bpemsi nmapameTpbl NMKBWAHOCTU B LIENOM SBASKOTCA PErynupyeMbiMU W3 BHE (C TOYKM 3PEHMS
KOHKpeTHOro GaHka) U yCTaHaBNMBAIOTCS B LIENOM Mo GaHKoBCKoM cucTeme. Mpn aToM npubbinbHOCTL 6aHKa BO
MHOTOM CBSi3aHa C NPOBEJEHWEM aKTUBHO-MACCKMBHbIX onepauuid OaHka 1, B oOLEM, MOXeT ObliTb
OXapaKTepu3oBaHa CrpdAOM MEXAYy ero KpeauTHbIMU M AEMO3UTHbIMW CTaBkaMmu. [laHHble CTaBKM B CBOH
04Yepefb, C OAHOW CTOPOHbI, MOAYMHEHBI KITACCUYECKOMY 3aKOHY COOTBETCTBUSI CMpOca W MPELNIOXEHUs, a ¢
ApYroii NoaBepXeHbl KOHKYPEHTHOMY BIUSIHUIO C GOKY Apyrux GaHKoB.

Takum 06pa3om, CyTb OLEHKM 3PPEKTUBHOCTM ynpaBneHns GaHkoM C TOYKM 3pEeHUs ero napameTpoB
MIMKBMAHOCTU W NPUOBINBHOCTM MOXET ObiTb MHTEPNPETUPOBAHA KaK BEPOSTHOCTb HaXOXAEHWS B HEKOTOPOM
3afjaHHoi obnactw, KoTopas W OnpedensieTcs COOTBETCTBYIOLWMMM MOKasaTeNsMM  paccMaTpuBaeMblX
napameTpos (puc. 1a).

Mpu 3ToM, 3aaaBast pPasnUuHble 3HAYEHWUS M3MEHEHWs MPeanonaraeMblX NapameTpoB LOMYCTUMBIX 3HAYEHWI
NIMKBUOHOCTM 1 NPUOLIBHOCTY MOXHO MONYYnTb KPMBYHO (puc. 16), koTopas B Lenom OydeT xapakTtepusoBaTb
3(heKTMBHOCTb ynpaBneHnst 6aHKOM C TOUKM 3pEHNSI BOSMOXHOIO N3MEHEHNS aHanM3npyeMblx NapameTpoB.

HeuveTkasa hopmanusaums acheKTMBHOCTM ynpaBneHUs 6aHKOM C TOYKMU 3PeHUA B3aMMOCBA3U
ero NIMKBMAHOCTU U NPUOBLINBHOCTY.

BmecTe ¢ Tem Takas BepOSTHOCTHas WHTepnpeTauus 3chdeKTMBHOMO ynpaeneHus 6aHkoM MoxeT ObiTb
paccMOTPEHa M B TEPMMHAX TEOPUM HEYETKUX MHOXECTB, 4TO, Kak Obino ykasaHo Bole, sBnseTcsa 6onee
LenecoobpasHbiM. [laHHbI nepexon BO3MOXEH MyTEM BBEAEHMS B PACCMOTPEHWE (PYHKUMM MPUHALNEXHOCTM
HeKoToporo Habopa nokasaTenei NMUKBUOHOCTW M NPUBbINLHOCTM GaHka COOTBETCTBYIOLEMY MOAMHOXECTBY
3 EKTUBHBIX YNPaBSIOWMX BO3AEMCTBMI LaHHbIX NOKasaTeNei. KOTOpble HaxogsTcs B LEeHTpe obnacty
3hdeKTUBHOrO ynpasnexus (puc. 2).

3HaquMeﬂpMHaﬂﬂemHOCTM
A
A

A
BepxHee OCHOBaHe TpaneLMeBnLHOro TinkanaHocTs

npeacraBneHna

W/ffﬂW/ffffoffﬂ%

BHyTpeHHss obnacTb addeKTMBHOrO %
ynpaBneHus

LIS LIS L L

NN

SRR
AN

v

lNokasaTenb U3MeHeHMs MpUBbINLHOCTS
['paHn TpaneLmeBMaHOro NpeacTaBeHns ['paHWYHbIE 3HaYeHNs AP HEKTUBHOTO
ynpaBneHns
a) 6)

Puc. 2. B3anmocBsiab TpaneyneBmaHoro NpeacTaBneHns hyHKLAM NPUHAANEXHOCTH nokasaTtenen 6aHKOBCKON
[esTenbHOCTY 1 06nacTi 3hEeKTUBHOIO yrpaBneHust 6aHkoM
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Torga HeveTkas uHTepnpeTaumus adeKTUBHOCTM ynpaBneHns HGaHkoM B 3agaHHOM (pa3oBOM MPOCTPaHCTBE
CBOAMTCA K MOCTPOEHMIO U OLEHKE COOTBETCTBYHOLWMX (DYHKUMIA MPUHASIEXHOCTH, KOTOpPblE XapaKkTepusyioT
cTeneHb [OCTUKEHWS 3((EKTUBHOMO ynpaBneHns 6aHKOM Ha 3afdaHHbIX  MHTEpBanax M3MeHeHus
aHanuaupyeMmbIx nokasatenen 6aHKOBCKOM AesTenbHOCTU. [pu 3TOM B KavecTBe JopManbHOTO OMUCAHUS TaKMX
(OYHKUMA MMEET CMbICT Bbl6paTb HEYETKYID WHTEpNpeTauumio M3MEeHeHuin npegnonaraemblx napameTpoB B
npegenax AOMyCTUMbIX 3HAYEHWI MoKkasaTenen NWKBUOHOCTW W NpUOLINBHOCTH, KOTOPbIE B BEPOSTHOCTHOM
MOZEN NpeacTaBMeHbl COOTBETCTBYIOLLEN BEPOSTHOCTHOM KpuBoi (cMm. puc. 16). LlenecoobpasHocTb Takoro
nepexoga oOycroBrneHa Tem, 4TO HeyeTkas (hopmanusaums COOTBETCTBYHLUEN BEPOSTHOCTHOA KPUBOM
BO3MOXXHA Ha OCHOBE MOHATUS HeyeTKoro uucna L-R tuna [9], koTopoe B JaHHOM Chyvae MOXHO paccMaTpuBaTh
KaK TpaneLmeBuaHoe HeveTKoe Yncno (puc. 2a).

Takas wHTepnpeTaumns yHKUMN NPUHALNEXHOCTM MO3BONSET HE TOMbKO (POPManbHO OnucaTh Mccredyemble
MPOLIECChI, HO U YYECTb CYLLECTBYIOLIME IKOHOMUYECKME ACMeKTbl B UX PasBUTUKM. Tak B 4aHHOM Criyyae rpaHu
TpaneumueBMaHOrO NPEACTaBNeHns  (OYHKUMM  MPUHAANEXHOCTW  OLEHKM  3(PQEKTUBHOCTM  BaHKOBCKOI
[EeATeNbHOCTU XapaKTepu3ytoT ynpaBreHne NUKBUOHOCTbIO M NpUOLINBHOCTLI  BaHKa C TOYKM 3peHust Ux
rPaHNYHbIX 3HaveHUn. B Toxe Bpems BepxHee OCHOBaHWE TpaneuweBMOHOrO NpeAcTaBneHUs (YHKLMM
NPUHAANIEXHOCTU MOXHO PaccMaTpuBaTh C TOUKM 3pEHNS TaKUX 3HAYEHUIN INKBULHOCTY 1 MPUBbINBHOCTMY,

YPOBHM He4yeTKoro npeacraBneHuns 3(*)¢eKTMBHOFO ynpaBneHus OaHKoM.

[aHHbin nogxoa 6bin anpobupoBaH Ha pearnbHbIX JaHHbIX aHanu3a B3auMOCBA3W nokasaTenen MKBUAHOCTU 1
Np1ObINbHOCTM GaHKOBCKOW AEeATENbHOCTM 4Nt 6GaHKOBCKOW CuCTEMBI YKpauHbl B LienoM. B pesynbTaTe Takoro
aHanusa Gbinu NOCTPOEHbI PasnyHble (YHKLMM NPUHAANEXHOCTH, KOTOPbIE XapakTepusylT IPdEKTUBHOCTb
BaHKOBCKOW [JeATeNbHOCTU C YY4EeTOM W3MEHEHWst AOMYCTUMbIX 3HAYEHW NMKBUOHOCTW AN PasnnyHbIX
WHTEPBANOB Crp3aa Mexay KpeauTHbIMW 1 AeN03nUTHbIMW cTaBkamu (puc. 3, B JaHHOM Cyyae aHanu3npoBanmchb
3HaYEHNS TeKyLLen TMKBUOHOCTH).

Kak BugHO M3 puc. 3, NpeanoxeHHoe npeacTaBneHne copManusaumm nokasaTenei  YCTOMYMBOrO
(OYHKUMOHMPOBaHUS  6aHKOB, MO3BOMSIET HE (HOPManbHO MpOaHanu3npoBaTb Pa3fnnyHble  KOMOUHaLMK
paccMaTpuBaeMblX napameTpoB M 060CHOBaTb Haubonee npuemnemble. B gaHHoM crnydae Hambonee
MPMEMIEMbIM, C TOYKM 3peHUst 3GhHEKTUBHOMO (DYHKLUMOHMPOBaHMS GaHKOBCKOM CUCTEMbI YKpauHbl B LEMNOM,
MOXHO CYMTaTb BapbWpOBaHWE CMpada Mexay KPeauTHbIMM W AEnO3vTHbIMW CTaBkamu B nepegenax 4-12% u
[OCTaTOMHOrO YPOBHS TEKYLLEN NMKBUAHOCTM B Npeadenax 55-65%.

B TOXe Bpems, pacCMOTPEHHbIA NPUMEP HaTark1BaeT Ha MbICb O HEOOXOANMOCTU PACCMOTPEHNS PasNYHbIX
(DYHKUMOHAMbHbIX MPEACTaBEHUA, XapaKTepu3ylLWmMX CTeneHb AOCTUKEHWS 3(MEKTUBHOTO YnpaBfieHus
BaHKoM Ans onpedeneHHbIX 3HaYeHUt OQHOTO M3 WCCredyeMblx napaMeTpoB B 3aBUCHMOCTW OT MHTepBarna
n3mMeHeHus gpyroro. PelueHne Takow 3afaduM BO3MOXHO Ha OCHOBE BBELEHWS B PacCMOTPEHWE YPOBHeM
HEYETKOTO MHOXECTBA 00nacTu 3hdeKTUBHOTO ynpaeneHus. B gaHHOM mpumMepe B Ka4yecTBE TaKMX YPOBHEM
MOXHO paccmaTpuBaTh (PYHKLMOHANbHbIE 3aBUCUMOCTW (PYHKLMIA NPUHALANEXHOCTM 3HAYEHNIA NIMKBUAHOCTM ANs
OnpefeneHHbIX WHTEPBaroB M3MEeHeHUs cnpapa. Torda oueHka 3hMEKTMBHOCTM ynpaBneHus 6aHkoM MOXeT
ObiTb OnpedeneHa Ha OCHOBaHUM PACCMOTPEHMS PasfNyHbIX YCMOBUA 0606LLEHNS COOTBETCTBYHOLLNX
YPOBHEBbLIX NOAMHOXECTB. [pn 3TOM CYLIHOCTHAs CTOPOHa (hopManu3auun Takoro npouecca onpemensercs
KOHKPETHbIMW YCrIoBUAMM (hYHKLMOHMPOBaHNS 6aHKka Ha pasnnyHbiX BPEMEHHbIX 3Tanax ero AesTeNbHOCTY, YTO
MOXeT ObITb NPEeACTaBEHO B BUAE OTAEMNbHbLIX Onepauuii Hag HeYETKUMU MHOXKECTBAMM N HEYETKUMM YMCTIaMU.
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Puc. 3. OyHKUWMW NPUHAANEXHOCTH, XapakTepuayloLLue CTeneHb JOCTUXEHUS 3PdEKTUBHOTO
ynpaeneHust 6aHKOBCKOW CUCTEMOI Ha 3aAaHHBIX MHTEPBanax U3MEHEHNS aHaNMU3NPYEMbIX
nokasaTenemn OaHKOBCKON AesTeNnbHOCTM

3aknioyeHue

Takum obpasom, B paboTe paccMOTpeHa npoueadypa nepexopa OT BEPOSTHOCTHON MHTEpRpeTaLuu OLEHKU
3hHEKTMBHOMO ynpaBneHuss OGaHKOM K ee HeuveTkon Mmoaenu. Bmecte ¢ Tem cobniogeHa CywHOCTHas
XapaKTepuCcTUKa paccmaTpyBaeMoro Bonpoca. 310 NO3BOMSET NPOBOAUTL aHann3 3PgEeKTUBHOCTM ynpaBneHus
©aHKOM C y4eTOM BO3MOXHOMO M3MEHEHMS pasfiUyHbIX €r0 MapaMeTpoB, KOTOPLIE, N ONPEaENsoT, YCTONYMBOCTb
(OYHKLMOHMPOBaHMS 6aHkKa.
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BEPOATHOCTHbIN NOAXO0A CPABHUTENbHOW OLIEHKK
®YHKLUMOHWUPOBAHUA BAHKOBCKOW CUCTEMbI

Anekcanpp A. Kyzémun, Bavecnas B. JlsiwweHko

AHHOMauyus. Paccmampusaemcsi UenecoobpasHocmp aHanusa nukeudHocmu u npubbinbHocmu 6aHKos 6
Kayecmee Ki4e8020 (hakmopa 8 cucmeme UX 3KoHoMuyeckol 6esonacHocmu. O6ocHosbigaemcs
8epOAMHOCMHas  MOO€/b  UHMepnpemayuu  ycmouyugocmu  (hyHKUUOHUPOBaHUSI b6aHKOBCKOU  cucmeml.
[pusodumces 8eposimHOCMHas cpasHUMerbHasi OUeHKa (byHKUUOHUPOBAHUS Pa3fiudHbIX 6aHKOBCKUX CUCMEM.

Kntovesnle crnoea: nuksudHocms, npubbinbHOCMb, baHKOBCKas cucmema, 8epOSMHOCMb.

BBepgeHue.

AHann3 (hUHAHCOBbLIX MOTOKOB Kak GaHKOBCKOW CUACTEMbI B LEMOM, Tak W OTAEmbHbIX OaHKOB B 4acTHOCTM
SIBNISIETCA OAHON W3 KMHOYEBbIX COCTABNSIOLLMX MOCTPOEHUS ajeKBATHOW CUCTEMbI 9KOHOMMYECKON BEe30MacHOCTH
noGoro cybbekTa X03aCTBOBaHUS AEACTBYIOLLETO B PbIHOYHON 3KOHOMMKE. JTO CBSA3aHO C TEM, YTO MMEHHO
Gnarogaps GaHkam W WX AESTENbHOCTM OCYLLECTBMSIETCS ABWKEHME U MepepacrpeneneHne AEHEXHbIX U
KanuTanbHbIX pecypcoB. [l03TOMY PaCcCMOTPEHWE pPa3nUuHbIX BOMPOCOB (YHKLMOHMPOBAHWS M pa3BUTUS
BaHKOBCKO CUCTEMbI MOCTOSIHHO HAXOAMUTCSA B LIEHTPE BHUMAHWS, YTO W JenaeT AaHHOe HanpaerneHue BecbMa
akTyanbHbiM. Mpu 3ToM 0coboe BHUMaHWE 3acryXuWBaeT CPaBHUTEMbHAS OLeHKa PasnnyHbIX OGAHKOBCKMX
cucteM. B uenom ato cnoco6CTBYET He TONMbKO BbISIBEHWIO MPUEMNEMbIX MOAXOAO0B K PELUEHNMI0 PasfinYHbIX
Npo6neMHbIX BOMPOCOB, @ M BO3MOXHOCTM YMpeXOalolen OLUEHKN B MPUHATAM PELUEHUI, KacatoLmXcs
COOTBETCTBYHOLLEro pa3BuUTUsi GAHKOBCKOM CUCTEMBI.

Haunbonee pacnpocTpaHeHHbIMM NOAX0AAMM, CPABHUTENBHOTO aHaNN3a PasnuyYHbIX AKOHOMUYECKNX CUCTEM, Kak

npaBuIo, sIBNseTcs

— 1mbo oTHocUTENbHOE 0606LLEHNE AMHAMIKM COOTBETCTBYIOLMX MAKPO NoKasaTenei, KoTopoe OCHOBbIBAETCS
Ha onmcaTerbHbIX CTAaTUCTUYECKMX AaHHbIX [1, 2],

— nubo NOCTPOEHME KMACTEPHbIX MOAenei, KOTopble MO3BOMSAKT PaHXMPOBaTb CTEMeHb Pa3BUTHSA
CpaBHMBAEMbIX cucTeM. [prMepoM Takoro noaxoda MOXHO HasBaTb uccnegosaHus A.M. Kapmunckoro, A.A.
Mepeceukoro, C.B. lonosaxs, A.B.Konbinosa [3, 4], B. CHutiok [9].

TeM He MeHee, MCMOMb30BaHNe 0603HAYEHHbIX BbILLE MOLXOAO0B, NPEXAE BCEro, Tak UMW MHade, NpeanonaraeT
BbIOOp OMpefieneHHbIX nokasaTenen, KoTopble UCTOMb3YHTCS B AanbHElleM CpaBHUTENbHOM aHanuse. Mpu
3TOM HeobX0aMMO onpefensiTb 3HauMMble (DAKTOPbI, MPOBECTU UX COMMACyHLLY0 PaHXMPOBKY M NULb 3aTem
OCYLECTBNSATb CPABHUTENbHbIA aHamM3, 4yto camo no cebe SBNAETCA [OBOMbHO-TAkW CHOXHOW 3apaveil.
MoaToMy, Ha Hall B3rNsiA, B KaYecTBe NpeABapuUTENbHOMO aHann3a LienecoobpasHo WCMoNb3oBaTh HECKOMbKO
NHOWM NOAX0A, KOTOPbIN 6a3npyeTcs Ha BEPOSITHOCTHON CPABHUTENBHON OLIEHKE ONpPeaeneHHOro nokasarens.

Takasi UHTepnpeTaLus NO3BONSET He TONbKO M3bexaTb NpoLeaypbl COrNacoBaHHOM PaHXMPOBKM AAHHbIX, HO U
MPOM3BECTM  COOTBETCTBYIOLMIA  CPABHUTENbHBLIA  aHanM3, KOTOPbIA  3HAYUTENIbHO MOXET  [OMOMHUTL
Kraccu4eckve noaxoas!.

ObGocHoBaHWe NapamMeTpoB M MHTepNpeTaUusa CPAaBHUTENbHON OLEHKM.

Mpexzae Bcero, CneayeT OTMETUTb, YTO CyLLECTBEHHYO PONb MpU aHanM3e YCTONYMBOCTM GaHKOBCKOM CUCTEMbI
3aHMMaloT BOMPOCHI YNpaBneHnst GaHKOBCKOWM NUKBUOHOCTLIO, TaK Kak UMEHHO YPOBEHb NIUKBUAHOCTU C TOYKM
3pEHNs ee [O0CTAaTOMHOCTW OTOXAECTBASETCS C BO3MOXHOCTbIO OCYLIECTBNEHWS KaK OOblYHbIX, TaK M
HenpeaBUaEHHbIX 00s13aTenbCTB OaHka neped CBOMMM KnveHTamu. B To xe Bpemst ypoBeHb GaHKOBCKOIA
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NNKBMAHOCTM 3HAYUTENLHOM Mep0|71 B3aNMOCBA3aH C onpeaeneHHbIM ypoOBHEM I'IpM6bIJ'IbHOCTI/I KakK oTAenbHOro
OaHka, Tak M 6aHKOBCKON CUCTEMBI B Lenom. Takum o6paaoM, B Ka4eCTB€ OHUX U3 NapamMeTpoB CpaBHI/ITeJ'IbHOﬁ
OLIEHKWN pa3BUTUA ©aHKOBCKON CUCTEMbI MOXHO BbI6paTb €€ YpOBEHb NUKBMOHOCTA U I'IpM6bIJ'IbHOCTVI.

Ecnu paccmaTpuBaTh BEPOSITHOCTHYK MHTEPNPETALMI0 yNpaBneHus GaHKOBCKOWM AEeATENbHOCTBIO C Y4eToM
ONpPeAenieHHor0 YPOBHS NUKBMOHOCTM, CMEAYeT y4YuTbiBaTb, YTO GaHK CTpeMUTCS nopdepkvBaTb 06bem
NVKBUAHBIX CPEACTB Ha YPOBHE, AOCTATOYHOM [Nst 0BecneyeHns BbINONHeHNs B3ATbIX 06si3aTenbCTe. BmecTe ¢
TeM GaHK onpeaensieT BePOSITHOCTb TOro, YTo emy OymyT HeoBXoaMMbl 3aeMHble Pecypehbl NS BbIMONHEHNS
cBoux 0bsizatenseTs [6]. Mpyu 3TOM Takke CnemyeT yuuTbIBaTh, — YPOBEHb NIMKBUAHOCTM LOBOMBHO Taki CUMbHO
B3aMMOCBS3aH C YPOBHEM MpUOLINLHOCTK BaHka, YTo B 06LLENPUHATOM NOHMMaHWM MOXET ObiTb BbIPaXeHO B
BiAe 06paTHO NPONOPLMOHANBHOI 3aBUCHMOCTHY.

Torga WHTepnpeTauus pasBuTUSi OAHKOBCKOM CUCTEMbI HA OCHOBE aHanMaa MNWKBUOHOCTW MOXET ObiTb
paCcCMOTPeHa kak BEPOSITHOCTb MonafaHust CryyaitHon ABYMEPHON BENNYMHBI B HEKOTOPYHO 3adaHHy0 0bnacTb,
rie B KayecTBe rpaHWL Takod 0OnacTu BbICTYnaloT Npuemnemble M OMYCTUMblE MapameTpa YpOBHEN
NIMKBMAHOCTM W NPUBbLINEHOCTW. IMEHHO AaHHas MOLENb ¥ NPUMEHeHa Ans NoCneayioLLero aHanmsa pasnmyHbIX
©aHKOBCKMX CUCTEM.

CpaBHuTeNbHan oLeHKa (hyHKLUMOHMPOBaHNA GaHKOBCKUX cucTeM YkpauHbl u Poccuu.

B kayecTBe npumepa 1Crorb30BaHWsi BEPOSITHOCTHO OLIEHKM CPaBHEHUsi BaHKOBCKMX CUCTEM Ha OCHOBE y4eTa
B3aMMOCBS3WM  YPOBHEN NMKBMAHOCTM W MpUOLINBHOCTM  PacCMOTPeHbl  COOTBETCTBYIOLLME MOKa3aTeny
aHasnornyHbIX nepuogoB BaHKOBCKUX cUCTeM YkpauHbl u Poccum.

Mpu 3TOM aHaNM3MpPOBanuCh COOTBETCTBYIOLLME BEPOSITHOCTHbIE XapaKTEPUCTUKM UCCrieayeMblX napameTpoB B
LONYLLEHUM TUNOTE3bl O HOPMANbHOM pacrpefeneHun MpeacTaBneHHbIX AaHHbIX. Tak B MepBOM Cryyae
paccmatpuBanacb BEPOSITHOCTb ONTUMAnbHO BO3MOXHOMO YPOBHSI MPUOLIMBHOCTK  GaHKOBCKMX — CUCTEM
B 3aBMCMMOCT/ OT BO3MOXHOTO MHTEpBana BapbMpOBaHWs YPOBHS Tekyllen nukeugHocT (puc. 1), roe B
kayecTBe NPUOLINBHOCTY BbICTYNAET BENMYMHA Crp3fa MeXay KPeAUTHbIMU 1 AENO3UTHBIMU CTaBKaMy.

baHkoBckas cuctema
Poccun ons
VHTEPBAroB
NUKBUAHOCTM 74-97
1 63-87 cooteeT-
CTBEHHO

BaHkoBckasi cuctema
YkpauHb! ans
MHTEPBAroB
nukBMaHocTH 55-85
1 60-85 cootBeT-
CTBEHHO

3HaueHme npubbInbHOCTY

Puc. 1. BQPOFITHOCTHa OLIEHKa I'IpVI6bIJ'IbHOCTVI aHanusnpyembix ©aHKOBCKMX CUCTEM ANS
Pa3NnYHbIX BO3SMOXHO AOMNYCTUMbIX UHTEPBANoB TeKyu.|,e17| NINKBNUOHOCTU
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WHbIMM cnoBamu, B JaHHOM CRyyae BaxHbIM SIBMSIETCS YCTaHOBMEHWE MPUEMNEMOrO COOTHOLUEHWS MeXay
YPOBHEM Pa3NNyHbIX MPOLEHTHLIX CTABOK, YTO TakKe MOXET ObiTb MHAMKATOPOM YCTOYMBOTO PasBUTMS
©aHKOBCKON CUCTEMBI.

Kak BMAHO M3 puC. 1 C TOYKM 3PEHNS BOMOXHO [OMYCTUMOrO WHTEpBana TeKyllei NNKBUAHOCTM Hambonee
YCTONYMBOE COCTOSIHME Pa3BUTUS AEMOHCTpUPYeT GaHKoBckasi cucteMa Poccun. 3To crneayeT kak 13 GombLumx
3HaYeHMIn COOTBETCTBYIOLLE BEPOSITHOCTM, Tak M MEHbLIEr0 3HAYEHUs Clpaga MeXay YPOBHEM PasfnuHbIX
MPOLIEHTHbIX CTaBOK. [pn 3TOM B AaHHOM Cly4ae NPUHUMAETCS BO BHUMaHWe TOT (haKT, 4To NpubbINLHOCTL MO
BaHKOBCKOI cuUCTeMe B LIENOM OMPEefensieTcs He CTONMbKO MaKCMMAamnbHOW BENUYMHOM Cripada MPOLEHTHBIX
CTaBOK, CKOIIbKO BO3MOXHOCTbIO MOJy4YeHMst Goree AOCTYMHbIX PECYPCOB M COOTBETCTBEHHO 06beMom 06opoTa
CPEACTB, NPOXOAALLMX Yepe3 GaHKOBCKYH0 CUCTEMY.

Bo BTOpoM cnyyae Ha puc. 2 npefcTaBneHa BEPOSITHOCTb TOMO, HACKOMbKO LienecoobpasHbiM SBASETCS
yBENWYEHWEe Cnp3ga Mexay AEnO3WTHbIMUA U KPEAUTHbIMM CTaBKaMu C Y4ETOM BO3MOXHO AOMYyCTUMbIX
U3MEHEHUI UHTEPBANOB TEKYLLEN JIMKBUOHOCTY.

Kak BMOHO M3 puC. 2 COOTBETCTBYIOLIME PAHWYHbIE 3HAYEHUSI CMPSLOB AN PasnnyHbIX OAHKOBCKMX CMCTEM
KOPPENMPYIOT C daHHbIMM puc. 1. B TO e Bpems BEpOATHOCTHas OLEHKa LenecoobpasHOCTW YBENMYEeHNs
cnpaga ans 6aHKOBCKOM CUCTEMbl YKpawHbl B OTAENBbHOM Criydae siBnsetcs Gornblie Yem Ans 6aHKOBCKOW
cuctembl Poccun. 3TOT hakT MOXHO MHTEPNpeTUpoBaTh Kak OOMbLUy CKMOHHOCTb GaHKOBCKOW CUCTEMBI
YKpauHbl K YBENUYEHUIO CNP3Aa MeXay KPeauTHbIMU U LEnO3UTHLIMU CTaBkamu. MHbIMU cnoBamu, B AaHHOM
acnekTe, MOXHO FOBOPUTb O MEHEe YCTOMYMBOM pasBUTMM OaHKOBCKOWM CUCTEMBI, KOTOPGLIA CBSI3aH C PUCKOM
nmbo hopmMmMpoBaHms, B0 pasMeLLeHMs COOTBETCTBYHOLLEN PecypcHOM 6a3bl BaHKOBCKOM LEATENBHOCTM!.

R -

[ OIS
o
1N
N

""""""" baHkoBckass cuctema Poccum [gns wHTepsanoB numkeugHocTn 74-97 un 63-87
T COOTBETCTBEHHO

— " baHkoBckas cuctemMa YKpawHbl ANS WHTEpBanoB nukeugHocT 55-85 n 60-85
COOTBETCTBEHHO

Puc. 2. BeposiTHOCTHas OLieHKa Lieiecoo0pasHOCTH YBENMYEHMS Cpafia MeXay AEMO3UTHBIMM U
KPeaUTHBIMI CTaBKaMM C Y4ETOM BO3MOXHO AOMYCTUMbIX MHTEPBANOB TEKYLLEH NUKBAHOCTM

3aknroueHue.

Takum 00pa3om, pPacCMOTPEHHLIN BEPOSTHOCTHbIA MOAXOA CPaBHUTENBHON OLEHKM (DYHKLMOHMPOBAHMS
BaHKOBCKOW CUCTEMbI NMO3BOMNSET HE TONBKO NPOAHaN13npoBaTh OTHOCUTENBHOE (DYHKLIMOHMPOBAHUE Pa3fNYHbIX
GaHKOBCKWUX CUCTEM, HO U BbISIBUTH ONpesenieHHble 0COBEHHOCTU WX PasBUTMS, YTO SBNSAETCS LOBOMBHO Taku
CYLLECTBEHHBIM C TOUKM 3pEHUS NOCTPOEHUS afeKBaTHOM CUCTEMbI SKOHOMMYECKOW 6€30NacHOCTH.
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ANroOPUTM AnsA BblYMUCNEHUA OUOPAKLIUN GPEHENA,
OCHOBAHHbI HA BPOEHOE ®YPbE NPEOEPA30BAHVE

eopru Ctounos

AHHomauyus: [na peweHus OubpakyUOHHO20 UHMeapana 8 Oonmuke ucnofb308aHo OpobHoe @ypee
npeobpasosarue (Op®rl). NpednoxeHo ucnonb3ogaHue nodxoda co ckaHuposaHueM 0rg HaxoxdeHus nopsdka
Lp®I1. Takum cnocobom yckopaemces ebiqucumensHbil npouecc dugpakyuu. lNokasaH 6a3oebili anzopumm u
NPOMEXYMOYHbIe PE3ybmamb! 8bI4UCIEHUS Ha KaXOoM amane.

Knrouyesnbie cnoea: dugpakyus OpeHens, dpobHoe Oypbe npeobpasosarue

BBepeHue

AHanu3 MHOXeCTBa ONMTUYECKUX CUCTEM U YCTPOWNCTB BedeT K BbIYUCMEHMIO Oupakuuu B pasHbIX YCMOBUSIX.
lMpMeHeHNe COBPEMEHHbIX CMocoBOB ONTMYECKOM U LucpoBoit 06paboTkm 130bpaxeHnn npesocTaBnseT
BO3MOXHOCTb pPELLeHMe 3Toi 3agadn. TOYHOe BbluMCReHne AndpaKkUMOHHON KapTUHE MOMyYyeHo B pesynbraTe
OCBELLEHUM KOMMIIEKCHO MponycKatoLmx OOBEKTOB MM OTpaXatoLMx NOBEpXHOCTeN npeactaBnseT cobow
3agauy, TpebyioLyo bonblue BbIYMCINTENbHbIE PECYPChI. [M03TOMY SBHa HEOBX0AMMOCTb BBEAEHUS BbICTPbIX
BbIYUCIIUTENBHbIX anrOPUTMOB W YMEHbLUEHWE BbIYUCAEHMI YNPOLLEHNEM PELIEHWNS BOTTHOBOTO YpaBHEHM [1]
2
vzu—iza—‘;?s, (1)
¢ ot
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re ¢ - CKOpOCTb CBETA, U - CKanspHas BENWYMHA, ONUChIBAIOLLAS BOSTHY B NPOWU3BOSIbHON TOYKE NPOCTPAHCTBA,
S(x,y,Z,t) — n3BecTHas yHKLWS N3Ny4aroLLen NOBEPXHOCTH.

Puc.1. Wanyvarowas u peructpupyrowas NOBEPXHOCTM

B psge cnyyaeB u3nyvawllas W peructpupytolas noeepxHocTed (Puc.1) MOXHO npencTaBuTb Kak

napannenbHole nnockocTh. B ocHoBe Oonblueit 4acTM UCNOMb3yeMblX MPUOMMKEHUA CTOUT  peLleHne

ypaBHeHus (1) npu nomolum uHTerpana Kupxroda [2]:

1 (e Vx—X

j — P(x ™) cogl T2
r

A(X)~ dx @)

s

k=277[,r:\/(x—X)2+AZ2 ,

roe P(x) - dyHKUMS W3NYy4YeHUs NOBEpXHOCTU S; r - pagnyc-BeKTop; A - ANMHA BOMHbI, MPUYEM peLLeHve
YNPOLLAETCS MCMOMb30BAHMEM Pa3HbIX NPEANONIOXEHWNA. [ NpOCTOTbI PACCMOTPUM PELLEHVE B OLHOMEPHOM
cnyyae. Camoe HeTouHoe NpubnkeHne AMcPaKLMOHHOIO HTErpana, NPUMEHSIEMOe B ONTUKe - 3TO 3ro0 3aMeHa
¢ ®ypbe npeobpasosannem (Or1) [2].

A(X)z% [ Pl (3)

Heobxoammoe ycnosue ans npUMeHeHUs 3Toro noaxoda — Ytobbl aneptypa usnyyaioLiero obbekta u pasmepsl
AMPPaKLMOHHON KapTUHbI Obinn Bbl HAMHOTO MEHbLLE, YeM PacCTosHWE Mexay HumKU. B onTuyeckux cuctem
00bI4HO paccMaTpuBaeTca Andpakums CBETA B BaKyyMe UIN €€ NPOXOXAEHNE Yepe3 CHEPUYECKIX ONTUYECKNX
9NEMEHTOB (NNH3bl), BBEAEHME KOTOPbIX BHOCWT KBaapaTUYeCKui (ha3oBbli MHOXUTENb B NOAWMHTErpanbHOM
BennYMHe uHTerpana Kupxroga. [ns peLlleHus 3Toi pasHOBWAHOCTW AMMPAKLUMOHHOMO WHTErpana ycrnewHo
npumensieTca [p®rl, seeaeHHoe Buktopom Hemmacom B 1980 rogy [3]. OHO MMeeT pasHble OnpeaeneHus,
KOTOpbIE [JOKA3aHO 3KBMBANEHTHbIE M UCMONb3YKOTCS B 3aBUCUMOCTW OT 0bnacTi npumeHeHus. OgHO 13 HUX 3TO
aeduHILmS:

j;(X) = Tmem’(cota.)(z2csca.x)(+cota.x2 )f(x)dx , (4)

ar
roe a - nopsgok Ap®lun o = 7

Crporoe (TO4HOE) LOKa3aTenbCTBO M YCMOBUS 3r0 MPUMEHEHUS B PA3NMYHbIX OMTUYECKUX ANGPAKLMOHHBIX
3apavax paspaboraHo Osaktacom, 3anesckum n Kytaem [4]. QudpakumMOHHbIA WHTErpan ans OnTUYECKOM
CUCTEMbI JIMH3 1 Nepexos BOMHOM Yepes BakyyM OMMCHIBAIOTCA criedytowum obpasom:
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—inx?

jl\lens(xa X) = 5(X—x)e A

. a i 1 i (X —x)?
—p A 4 Ad
hspace (x’ X) =e e /1d e ) (5)

&) = [ POy (x, X ydx

A

roe g(X) - koMnneKkcHas amnauTyaa BONHOBOMO MOSIS B MOCKOCTY Andpakumm Ha pacctosHue d, A

lens

(X,X)'
A0p0, MCMNonb30BaHO B cnyvae MPUMEHEHUA TOHKUX IUH3 C (*)OKyCHOM paccrtosaHue fu hspace(x,X) -

pacnpocCTpaHeHue CBeTa Yepesd BakyyMm.

Mogo6Ho O, Op®l1 moxeT ObiTb NPEACTABNEHO B BUAE CYMMbl BMECTO B Buae uHTerpana. OCHOBHOM Lenm
9TOr0 nepexofa K MCromnb3oBaHNEM OUCKPETHbIX (DYHKLMSX BMECTO HernpepbiBHbIX - 3TO 3r0 MpUINOXeHue B
KoMMbloTepHOM 0BpaboTkn LMdpoBbix U3obpaxeHuin. Op®I MOXHO NPeAcTaBUTb MOCPELCTBOM HECKOIbKO
nocrnefoBaTenbHbIX onepauuin, ogHa u3 kotopblx - @ [4,6]. EcTecTBeHHOe pa3BWTWe nogxoda - WcKaTb
BbICTpble anropuTMbl BblYUCNEHUS aHamnornyHble BeicTpomy Pypbe npeobpasosanuto (BPM). [ns BbluUCnEHUs
[p®I1 ncnonb3oBaH anroputm v nporpamma BeICTPoro Npeobpa3oBaHNs LMTUPOBAHHbIX BbiLLe aBTOPOB.

3apava

B psige cnyyaes, ycrnosue npumeHeHns Jp®ll He MOXeT ObiTb UCMONHEHO U3-3a BONbLUOIH anepTypoit obbekTa
N0 CpaBHEHWK C PaCCTOSHUEM, Ha KOTOPOM perucTpupyetcs AudpparMpoBaHHas BOMHa. AHanuUTUYeckoe
PELLEHNe WHTerpana B 3TOM Cryyae He cyllectByeT. [3BecTHO, 4Tto, B AanbHei obnactu, (yHKumMs
AndparupoBaHHoi BONHbI MOXHO onucaTb nocpeacteom 1. C Op®I1 npeacraenseTca noseaeHne qyHKLUMM B
MPOMEXYTOUHbIX COCTOSIHMIA Mpu nepexodom dyHKumM Kk ee ®ypbe obpa3. Ha OCHOBE 3TOr0 MOXHO MCKaTb
peweHne uHTerpana Kuproea nocpegcteom Hp®ll u HaitTw aton BenuumHon psga Op®ll, npu koTopon
nony4aeTcs camas fnyylas annpoKcumaLms.

AHFOpVITM BblYUCIIeHUA

BbibupaeTcs Takas ctpoka B U30BpaxeHnn, koTopasi MpoXOAUT Yepes3 HEKOTOPOM CIIOKHOM YacTu, T. e. CTPoka
COCTOWT M3 3MEMEHTOB Pa3HOM 1 BOMOXHO BonbLUer amnnnTyaoin. Takum obpasom, npubnmkeHue Byaet umeTb
Bonee BblAENEHHBIA MAaKCUMyM NpU NepemMeHe napameTpa annpokcumauun. [ns Hero BblYMCNSIeTes WHTerpan
Kupxroda, yuutbiBas ypasHenue (2) n BOp®I (6). Uwetcs nydywee coBnageHne 4BYX PELLEHWNA NOCPEACTBOM
nameHenus nopsigka Op®ll. C HaipgeHHOM Takum 0b6pasom napameTpom BbiOpaHHOW CTPOKKM B M300paXeHun
Bbluncnsietcs Ap®I ans uenoro nsobpaxeHus.

KOHTpOJ'Ib I'IpM6J'IVI)KeHVIFI MOXET OCYLLeCTBMTbLCA NOCPEACTBOM Bbl60pa HECKOJIbKO CTPOK W KOJIOHOK, AnA
KOTOPbIX BbIMNCNAETCA NapaMeTp N HaXxoaUTCA UX CpeaHEE 3HAYEHNE.

[pyroi BapuaHT anroputMa npegcTaBnseT BblYUCTEHUEe uHTerpana Kupxroa u nocrne Yero K nony4yeHHsIMu
JaHHbIMW  NpuMeHsieTcs obpaTHoe npeobpasoBaHue nocpeacteom [p®ll. Torga BOCCTAHOBMEHHLIA U
OpurMHanbHbIl 06pa3 MOXHO CpaBHUTL flerye, NOTOMY YTO OObIMHO B OpurMHanbHOM obpase He wmeeT
KOMMIEKCHON COCTABMALLEN, a B BOCCTAHOBIIEHHOM 06pa3se OHa NPUCYTCTBYET TOMbKO B pe3ynbTaTe HETOYHOIO
NPUONVKEHUS W BbIUNCTIEHUSI.
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PesynbTatbl

[ns npoBepku anroputMma BelbpaH NpoCTon 0BBEKT — KOMbLO (PUC. 2) C NOCTOSHHON BENIMYUHON MHTEHCUBHOCTM
OCBELLEHHbIX 30H M HOMb Ansd ¢oHa. [ns npocToTbl paccMOTpeHa 3aBMCUMOCTb TOMBKO TOPW3OHTArbHOM
COCTaBHOM Audpakumein. Takum 0b6pa3om, M3MEeHeHWs 1306paKeHNs B KOHLY OCBELLEHHbIX 30H 6onee fcHO
BMAHbI. BbibpaHa kBagpaTHas aneptypa ¢ pasmepom 102.4 mkm, war auckpetuauuu 100 HM. Bblumcnenme
nnTerpana Kupxroa ans 3oHbl ®peHenst caenaHo npu pacctosiHum 10 HM. BbibpaHa anuHa BomHbl 533 HM
(Pnc.3.).

Puc. 2. OpuruHan TecToBOro u3obpaxeHus Puc. 3. OudpakynoHHas kapTuHa B 30He OpeHens

OBpaTtHoe BbluMCrIEHNE peanuayeTcsl MOCpeacTBOM noucka pelleHus yepes Op®ll. Pesynbrathl, nonyyeHble
npn pasHblx 3HayeHusx nopsigka Opdll nokasaHHble Ha Puc.4.

Puc. 4 ObpatHoe npeobpasosanue cTpok -0.2, -0.3 u -0.34 Jpdll

Koroa ¢yHKUMS W3BECTHA, KpUTEPWUIA ONTUMM3ALMM MOXHO WCKaTb KaK CamOi MamneHbKoW CpeaHoM
KBaapaTMYECKO OLLIMOKM pasHULIbI OPUTMHATIBHOMO M BOCCTAHOBIIEHHOMO 06pa3oB. ECnn opuriHan Hen3BecTeH u
N3MEHSIETC TONMbKO 3r0 aMNIMTyOHasl XapaKTepucTuka, a asa NOoCTOsHHAs, MOXHO MPUIOXMTb MOAXOA
MUHAMW3ALMN  UMArMHEPHOW COCTABHOM BOCCTAHOBMEHHOr0 obpasa. 370 Cryyail nepexoda napanenHoro
NasepHoro nyyka vyepes aMnaUTyaHON MacKoi.
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our. 5 Muctorpamma 3HaueHU 3obpaxeHms Puc. 6. Makcumym B ructorpamme
NpY pa3nuyHbIX nopsiakax Jp®r B 3aBUCUMOCTM OT nopsigka dp®ri

B BbibpaHHbIN Hamu 06BEKT, amnanTyga UMeeT Tonbko Ase 3HadeHns: 1 u 0. Takum obpasom, umctota 6enoi
yacTu 1300bpaxeHnss MOXET WCMONMb30BaTbCs Kak KPUTEPWA  YCMELIHOTO BOCCTaHOBNEeHWs. Ha Puc.5
npefcTaBneHa ructorpaMma  3HadYeHUMn AN HekoTopbix nopsgkoB [Op®rl. TMpu peanbHbIX M3MepeHui,
Bbluncnenune Jp®rl n Hopmanuaauns JaHHbIX TEpSOT UCTUHHOE 3HaYeHne amnnuTyabl. Ecriv umeiotcs pelweHuns
Gnm3kne [0 Lenesoro, TO 3HaveHus ByayT rpynnuposaHbl B ABe obrnactu: okono 0 u okono amnautygel. Korga
HOpPMUPOBKa BbINOMHsAETCA nocrne Jp®rl, sHayeHne amnnuTyabl HEMHOMO Hke 1. 3HayeHWUs BrM3kuX Hyno He
nokasaHbl, TaK KaK ULLeTCs Makcumym 6rmnako K 1.

MoucK pelleHns 3agjaun [enaeTca yepes nocnefoBaTeflbHbiM M3MeHeHuem nopsaka [Op®ll B uHTepsane
-1 po 0. PelueHne ectb Nopsaok, Npu KOTOPbIM MomyyaeTcs Hauboree BbICOKMN MaKCUMyM B rUCTOrpammax,
nokasaHHbIX Ha Puc.5. Ha Puc.6 nokasaHo u3mMeHeHWe 3HaueHus MakcuMyma B 3aBUCUMOCTM OT nopsaka Opdr.
V13-3a nepuoanyHOCTM (OyHKLMM noucka rnobarnbHOro MakcuMyma, MOXHO MPUMEHWTb TOMbKO CKaHMPOBaHWE B
JaHHbIM MHTepBanoM. Bbiumcnenne nopsgka Op®ll ¢ TouHoctbio 0.01 nossonseT npumeHenue ObICTPO
CXOAALLMX anropuTMOB, HanNpUMep METOA C pa3aeneHnem NHTepaarna nononam.

Puc. 7. BocctaHoBneHHoe 13obpaxeHue
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BnaHo, 4to Makcumym sBnsietcs npy 3HaueHun nopsigka Qp® npubnuantensHo pasHo 0.34 (TOYHOEe 3HauyeHue
0.3419).

BoccraHoBneHHOe 13obpaxeHne npyu 3TOM 3HaYeHun nokasaHo Ha Puc.7. MacwrabuposaHue u3obpaxeHus He
YuuTbIBaETCA B npouecce BblyucneHus. Korga napameTp npuUHUMAET pasnuyHble 3HAYEHWS, USMEHSEeTCH U
pasmep u3oOpaxenus. [lposieneHne 3Toro apdekta MokasaHO kak OedOpPMMpOBaHWE U30BpaxeHus B
FOPM30HTasbHBIM HanpaBneHNeM, TaK Kak BbYUCIIEHNS NPOBEAEHb! B 9TOM HanpaBneHuu.

MporpammHoe obecneyeHue

PaspaboTtaHa komnbloTEpHas nporpamma, coctoswas u3 gsyx vacten. WcnonbsosaH sasblk Microsoft Visual C
ans MS WINDOWS. lMepsas YacTb nporpamMmbl BoluncnsieT uHterpan Kupxrodga, npu KOTOPOM WHTErpupoBaHue
NPOBEOEHO METOAOM MPAMOYrONbHUKOB. W3-3a konebaTtenbHOW mpupode KpuBbIX, OIMOKA WHTErpupoBaHuMS
HEMHOrO BbilLie MO CPABHEHWIO C NPUNOXEHWEM (hOpMYIbl TpANeLMn Unu apyrix npubnmkeHuin Gonee BbICOKOro
nopsigka. BbluncnutenbHbIn Npouecc ocywecTeneH Ha Gase aBysaepHoro npoueccopa ATNoH 64 4400+ u
onepauuoHHas cuctema Windows XP. Obpabotka maccuea 13 256x256 nukcenen anutcsa 16 MuHyT, obpaboTka
Maccmsa 512x512 — 8 vacos, a 1024x1024 - 5 cyTok.

Btopoi mogynb nporpamMmbl oTBeTcTBEH Ans BAp®I1 n ontumusauuu aro nopsaka. Boluncnenune bOpdIl ans
nsobpaxeHus, coctosiiee u3 1024x1024 nukcenen, grmrea 1 MuHyTy. B npouecce ontumusauum npuMeHsieTcs
BOp®I Tonbko Ansa ogHoW cTpoku, copepxawmin 1024 nukceneir. Mpu 3TOM, CKaHMpOBaHWe [Ans Lenu
onTuMuanposaHus nopsgka ¢ -1 go 0 ¢ warom 0.01 anutes 3 cekyHab!.

BbiBoAbI

lMpeanoxeH anropuT™ A15 BbIYMCIIEHNS AndpakLmm cBeTa B 30He PpeHens NocpeAcTBOM 0BHapYXeHUs camoro
noaxopsLlero 3HaveHus nopsigka Op®l1 B OOHOM CeyYeHuW W 3ro NpUMEHeHWe [N BbIYMCNEHUs BCEro
nsobpaxenus. MokadaHbl pesynbTathl 06paboTKM TECTOBOTO M30OpaxeHWUs AN Kaxaoro atana anroputma.
O6paboTka caenaHa ToMbKO Mo HanpaeneHue OAHON KOOPAWHATON C LIENbIo NOMyYeHUs NyYLlen BU3yanu3aumen.
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ACCESS RIGHTS INHERITANCE IN INFORMATION SYSTEMS
CONTROLLED BY METADATA

Mariya Chichagova, Ludmila Lyadova

Abstract: All information systems have to be protected. As the number of information objects and the number of
users increase the task of information system’s protection becomes more difficult. One of the most difficult
problems is access rights assignment. This paper describes the graph model of access rights inheritance. This
model takes into account relations and dependences between different objects and between different users. The
model can be realized in the information systems controlled by the metadata, describing information objects and
connections between them, such as the systems based on CASE-technology METAS.

Keywords: access control mechanisms, graph model, metadata, CASE-technology.

ACM Classification Keywords: D.2 Software engineering: D.2.0 General - Protection mechanisms.

Introduction

As information systems grow larger and more complex, and as the number of their users increase, there are
growing needs for methods that can simplify and even partly automate the process of access rights assignment.

The main problem of traditional access control mechanisms is that they don't take into account the relations
between information objects.

The technology METAS [Lyadova, 2003], [Ryzhkov, 2002] allows to create dynamically adjusted information
systems. Means of adaptation are based on use of the metadata describing information objects and connections
between them from the various points of view. Functioning of information system is carried out through
interpretation metadata by MDK METAS The metadata can form a basis for realization of mechanisms of the
rights equivalence, in particular, the mechanism of the access rights inheritance that allows to lower labour input
of assignment of the rights the manager of system. At the same time there are problems at definition of the rights
of access on the objects accessible on several relations from parental objects to which various rights are
appointed.

The model proposed in this paper take such relations in consideration and the rules for it are formulated.

To define the inheritance mechanism we shall formally describe model of distribution of the access rights. As
basic elements of the model are used access graph and rules of its transformation.

Graph Model

An information system consists of objects and subjects. Access control describes whether specific subject can
access specific object.

Let Ois a set of objects and S is a set of subjects. G = (V, E) is a finite directed labelled graph, where V=0uU S
is a set of nodes and E is a set of arcs.
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Notation v;— v; means that there is an arc (v;, vj) € E in graph G. A node s;e S < Vs called subject-node and a
node 0; e O c Vis called object-node.

If vi— v; and both of these nodes are subject-nodes (or both of them are object-nodes) node v; is called parent of
node v; and node v; is called child of node vi.

Subject-nodes which have not got any children are called users all other subject-nodes are called groups.
Object-nodes which have not got any children are called leaves all other subject-nodes are called roots.

Arcs between objects present the relations between them. The arc’s direction depends on type of relationship
between objects:

1:0..1 = arc from “0..1" to “1”;

1: M= arc from “1” to “M”;

0:1.M = arcfrom“0”to “1..M";

— M:M = bidirectional arc.

For example, for part of the database scheme which is shown on fig. 1 the subgraph on fig. 2 is fitted.

o1 02
1 (school) (class) 04
. school (diagnosis)
‘ L —>
* o
class diagnosis
A
1 *
03
* *
>  pupil  |< (pupil)
Figure 1. Database Scheme Fragment Figure 2. Object-nodes Subgraph

Each of the subjects must be connected by the arc to each of the objects. An arc between subject-node and
object-node is called access arc.

An access arc’s label determines the assigned access right of this subject to the object. Assigned access right is
determined by the information system’s administrator and it can deny or allow access to information objects.

Access rights that take into account relations between subjects and objects are called actual access rights.

Subject-nodes

In this section relations between subjects are considered and the rules that can take them into account are
formulated. Access rights that allow for relations only between subjects are called actual subject’s access rights.
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Let parent(sj) = {sje S| 3 (s}, Si) € E}—is a set of parents for subject-node s; € S.
Let access arcs have following labels:

— right(s;, 0) € {0, 1, 2, 3} is an assigned access right of subject s;e S to object 0;e O, where 0 means
that right is not assigned, 1 — access is denied, 2 — subject has a partial access and 3 — access is
allowed. Partial access means that access is allowed only if certain conditions are fulfilled. These
conditions are determined by administrator.

— a_right(s, 0)) € {1, 2, 3} is an actual subject’s access right of subject s;e S to object 0; € O, where 1
means that access is denied, 2 — subject has a partial access and 3 — access is allowed.

The subject's access rights can depend on its parents’ rights. The process of determination the actual subject’s
rights is called subject’s rights inheritance.

Let si e S. The inheritance should be done according to the following two rules.

Rule 1. If subject has an assigned right right(s;, 0;) = 0 to object o; e O, the actual subject’s right is determined as
right(s;, 0j), i.e.
a_right(s;,o;) = right(s;,0,) (1)

The main idea of this rule is that explicit assignment is more significant than inheritance.

Rule 2. If an access right to object o;e O isn't assigned, i.e. right(s;, 0) =0, the actual subject’s right is
determined as maximum of its parents’ actual rights :

a_right(s;,0;)=  max  (a_right(sy,0;)) (2)

S, eparent(s;)
If an access right to object 0je O isn't assigned and the subject hasn’t got any parents its actual right is
determined as 1. It means that access is denied.
Note that by definition the maximum value for a_right is 3 (that means that access is allowed).
For finding actual subject’s rights the above two rules are recursively applied.

Object-nodes

In this section relations between objects are considered and the rules that can take them into account are
formulated. Access rights that allow for relations only between subjects are called actual object’s access rights.

Note that the same object can be connected with different objects and rights can depend on the object from which
the access is done.

As access rights depend on access context let define context(s;, 0j) as a current access context, i.e. list of object-
nodes (path from one of the roots to current object-node).

Parent from context is an object-node from the access context which is the parent for node o;e O. Let
c_parent(0)) is a parent for object-node oj€ O from context.

Let access arcs also have following labels:

— o_right(s, 0)) € {1, 2, 3} is an actual object’s access right of subject sie S to object 0;e O, where 1
means that access is denied, 2 — subject has a partial access and 3 — access is allowed.

Let arcs between object-nodes have the following labels:

— inherit(ox, 0)) € {true, false} shows the possibility of inheritance. Let inherit(J, o)) = false that means
that inheritance from empty object is forbidden.

The process of determination the actual object’s rights is called object’s rights inheritance.
Let sie S. The inheritance should be done according to the following three rules.
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Rule 3. If subject has an assigned right right(s;, 0;) = 0 to object o; € O, the actual object’s right is determined as
right(s;, 0;), i.e.

0_right(s;,0;)=right(s;,0;) 3)
This rule is the same as the rule 1 for subjects’ rights inheritance.

Rule 4. If an access right to object o, O isn't assigned, i.e. right(s;, 0) = 0, and inherit(ox, 0)) = false where
ox= c_parent(0;) the actual object’s right is determined as prohibition of access, i.e.

o_right(s;,0;) =1 (4)
This rule means that if the inheritance is forbidden in current context and there are no assigned rights the access
is denied.

Rule 5. If an access right to object 0O isn't assigned, i.e. right(s;, 0)=0, and inherit(ox, 0)=true where
ox=c_parent(oj) the actual object’s right is determined as follows:

o_right(s;,0;) = o _rigth(s; ,c _ parent(o;)) ()

In order to determine actual access rights in rules 3, 4, 5 we should use a_right instead right.

Conclusion

Using of access rights inheritance allows to simplify the access rights assignment by automatic taking into
account relations between object and subject. This method also permits to avoid some kind of mistakes which
can be made by information system’s administrator.

In addition to the means described in the given article means of the control of correctness of obvious assignment
of the access rights for objects and their attributes are offered also [Mikov, 2003].

The architecture of the CASE-system METAS, the models of the metadata used in this system, and principles of
its functioning are described in several articles [Lyadova, 2003], [Ryzhkov, 2002].

The system METAS is developed on the .NET platform. The technology ADO.NET, providing independence from
DBCS, is used for access to the objects in database.
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THE APPLICATION OF GRAPH MODEL FOR AUTOMATION
OF THE USER INTERFACE CONSTRUCTION

Elena Kudelko

Abstract: The ability of automatic graphic user interface construction is described. It is based on the building of
user interface as reflection of the data domain logical definition. The submitted approach to development of the
information system user interface enables dynamic adaptation of the system during their operation. This
approach is used for creation of information systems based on CASE-system METAS.

Keywords: User interface, metadata, CASE-technology, dynamically adapted information systems, graph model.

ACM Classification Keywords: D.2 Software Engineering: D.2.2 Design Tools and Techniques — Computer-
aided software engineering (CASE); G.2 Discrete Mathematics: G.2.2 Graph Theory — Graph algorithms.

Introduction

The aim of the working out of application user interface is the reflection of the inner structure of information
system objects on the level of user understanding about data domain that means the determination of screen
objects which let user co-operate with the information system (IS). User interface must include the set of screen
forms with the help of which information input and editing can be possible, as well as the navigation system which
let data domain objects be catalogued for speeding-up access to them. In this work the approach for automation
of the logical description data domain reflection on user interface level, based on the use of graph model, is
described. The working out of the models of user interface is made in the context of the creation of CASE-
technology METAS based on the metadata, which are multilevel and describe IS from different points. User
interface management, described in this work, is based on the metadata of presentation level, which are built on
the base of logical level. Both levels can be represented as graphs.

The basic concepts of the logical level are entities, attributes, relation between entities and also instances of
these concepts. Entity is a type of data domain objects which is characterized by the set of its attributes and
relations with entities. For example, entity can be «Person» characterized by the qualities «Surname», «Name»,
«Birthday», which are attributes of this entity. A person must have an address that means that entity «Person»
must be connected with entity «Address». Metadata of the presentation level describe user interface elements:
screen forms, controls of different type, navigation system of application. The idea of automatic creation of forms
is based on the building of presentation level graph as a reflection of the logical level graph.

Screen Forms

Let us describe the graph of the logical model G;, on the base of which we will build the graph of the presentation
model G, The nodes of the logical model graph are corresponded to entities of data domain; there are relations
between entities, which are directed arcs in the graph of logical model:
G, =(V,,E,), where V, ={e,e,,..e,}, E,={rr,..r,5,nmeN
r= (ej,ek),where i=1.m;j,k=1.n
Incoming into the node e arcs mean relations of «1:M» type, in which entity e is on «M» side that means it is child

entity. Outgoing arcs present relations of «1:M» type, in which entity e is on «1» side that means it is parent
entity. Relations of «M:M» type are represented by two-forked arcs of graph G.

Each node of the presentation model graph Gy is a form of some entity; arcs between nodes are possible
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transitions between forms (corresponding to arcs in the logical model graph); arcs are directional, direction is
given from the form involved to the forms which can be called from the current form:

G, =(V

p,,Ep,), where Vp, ={f,f,,..f,}, Ep, ={n.r,...rnpLnmeN

r;=(f;,fy), where i=1.m;j,k=1.n

Here pairs (e;, ex) and (f;, fi) are directed. That means graphs G, and G, are oriented.

Graphs Gprand G; are, in general, multigraphs, in which cycles and loops are possible, and so, the incident nodes
of the arc is not enough to identify this arc. That's why arcs must be marked with unique names, for Ve, e, €V,
there must not be two arcs (e, ,e,) € E, , having identical types and names. It is the same for graph Gp.

The building process of the presentation model graph is in the reflection of the logical model graph G, on the set

of nodes and arcs of the presentation graph Gp. In every moment the presentation model graph can be
determined short. Let us see the building process of a new node f of graph G-

The Elementary Graph of the Presentation Model

Node f € Gyrgoes to some form for entity e e Gi. This entity can be named the main entity form (we write
ME(f)=e). So, we have: (Vf € G, )(Je € G, :ME(f) =e) . The inverse proposition is also true. If we review the

completely specified presentation model graph G, i.e. the graph where there are’t any undetermined nodes any
more, then (Ve eG,)(3f G, :ME(f)=e) . Arcs, incoming into node e of graph G, that means arcs for

transition to parent entities in the relation of «1:M», «0..1:M», «0..1:1» type, are included into the presentation
model graph (except two-forked graphs). Outgoing and two-forked arcs (arcs connecting reviewing entity with
child entities) will be described later. Any arc in graph G, goes to some arc in graph G, i.e.
(vr,=(f, ) e E,)3r = (ey.e;) € E, :ME(f;) = e;, ME(f,) = &) .

Such graph model corresponds to the simplest case when for the reflection of every entity its own form is used
and transitions between forms are realized by the relations of «1:M», «0..1:M», or «0..1:1» type, which exists
between main entities of forms, in direction from child entity (from «M» side) to parent one (to «1» side). Let us
view the example in Figure 1.

es / e fs f,
€1
/ '
€3 e f,

GI Gpr

€4

Figure 1. Reflection of the logical model graph on the presentation model graph

In graph G; there are 5 nodes corresponding to 5 entities of data domain. Its own form is built for each of them:
e, = ME(f,),where i =15 . Entity e; has got two parent relations with entities e, and es, entity e; has got one
parent — entity es. Therefore, there will be three arcs in graph G, corresponding to the relations «1:M» of graph
G;. The building of graph G, goes according to gradual addition of nodes and its’ arcs into sets V- and Epr
accordingly. That's why while building new node f €V, for node e €V, it can happen that there is no node

f'eV,, for node e’ eV, yet, to which we must prolong arc from node f. Missing node f* must be built to avoid

«hanging» arcs. We mark built node f' as indefinite («udef»). Such node has got one or several incoming arcs
(in particular, arc (f,f") € E,, ).
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Attributes Reflection

Besides relations with other entities every entity is characterized by the set of its attributes. These attributes must
be reflected by the elements of user interface application and must be included in the presentation model.

The creation of node fin graph Gy is the reflection of logical model attributes to the controls of the presentation
level. Any node e €V, has got the set of attributes Attr(e)={a,,a,,...,a,},n €N, where attribute a, is the key

attribute of entity (a, = key(e)). In common case entity can have several key attributes (a compound key). But

this situation can be taken to the viewed case by the addition of artificial key.The key attribute is used only on the
logical level and is inaccessible for user on the presentation level.

Any non-key attribute a,,where i=1,n, can be either own attribute of the entity (the set of such attributes —
Attr,

own

(e)), or an attribute, realizing the relation with parent entity, i.e. outer attribute ( Attr,,..(€) ). The key

attribute is also in the set of own attributes. All own attributes have got a type Type(a;), which sets possible
attribute values and operations, applicable to these values, and also the method of attribute values input and
output. Every attribute a; connecting with parent node e’ €V, is corresponding to any incoming in node e (but not

in two-forked) arc (e',e) e E, (rel(a;)=(e',e) ). The reflection of such arcs in graph G is set by the algorithms,

described in the work. We can also speak about the type of such attribute. The type coincides with the type of the
key attribute of parent entity e .

Node f of graph Gy includes in itself the set of the controls AttrCtrl(f) ={ac,,...,ac,} , corresponding with
attributes of entity e = ME(f). The key attribute does not go into the presentation model. Each control will have
the type, defining by the type of corresponding attribute or parent relation.

Compound Forms

Sometimes it is comfortable to include into the form information not only about one object of data domain but also
the information connected with this object, i.e. the information about objects of several entities. Then each node
of the presentation model graph will correspond to the subset of nodes of the logical model graph. The fulfillment
of such reflection depends on the semantics of data domain and it can be done by user-administrator.

On the base of the built presentation model graph the extended graph can be built, nodes of which will be
compound forms. Let us view the process of building such a graph. Let us have node f of graph G, which
corresponds to node e of graph G, i.e. ME(f)=e. Let's mark by G(f) some set of nodes and arcs, complying with
node f of the presentation model graph. In graph Gj(f) every node is corresponded to node of the logical model
graph, and arc is corresponded with the arc of the logical model graph. Now in the set of nodes there can be
several nodes, corresponding to one and the same entity. The same is for arcs: in the set of arcs of graph G(f)
there can be several arcs, reflecting one and the same arc of the logical model graph. The set of nodes and arcs
of graph Gj(f) is marked correspondingly V() and E(f). Initially, the set of nodes of graph consists from one node,
corresponding to entity e, and the arcs set is empty: V,(f) = {ME(f)},E,(f)=¢ .

Let us view the arbitrary node e of the logical model graph G;. Node e can be connected with the other nodes of
graph G, i.e. there is a set of incident arcs to this node. Let us break this set on two subsets: the set of incoming
arcs Eparent(€) < Ej and the set of outgoing and two-forked arcs Ecnia(e) < Ei. The first set connects node e with the
set of parent entities for this node

E prent (€) ={1py,....10, 1,0 € {0} UN, where rp; = (e, )., €V,,i =1,n,

and the second set — with the set of child entities
E i (€)= {rch,,...,rch,},n € {0} UN, where rch, = (e,e;),e; €V,,i =1n.
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In the example in Figure 1, relations (e,,e,) and (e,,e,) make up the set of parent relations for entity e4, and

relations (e,,e;) and (e,,e,) —the set of child relations.

Let us suppose that it is necessary to reflect on the form the information about the child entity of the main entity of
form f. Let us examine the main entity e (ME(f)=e) and identical node to it ecy, representing child entity for entity e.
So, 3r, €E q(e):ry, =(e,84) -

For including of node e into graph Gy(f) it is necessary to:

1. Include node e into the set V/(f), and arc r., — into the set E(f);

2. Include arc(f,f,,) , where ME(f)=e, ME(fn)=ec, into the set E,. This arc will correspond to arc (e,e,,) € E, .
To delete node ecn from graph Gy(f) it is necessary to fulfil the reverse transformation of the sets V/(f), Ei(f) n Ep:
1. Exclude arc (f,f,,) , where ME(f) = e, ME(fs:)=€chn, from the set E;

2. Delete arc re from the set E(f), node ec, must be excluded from the set V().

Let us now have node e, incidental to the main entity e of form f (ME(f)=e¢) which is parent for fit,
i.e.3r, € E (€)1, =(€,,€) . Including and deleting node e, from the set V(f) occurs in the following way. For

adding parent node to the main entity of the form it will be enough:
1. Include node e, into the set V/(f), and arc r, — into the set Ej(f);
2. Include arcs, corresponding to the relations between node e, and its parent nodes, i.e. for Vr e E .. (€,)

we include arc (f,f,),where ME(f,) =e,,r = (e, ,e,);

3. Delete arc (f,f,), where ME(f)=e, ME(f,)=e,, from the set E of graph Gy. This arc corresponds to arc
(e,.e)eE,.

Deleting of parent node from the main entity of the form includes the following steps:

1. Include arc (f.f,), where ME(f)=e, ME(f,)=¢y, into the set E, of graph Gp. This arc corresponds to arc
(e,.e)€E;

2. Exclude arcs corresponding with relations of node e, with parent nodes, i.e. for Vr € E,..(e,) We delete

corresponding to it arc (f,f,), where ME(f.) =e,r = (e,.e,);

3. Delete arc r, from the set Ej(f), node e, must be excluded from the set V/(f).
Let us give the example, showing described operations of including of nodes into the form structure for entity e.

In Figure 2a the logical model graph is shown. Let us discuss the fragment of the presentation model graph, built
for the form entity e. Figure 2b shows the simplest presentation model graph, built according the logical model
graph. In Figure 2c there is the form structure f after including into it child relation (e,ech,) and, so, adding

relation (f,fch,) into graph Gy In Figure 2d parent relation (ep,,e) is included into the form structure, besides in
graph G, connections (f,fp,,), (f,fo,,) are added and connection (f,fp,) is deleted.

Similarly we can view adding and deleting operations for other entities, including in subgraph Gy(f). In order to
view these operations in details, we introduce the definition of parent entity of level n.
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Figure 2. Including parent and child entities into the form structure

Let us have entitye € V, . The parent of the first level for this entity can be any entity, relation of which with entity e

is in set Exaen(e). If entity e~ is a parent of level n-1 for entity e, then entity e; :(e],6) ") € E e (€5 ") will be

n

a parent of level n for entity e. The parent set of level n for entity e we will mark E ., (e). E;a,em(e) = E porent (€)-

For example, in Figure 2a Egarent(eChz) ={(epy1,6P,).(6P2,6P, )} -

The discussed above operation of the addition of node e, € E ,,.x(€) to the set V(f) was described for e,, which

is the parent of the first level for node e. For node ey, including in the set V/(f), and also for any node from the set
Vi(f), which is a parent of arbitrary level for node e, we can define the similar operations of deleting\adding parent
and child entities.

We can examine node f € G, and entity e=ME(f). We will take any node e, which is parent of arbitrary level of
node e. We must notice that described below algorithms will be right for the case, whene' = e .
Let us have node e, which is incidental to node e’ of form fand which is child for her:
Ion € Ecpig (€)1 15n = (6,641 -
For including node e into graph Gy(f) it is necessary to execute the following algorithm:
1. Add node e into the set Vi(f), and arc re — into the set E(f);
2. Addarc (f,f,), where ME(f)=e, ME(fx)=ec, into the set E,. This arc corresponds to arc (e',e,,) € E;;

In order to delete node ec, from graph G(f) it is necessary to fulfill the reverse transformation of the sets Vi(f), Ei(f)
and Ep:

1. Exclude arc (f,f,,) , where ME(f)=e, ME(fen)=ecn, from the set Ej;

2. Delete arc re, from the set E(f), node eq» must be deleted from the set V/(f).

Let us now have node e, incidentical to node e’ of form f and which is parent for it, ie.
ry €E parent (€)1, =(€,,€").

Addition of parent node into the form structure is in the following:

1. Add node e, into the set V/(f), and arc r, — into the set E(f);

2. Add arcs, corresponding to relations between node e, and parent nodes, i.e. for Vr € E,.(e,) we add
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(f.f.),where ME(f.) =e,,r =(e,.e,);

3. Delete arc(f,f)), where ME(f)=e, ME(fo)=e,, from the set E, of graph Gp. This arc corresponds to arc
(e,€e)ek.

Deleting of parent node from form structure consists of the following steps:

1. Add arc (f,f,), where ME(f)=e, ME(f;)=e,, into the set E, of graph G,. This arc corresponds to arc

(e,€)ekE;
2. Delete arcs, corresponding to the relations between node e, and parent nodes, i.e. for Vr e E,,..(e,) we

delete corresponding arc to it(f,f.), where ME(f,) = e,,r = (e.e,);

Delete arc r, from the set E(f);
Fulfill cascading deleting of all parent nodes which are in Gi(f), i.e. apply recursively the algorithm to every
node e, €V(f):e, €Eenle,);

5. Delete cascadely all child connections of node e,, which are in G(f), i.e. we must apply the deleting algorithm
of child node to every node ey, € V)(f):6;, € Eyyqle,);

6. Node e, must be excluded from the set V/(f).

Described above the rules of adding nodes can be used in series until the expansion of graph G(f) is possible, i.e.
till set nodes Vi(f) have parent and child nodes and connections which can be included into graph G(f). Node e
(and incidental to it arc) can be included into G(f), if the graph does not have the path, including the same
consecution of nodes and arcs, starting in the root, as well as the way from root node up to including node e.

So the repeated bringing in of one and the same path to graph Gy(f) is impossible. And graph G(f) is a tree in
which the root is a node, corresponding to the main entity of form.

Attributes Reflection in Compound Forms

Including of parent node e €V, into graph Gi(f) of any node f €V, is a reflection of the attributes of the logical

model on the controls of the presentation level. Deleting node e from graph Gi(f) is a deleting of corresponding
controls. Node f of graph Gy includes a set of controls AttrCtrl(f) = {ac,,...,ac,},m € N , corresponding to

attributes of entities of the set Vj(f). So,
AttrCtri(f) = | J AttrCtri(f ).

ecV, (f)

When adding new parent node e, from relation (e, ,e) , where e’ e V/(f), to set V(f):

1. The element corresponding to parent relation (e, .e’) , i.e. ac <> a € Attr(e’) : rel(a) = (e, ') is deleted from
the set of controls.

2. We add controls ac into the set of controls of node f, corresponding to all non-key attributes a of entity e, i.e.
Vae Attr(e') :a = key(e, ) into the set AttrCtrl(f) we put ac <> a.

When deleting parent node e, , taking part in relation (e,,e’) € E,(f) from the set Vi(f):
1. We delete all controls, corresponding to entity e, from the set of controls.

2. Into set AttrCtrl(f) we add ac <> a:rel(a) = (e,,e’).
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Entity Tree

A tree is a building of hierarchy on the set of entities and relations between them. Together with the set of forms
the set of tree nodes must provide access to any entity. The described structure is a tree only on a user’s screen
(its” name comes from here). From the point of view of the structure it is an oriented graph G; =(V;,E;), maybe

with cycles. The set of nodes V; =(nd,,nd,,...,nd,) includes two types of nodes (two subsets). The first subset

V# <V, consists of grouping nodes, the second subset V7 <V, has got object nodes. Any object node
corresponds to the entity of the logical model and so, the form of the presentation level. Correspondence of object
nodes and nodes of the logical model graph can be given as function Ent:VY —V, . Then

(vnd eV7)(3e €V, :Ent(nd) =e A3f eV, :ME(f)=¢) . In that way, form object node nd we can draw arc
(nd, f) to corresponding node-form f. The set of such arcs forms the additional set (let us call it Eex), connecting

two graphs G, and Gr. Nodes of the logical model do not correspond to nodes of the entity /. Such nodes are
only created for convenient reflection of the information on the user’s screen. There are arcs between nodes of
the set V. Arcs can exist as between nodes of one subset (V7 unuV;?), as also between nodes of different

subsets. There is one group node in the tree from which the tree scanning starts. Such node can be marked as a
root. The root node does not have incoming arcs. Any node of the set Vr is reachable from the root, i.e. between
any node of the set Vrand root node there is a path.

The path between two object nodes can correspond to subgraph of the logical model which includes some
sequence of arcs and nodes, which are between entities, which are reflected by two viewed nodes.

For example, in Figure 3, graph of the logical model G; can be corresponded to the graph of the object tree Gr. In
the tree graph object nodes e+, ez, e are named corresponding to the names of nodes-entities of graph G, which
they correspond to. Arc (e,,e;) € G; is corresponded to the path (e,,r4,€4,045.65), arc (e,,e,) — to the path

(e,,6y,8,), arc (e,,e5) —to the path (e,,r,;,e5).

root

<r22>

<fos>
<r14,43> 2

G €s €3 G
.

Figure 3. Example of entity tree

Let us view two object nodes nd,nd’eV; :Ent(nd)=e,Ent(nd’)=€" , between which there is a path
(nd,,(nd,,nd,),nd,,(nd,,nd,),...,(nd,_4,nd,),nd,»,nd, =nd,nd, =nd’,ne N . This path is corresponded to the

n-1s

path of the logical model graph (e,,(e,,e,).6,,(€,,63),..,(€p_1,€m ).6pn),€1 =€,6, =€ meN.

Every node in graph Gr can be reachable from the root by different paths, and each of these paths can be
concerned with the path in the logical model graph. While building the tree on the user’s screen, i.e. during data
loading, only important in this context relations are considered. While building a tree part of the ways can be
reflected on the user’s screen and the other part serve for assignment of additional dependence. Let us say that
additional ways of the logical model connect with the way of graph Gr, consisting from one arc. For unification of
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the ways assignment we can also take that visual paths in graph Gr do not have corresponding paths in the
logical model graph and all entities relations specify by non-visual additional connections.

Let us make it clear on the example. There is a fragment of graph Gr, shown in Figure 4. Here while building the
branch which includes nodes root, nd;, nds, nds for loading nodes of type nds relations (nd,,nd,) and
(ndy,nd,) are used, but while loading the branch which goes over nodes root, nds, nds, ndz nds, relations
(nd,,nds) and (nd,,nd,) are used, while loading nodes of type nd. and the relation (nd,,nd,) while loading
nodes of type nds.

> visual ways

additional ways

Figure 4. Paths assignment in the objects’ tree

In such a way, a tree is a kind of visual presentation of entities’ connections and it reflects the view of the end
user on the interconnection of the objects of data domain (or vice versa on the absence of the connection
between some entities).

At last we get extended graph of the presentation model G, (V, - the set of its’ nodes, E,, - the set of arcs),

consisting of nodes and arcs of graphs G- and Gr, besides, this graph includes the set of arcs between object
tree nodes and nodes-forms:

G, =(V,, E,, ), where Vi, =V, UV El = E, UE; UE,,.

Conclusion

This work describes the base model of user interface of application, including objects of user interface and
specifying interconnection between them. Based on described operations with graph of the presentation model
there have been worked out additional algorithms that are not described in the work.

In order to realize suggested above graph model of user interface we can offer the approach of CASE-technology
METAS, including in itself tools for automation of working out large scale IS, based on using multilevel structure
of dynamically changing metadata. Case-tools contain the set of program components, processing metadata of
different levels and building on this base application, which has the meanings of interface designing and graphic
interface of the end user of IS. Program components, realizing Windows-interface of applications, are built based
on the present graph and they use algorithms suggested above.

Author’s Information

Elena Kudelko — Perm State University, Department of Computer Science, Assistant; 15, Bukirev St., Perm,
614990, Russia; e-mail: kudelko_elena@mail.ru



Fourth International Conference |.TECH 2006 181

IMPLEMENTING AJAX BASED SPREADSHEET ENGINE WITH RELATIONAL
BACK-END'

Ivo Marinchev

Abstract: In this paper we represent our implementation of a web based spreadsheet engine that uses state-of-
the-art technologies for development of interactive server-centric applications — AJAX and web services. Initially
an overview of web application technologies and spreadsheet-centric application development is presented. Then
a general architecture of a web based spreadsheet engine is discussed. Finally we introduce one concrete
implementation of this architecture that is suitable for small and middle-size deployment scenarios.

Keywords: spreadsheet engine, AJAX, web applications, web services, rich-clients, web 2.0.

Introduction

Recently, there is an obvious tendency of moving more and more applications to the web based technologies. As
a result the paradigm of building “classical” desktop applications turns into the paradigm of building web-based
applications. New applications are projected from the very beginning as web applications and many old ones are
re-implemented or extended to web-based analogues. In reality web applications are actually server-centric
applications that can be started and run through regular web browser. A distinguishing feature of the web
applications is that significant parts of their code is located and executes on remote servers (or cluster of servers)
and only user interface related components are transferred through the network to the users’ location (system)
and executed there.

The first distributed applications with centralized core application logic (business logic) were rich-client
applications. They require more sophisticated and responsive user interface than what HTML, CSS, and
JavaScript can offer at that time and run on the users’ computers communicating with a business logic that is
physically located on the centralized servers. Rich client applications and technologies appear about 10 years
ago but could not become widespread. They remain in use mainly in intranet environment inside the
organizations or shared between affiliate organizations. Their failure to become widespread was due to many
factors some of which are:

o they require the users to install additional software on their systems;

e security concerns;

¢ not having enough support from big application vendors;

e high price tag.
The most prominent technologies in this area are Microsoft’s ActiveX, Java Web Start (JWS), Eclipse Rich Client
Platform (Eclipse RCP), and Macromedia Flex.

Recently widespread adoption of web applications became feasible with the introduction of several key
technologies in practically all of the modern web browsers - Internet Explorer, Firefox, Mozilla, Opera, Safari, and
Konqueror. These technologies are CSS [CSS1, CSS2], JavaScript [JavaScript], DOM [DOM] and DHTML
(dynamic screen re-flow). Despite most of them were available even 6 or 7 years ago, the biggest boost started
just recently with the widespread adoption of so named XMLHttpRequest [AJAX] object. It allows web pages
(utilizing JavaScript) to perform asynchronous request to their originating server and fetch updated data from it.

' The research has been partially supported by “Technologies of the Information Society for Knowledge
Processing and Management” - lIT-BAS Research Project No. 010061.
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On the next step these data are used to update part of the web page information in timely and responsive manner
without requiring page reloads. As the XMLHttpRequest object has support for transferring data in the XML
format (presentation/view neutral encoding) the corresponding technology was named AJAX [AJAX]
(Asynchronous JavaScript And XML). Hence it becomes possible to develop web applications that look and feel
in a way very similar to the regular desktop ones, providing the user with similar usage experience and
capabilities. Keeping the business logic on the centralized servers allows the highest level of security, easier
management, support, maintenance, and upgrades. New schemes for application distribution, delivery and usage
have become feasible — pay-per-use, application service providers, click-and-run (no installation is required),
application delivered as a service, etc.

The first widespread web applications were Google Mail (www.gmail.com) and Flickr (www.flickr.com). Other
more recent and complex web applications are Writely (www.writely.com) word processing application (since
March 2006 owned by Google), web calendar applications - 30 boxes (www.30boxes.com), CalendarHub
(www.calen darhub.com), and many others. In the field of web based spreadsheets applications the key players
are NumSum (www.numsum.com), and iRows (www.irows.com), and open source applications TrimSpreadsheet
(http://trimpath.com /project/wiki/TrimSpreadsheet), WikiCalc (http://www.softwaregarden.com/wkcalpha). Unlike
the rest of the web applications, at the moment of this writing (April 2006), web spreadsheets are not feature
complete, but built with specific purposes in mind, and non-customizable. Open source ones are mostly unusable
and are actually just a proof of concept than real applications.

Spreadsheet-Centric Application Development (SCAD)

SCAD is a software development methodology that uses the spreadsheet component as the primary user
interface for the application. The following is a list of key features (presented in no particular order) of SCAD:

o Rapid Application Development - the spreadsheet engines are extremely rich in functionality. Today’s SCAD
components provide functionality on the par with the best off the shelf spreadsheet applications such as
Excel. This provides for a vast array of features to tap into and use within the SCAD software.

o Excel-Compatibility — because of the dominance of Microsoft Office in today’s marketplace, spreadsheet
engines always provide some degree of compatibility with Excel. This feature provides a powerful and
easy way to use Excel as design tool for initial development of the application or for easy transition from
legacy Excel based applications to their web based analogues.

¢ Calculation Engine - the vast array of calculation functions that exist within the spreadsheet engine provide an
extremely powerful tool to create a robust and reliable calculation engine that churns through complex
algorithms effectively and expeditiously.

e Segmented Programmability - it is not only entirely possible but also feasible to segment the spreadsheet
development from control coding and assign them to professionals with varying degrees of expertise. In
the case of the former, the spreadsheet professional must be proficient in design and formulation of the
core spreadsheet files while the latter must have command of the native language used to control and
customize the SCAD environment.

o Cost-Efficiency - spreadsheet development generally requires less time and expertise and therefore it is more
cost-efficient than control coding.

o Familiar Look and Feel - the spreadsheet interface is one of the most familiar if not the most familiar look and
feel in the computing arena today. Developing a user interface based on the spreadsheet grid provides
an additional level of comfort to the users and positively impacts their introduction into the SCAD
software.

SCAD has been around since 1983 (with advent of lotus 1-2-3). This development methodology was never widely
adopted because companies such as Lotus or Microsoft never promoted it as such. The marketers within these
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companies designated these packages as “end-user” products and it was more profitable for them to segment the
market in this fashion.

With the advent of Microsoft Office and Visual Basic for Applications (VBA), SCAD took a giant leap into being
recognized as serious application development tool. But Microsoft continued to resist the complete independence
of VBA from the Office application by refusing to create runtime versions of Excel or Word.

Having recognized this gap in the market, several alternatives have emerged to fulfill a demand for SCAD.
The best, most reliable, fastest, and most Excel-compatible of these products is Formula One e.Spreadsheet
Engine. It is geared toward delivering enterprise reporting applications, which presently are the most visible
adoption of SCAD. Formula One is implemented in Java and can be used as a component in Java desktop
applications and applets.

In the following sections we introduce our implementation of a web-based spreadsheet engine. Unlike the
applications mentioned above the architecture of our application is not restricted to particular language or
environment. We employ only ubiquitously adopted standards and loosely coupled component architecture that
allows building of extremely portable and flexible application that can be deployed in many different usage
scenarios.

System Architecture

Fig. 1 depicts general architecture of our system. It comprises of 3 tiers — user interface layer, application layer
and persistent storage layer.

User interface layer consists of all of the code and software components that are executed on the clients’
workstations (i.e. run client-side). This is usually a thin layer which means it is mainly a code that is related to the
interface presented to the user and translates user interactions to the corresponding messages that are sent to
the application layer. There are many possible implementations of this layer but they are divided in two general
groups — web based (HTML, Javascript) and rich clients (ActiveX, Java Web Start, Macromedia Flash). Web
based implementations can run out-of-the box (they need just a modern web browser) whereas the rich clients
usually require additional software to be installed beforehand on the users’ workstations. In both cases
communications between the user interface layer and the application layer employ some ubiquitous
(programming) language independent high-level protocol stack as HTTP and REST [REST] or SOAP web
services. Language independence of the communication protocols between the layers allows different
implementation to be changed easily and different implementations to be used by different groups of clients. For
example a typical deployment scenario can allow internal or trusted users to use rich client interface whereas the
rest be restricted to use a more restricted and secure web interface.

Application layer comprises all algorithms and internal data structures that are involved in spreadsheet
management and processing. Upon client requests (that come from the user interface layer) it fetches the data
from the persistent storage layer and builds internal data model of the manipulated spreadsheets. Then it uses
these data models to re-calculate the spreadsheets values based on the user changes and sends the updated
data (user changes) back to the persistent storage layer and forth (recalculated fields values) to the user interface
layer.

Persistent storage layer contains database logic for storing, retrieving organizing and managing internal
application layer's data structures on persistent media. This layer is normally implemented with the help of some
kind of data management systems. In practice they can be relational databases or xml databases. The
communication protocols can be SQL and XPath or XQuery correspondingly. It is even possible this layer to be
implemented with web services as well. The later will decouple the application layer from the need to know the
exact representation of the database back-ends used.
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Fig.1. 3-tier architecture of our system is suitable for small and middle-size deployments.

Implementation

Our implementation of afore mentioned architecture complies with the following basic requirements:

Many different people must be able to use it from any physical location provided Internet connection and a

contemporary version of widespread web browser is available.

The engine must support at least 3 different user roles (groups of users):

0 Spreadsheet Designers - they can create/import and edit spreadsheets’ definitions.

0 Regular Users - they can use available spreadsheets i.e. just filling the data in the cells that are not
locked.

o System Administrators — manage all of the aspects of the system that are not application specific —
installation, deployment, maintenance, support, etc.

The data entered by the regular users must be kept separated from the spreadsheet definitions so that it can

be reused in different spreadsheets and/or other related applications.

Ajax version must be able to work on |E and Firefox. If it is possible Opera and Safari must be supported as

well.

The system must be able to import MS Excel spreadsheets and convert them into its internal form — reuse

already created spreadsheets and use MS Excel as a primary design tool until comparable web based

spreadsheet designer is developed.
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The current version of our implementation is a standard 3-tier web application that utilizes the following
technologies:

User interface layer — implemented as a JavaScript library that uses Ajax requests to send, update, and fetch
data to/from the application layer. It works on IE (5.5, 6.0), Firefox (1.0, 1.5) and to some degree on Opera
(8.5). Itis possible to build Java Web Start client in the future.

Application layer — this layer contains all of the algorithms and data structures that implement the core
spreadsheet engine functionality. Upon client requests (coming from the user interface layer) it fetches the
data from the persistent storage layer and builds internal data model of the manipulated spreadsheets. Later it
uses these data models to re-calculate the spreadsheets values based on the user changes and sends the
updated data (user changes) back to the persistent storage layer and forth (recalculated fields values) to the
user interface layer. Currently this layer consists of PHP pages (for stateless services) and Java servlets (for
statefull services that manipulate big data models). The implementation uses REST services. Although REST
is not a standard but an architectural style, its light-weighted, requires fewer resources, and is simpler and
faster for quick-and-dirty implementations. Later we can convert inter-layer communications to the complete
SOAP, WSDL, WS-| stack if it is needed. This layer contains also all of the algorithms and data structures that
dynamically build user interface pages (screens) of the system. Another responsibility is getting and validating
request parameters from the user interface layer and reformatting the response data if it is needed.

Persistent storage layer — it uses relational database storage. It was tested with MySQL and SQL Server, but
as it uses standard SQL queries it should work with any complaint relational database system. This layer
contains also a tool that creates spreadsheet definitions from existing MS Excel spreadsheets.

Figures 2 and 3 show the same spreadsheet opened in MS Excel and its converted version opened with our
application. Our conversion tool preserves not only computational logic and cell merging but also visual formatting
as much as possible. It is required as our tool has not full-featured visual designer yet. We use MS Excel for initial
creation of the spreadsheet visual representation.

Fig. 4 shows another spreadsheet opened in IE with the help of our web application. This screenshot depicts one
unique feature of our system — it can show the cell's formula as tooltip when the mouse pointer hovers over the
corresponding cell. Although it is currently not implemented, the same technique can be used for visualization of
other types of information — for example, displaying the inter-cell dependencies as a tree rooted in the current cell
with a nodes and leafs the cells it depends on in the corresponding order and level.
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Fig.2. A complex spreadsheet opened within Microsoft Excel.
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Conclusion and Future Work

In this paper we presented our implementation of web-based spreadsheet engine. It employs many contemporary
technologies for building scalable and responsive web applications. Several improvements and additions need to
be implemented in order to make a system more usable and user friendly. Among them are - support more
browsers (Opera, Safari); support more MS Excel features and formulas; add some unique features as the ability
to use CGlI scripts or web services in formulas (getting weather conditions, exchange rates in real-time); many
other optimizations and improvements.
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DIGITAL ART AND DESIGN

Khaled Batiha, Safwan Al-Salaimeh, Khaldoun A.A. Besoul

Abstract: The desire to create unique things and give free rain to one's imagination served as a powerful impetus
to the development of digital art and design software. The commoner was the use of computers the wider variety
of professional software was developed. Nowadays the creators and computer designers are receiving more and
more new and advanced programs that allow their ideas becoming virtual reality. This research paper looks at the
history of the development of graphic editors from the simplest to the most modern and advanced. This brief
survey includes the history of different graphic editors’ creation, their features and abilities. This paper highlights
the two basic branches of graphic editors — these that are in free use and commercial graphic editors design
soffware. The researcher selected the most powerful and influential graphic editors design software brands like
Paint.NET and GIMP among free software and commercial Adobe Photoshop. This paper also dwells upon the
way digital art transferred from the exclusively professional business into the hobby for ordinary users. This
research paper bears implications for those who are interested in features and potentiality of most popular
graphic editors design software.

Keywords: Digital Art, Graphic information, DPaint, Image Manipulation Program, Paint Shop Pro, Photopaint,
Photoshop.
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1. Introduction

Imagination is extremely refined work of the human mind. It is the easiest medium for to creation out of nothing.
Human mind constantly works on creating something that has never existed before and does not now exist. This
is the approach with which any professional creator of Digital Art, or in other words, creator of design will gain
success. Digital culture is neither new nor determined by technology, but rather that technology is a product of
digital culture. The term "digital" originally referred to data organized in discreet units in any system, linguistic,
and numerical systems included.

Since the use of computers became an everyday occurrence the wide variety of software has been emerging to
assist designers. From the simplest and primitive up towards professional graphics editors computer software has
undergone the complicated evolution and development. | shall not mention vector graphics editors; however I'd
prefer to concentrate on bitmap graphics editors, which are mainly used to produce images.

Graphic information is stored in computer memory in "bitmap" or "raster" formats such as JPEG, PNG, GIF and
TIFF. Besides that, every company that creates graphics editor sets up its own format of storing raster graphics.

| would like to start the review of graphics editors with RIP editors, those that currently represent solely historical
interest. Among the first editors the following deserve mentioning Deluxe Paint, Personal Paint and Photogenic.

2. Deluxe Paint

Deluxe Paint (DPaint) is a bitmap graphics editor created by Dan Silva for Electronic Arts (EA) [1]. The original
version was created for the Amiga OS and was released in November 1985.

DPaint was the product of an in-house art development tool called Prism. As Silva added more features to Prism,
it started to have market-place potential. When the Amiga was released in 1985, DPaint was quickly released for
it. It was quickly embraced by the Amiga community and became the standard graphics development tool for the
platform. Amiga manufacturer Commodore International later struck a deal with EA to have DPaint (and later its
four "sequels", versions 2, 3, 4 and 5) bundled with every new Amiga sold. This deal lasted until Commodore's
bankruptcy in 1994.

Screenshot and image designed in Deluxe Paint.
Taken from http://amiga.emucamp.com/dpaint4.htm.

The program DPaint enables us to create gradients, draw in anti-alias mode, change the palette, make "stencils",
and transform any group of pixels into a "brush." It also allows special brush techniques "smooth" and "smear,"
features that are also found on Adobe Photoshop. The maximum number of colors we can work with is 256,
which makes it satisfactory program for altering GIF images.

Other two programs Personal Paint and Photogenics had similar characteristics. Thus | will not dwell on them.
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3. Free Graphics Design Software

Some significant position is occupied by graphics editors considered as free software. One can mention here
Paint.NET i GIMP.

Paint.NET [2] is a project developed at Washington State University and mentored by Microsoft. It is a free
graphics editing program for use on Windows XP and 2000 based operating systems, with the source freely
available for download. It is programmed in C# and is released under the open source MIT License. Paint.NET is
the unofficial successor to the older Microsoft Paint graphics program.

Graphics editors GIMP [3] deserve more particular attention. At the same time | am going to draw up some
comparison of its abilities with those of Adobe Photoshop. The GNU Image Manipulation Program or The GIMP
is a bitmap graphics editor and also has some support for vector graphics. The project was started in 1995 by
Spencer Kimball and Peter Mattis and is now maintained by a group of volunteers; it is licensed under the GNU
General Public License.

Overview

GIMP originally stood for General Image Manipulation Program; in 1997, the name was changed to GNU Image
Manipulation Program. It is an official part of the GNU project.

The GIMP can be used to process digital graphics and photographs. Typical uses include creating graphics,
resizing and cropping photos, changing colors, combining images using a layer paradigm, removing unwanted
image features, and converting between different image formats.

The GIMP is also notable as perhaps the first major free software end-user application. Previous work, such as
GCC, the Linux kernel, and so on, were mainly tools by programmers for programmers.

Features

The GIMP was intended as a free (as in speech) alternative to Adobe Photoshop, but the latter still dominates in
the printing and graphics industries:

- Photoshop includes licensed support for the Pantone color matching system.

- The number of plugins and other add-ons available for Photoshop is larger.

- GIMP has only experimental CMYK separation support.

- GIMP has almost no spot color support.

- GIMP has limited gamma support.

- GIMP has limited color management through LCMS

There is a plugin called PSPI for the Microsoft Windows version of the GIMP only, which allows the use of the 8bf
Adobe Photoshop filters in the GIMP.

The peculiarity of graphic design is the ability of graphics to interact with different projects. It is necessary to
mention that such feature became indispensable at Internet technologies development. As well as interactive use,
the GIMP can be automated with macro programs. The built-in Scheme can be used for this, or alternatively Perl,
Python and Tcl can also be used. This allows the writing of scripts and plugins for the GIMP which can then be
used interactively; it is also possible to produce images in completely non-interactive ways (for example
generating images for a webpage on the fly using CGI scripts) and for batch color correction and conversion of
images.

The current (as of March 2005) stable version of the GIMP is 2.2.7. Major changes compared to version 1.2
include a more polished user interface and further separation of the user interface and back-end. For the future it
is planned to base GIMP on a more generic graphical library called GEGL, thereby addressing some fundamental
design limitations that prevent many enhancements such as native CMYK support.
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Screenshot of The GNU Image Manipulation Program 2.0.0 running on XFce on Linux

4. Adobe Photoshop

The most outstanding graphic image editor is Adobe Photoshop [4]. Adobe Photoshop is a bitmap graphics
editor (with some text and vector graphics capabilities) developed and published by Adobe Systems. It is the
market leader for commercial bitmap image manipulation. As with most of Adobe's other applications, Photoshop
is available for Mac OS and Microsoft Windows; versions up to Photoshop 7 can also be used with operating
systems such as Linux using software such as CrossOver Office. Past versions of the program were ported to the
SGI IRIX platform, but official support for this port was dropped after version 3.

Features

Although primarily designed to edit images for paper-based printing, Photoshop is used increasingly to produce
images for the World Wide Web. Recent versions bundle a related application, Adobe ImageReady, to provide a
more specialized set of tools for this purpose.

Photoshop also has strong links with software for media editing, animation and authoring. It works with Adobe
lllustrator, Adobe Premiere, Adobe After Effects & Adobe Encore DVD to make professional standard DVDs,
provide non-linear editing and special effects services such as backgrounds, textures and so on for television, film
and the web. Photoshop's native file format (PSD or PDD) can be exported to and from Adobe lllustrator, Adobe
Premiere, After Effects and Adobe Encore DVD. Photoshop CS broadly supports making menus and buttons for
DVDs. For PSD or PDD files exported as a menu or button, it only needs to have layers, nested in layer sets with
a cueing format and Adobe Encore DVD reads them as buttons or menus.

PSD or PDD is a widely accepted file format. Competing bitmap image editing programs (such as Macromedia
Fireworks, Corel Photo-Paint, Discreet Combustion, Winimages, GIMP, etc.) can import and edit layered PSD or
PDD files.

The most recent version, as of 2006, is version 9. This iteration of the program is marketed as "Photoshop CS2".
In an effort to break away with previous versions of the application and to reinforce its belonging with the new line
of products, Photoshop even dropped one classic graphic feature from its packaging: the Photoshop eye, which
was present in different manifestations from versions 4 to 7. Photoshop CS versions now use feathers as a form
of identification.

Photoshop CS features a revolutionary command: 'Shadow/Highlight' which allow user to 'suppress' highlights
and/or 'push out' shadows while maintaining most of the 'image details' (i.e. the histogram would remain virtually
unchanged).
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5. From Novelty To Everyday Use

Only one and a half decade ago paint programs were treated like novelty and something very exquisite. But the
development of such software turned out to be extremely rapid. Thus for comparatively short period they became
an every-day need for representatives of a fine art community. Even more, the development of graphics editors
caused the emergence of a new term “photoshopping”. The term photoshopping is a neologism, meaning "editing
an image", regardless of the program used. The name comes from Adobe Photoshop, the image editor most
commonly used for the practice, although other programs, such as Paint Shop Pro, Photopaint, or the GIMP may
be used.

The practice of photoshopping is possible because modern image editors made the work of altering images
extremely easy, particularly with the clone tool. Nowadays actually anyone who possesses elementary computer
skills can use photoshopping to edit his photographs.

Professional photographers also use photoshopping in their work. Thus, practically, no photograph in the
magazines Popular Photograph, Nature Photographer, Close Up and others is free of retouch. The example of
professional photograph, retouched with the help of Photoshop is presented below:

Fine Art Photograph by Richard Seiling Breaking Clouds, Half Dome (20 x 24 inches)
Image is take from http://www.yosemitestore.com/
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Photographer Richard Seiling captured this image in Yosemite Valley, as sunlight broke through the clouds of a
winter storm. Taken on 4x5 transparency film, Rich scanned the image into the computer, and performed
traditional darkroom techniques, such as dodging and burning, using Adobe Photoshop. This image comes
matted and overmatted on 8-ply white Archival Mat Board.

It also should be mentioned that today no well-colored magazine can do without the imaged edited in graphics
editors. The results of such work are apparent everywhere — from ads in the magazines to the billboards.

Conclusion

The present study presents a concise review of historical development of graphic editors with the particular
consideration of the most representative examples. The comparative approach to the most powerful graphic
editors that represent two different, in principle, branches of software - free (Paint.NET and GIMP) and
commercial (Adobe Photoshop) revealed that potentialities of commercial software is still leading on software
market due to its advanced and newest features that satisfy the most refined aspirations of professional users.
That's why the professionals prefer Adobe Photoshop; however, the amateurs may be well satisfied by Paint
Shop Pro, Photopaint, or the GIMP. The last but not the least point is that when making a choice for a particular
digital art and design program one should remember the rapid progress of this kind of software and the abilities
that used to be pertinent to expensive commercial products now are the characteristics of more simple free
software products.
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IMAGE PARTITIONS METRIC PROPERTIES
IN IMAGE UNDERSTANDING PROBLEMS

Vladimir Mashtalir, Vladislav Shlyakhov

Abstract: A new distance function to compare arbitrary partitions is proposed. Clustering of image collections
and image segmentation give objects to be matched. Offered metric intends for combination of visual features
and metadata analysis to solve a semantic gap between low-level visual features and high-level human concept.

Keywords: partition, metric, clustering, image segmentation.

Introduction

There has been a tremendous growth of the image content analysis significance in the recent years. This interest
has been motivated mainly by the rapid expansion of imaging on the World-Wide Web, the availability of digital
image libraries, increasing of multimedia applications in commerce, biometrics, science, entertainments etc.
Visual contents of an image such as color, shape, texture and region relations play dominating role in propagation
of feature selection, indexing, user query and interaction, database management techniques. Many systems
combine visual features and metadata analysis to solve the semantic gap between low-level visual features and
high-level human concept, i.e. there arises a great need in self-acting content-based image retrieval task-level
systems.

To search images in an image database traditionally queries ‘ad exemplum’ are used. In this connection essential
efforts have been devoted to synthesis and analysis of image content descriptors. However, a user's semantic
understanding of an image is of a higher level than the features representation. Low-level features with mental
concepts and semantic labels are the groundwork of intelligent databases creation. Short retrieval time
independent of the database size is a fundamental requirement of any user friendly content-based image retrieval
(CBIR) system. Characteristics of different CBIR schemes, similarities or distances between the feature vectors of
the query by example or sketch and those of the images collection are sufficiently full explored [see, e.g. 1-3]. To
optimize CBIR schemes it is necessary to minimize a total number of matches at a retrieval stage. Thus there
arises a problem to find novel partition constructions for the fast content-based image retrieval in video databases
and furthermore we have be able to compare different partitions.

A Metric for Partitions Matching

As retrieval is computationally expensive, one of the most challenging moments in CBIR is minimizing of the
retrieval process time. Widespread clustering techniques allow to group similar images in terms of their features
proximity. The number of matches can be greatly reduced, but there is no guarantee that the global optimum
solution is obtained. We propose clustering of image collections with objective function encompassing goals to
number of matches at a search stage.

The problem is in that under given query y € Y one needs to find the most similar image (or images) xve X .
In other words, it is necessary to provide min,cv p(y, xv) (here p(e,0) is arbitrary distance function, V is an
indexing set) during minimum possible warranted time. If Y < X, the exact match retrieve is required. We shall
name elements [X],, oo e A of power set 2X as clusters if they correspond to the partition of set X . Let us
consider such partitions that any elements of one cluster do not differ from each other more than on ¢, i.e.
Vx'#x" we have [x']=[x"], if p(x’,x")<e and [x']N[x"]=C otherwise. The given or obtained value
£ used at a clustering stage is connected with required accuracy of retrieve 3, if it is specified, as follows. There
arise two cases:
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8 > ¢ — any representative of the cluster nearest to the query y can be used as the image retrieval result, i.e.
minimal number of matches is defined by the number of clusters; in other words it is necessary to provide

Ny =card {{X]o} — min; (1)
8 < ¢ - the element of more detailed partition will be the result of the image retrieval. In simplest situations it is

necessary to fulfill a single-stage clustering, i.e. to optimize retrieval under worst-case conditions we have to
ensure

Ny = card{[X]q} + max(card [X]q) — min . (2)
At the multilevel clustering the repeated clusters search inside of already retrieved clusters is fulfilled and only on
the last step required image is searched by complete enumeration. Let us assume that the cluster [X@—1] pis

selected on (i —1) level of hierarchy from a condition p(y,[XG-D]g) — min, q=1, card{[XG-D]} , ie.
X0V, = =[XPu[X?P]hu...U[XP]q, where for any k and / the equality [X?]x N[X?) =&
holds. Then the minimization of matches amount is reduced to the clustering with the goal function

N3 =Y Y card [XP] .4 |)C c [X(i_l)]p,(i—l)} +max (card [X"V],, (1)) = min, (3)

where m is a number of hierarchy levels, [X©]; ) = X . The method of search (1) was proposed in [4], the
solution of problem (2) was offered in [5], searching of (3) one can see in [6].

Content of an image may be often summarized by a set of homogeneous regions in appropriate feature space.
Therefore, there is a great need for automatic tools to classify and retrieve image content on the base of
segmentation.

Segmented images are formed from an input image by gathering its elements into sets likely to be associated
with meaningful objects in the scene. That is, the main segmentation goal is to partition the entire image into
disjoint connected or disconnected regions. Unfortunately, the effectiveness of their direct interpretation depends
heavily on the application area and characteristics of an acquisition system. Possible high-level region-based
interpretations are associated with a priori information, measurable region properties, heuristics, plausibility of
computational inference. Whatever the case, often it is necessary to have dealings with a whole family of
partitions and we must be able to compare these partitions which are produced by a variety of segmentation
algorithms. At least splitting and merging techniques make us to match segmentation results which ultimately
may be corresponded to indirectly images comparisons.

For region-based similarity analysis novel approaches are required since usually early processing scheme
consists of following steps: images are segmented into disjoint (or weakly intersecting) regions, features are
extracted from each region, and the set of all features is used for high-level processing. It should be emphasized
that quite often simultaneous processing of partitions or coverings is wanted to produce reliable true conclusion.
In this connection we propose and vindicate a new metric providing all partitions (and consequently images)
matching

p(P,Q) =241 2| Xk AY: [| Xk N Y | (4)

where A denotes a symmetric difference, P = {X1,X2,.... X}, Q={Y1,Y2,....Y,} X,Y;<D,Dis a

field of view (generally, arbitrary finite signal or feature space with found partitions ). Note, these partitions are
segmentation results, representing pairwise disjoint family of nonempty subsets whose union is the image and
each subset may contain required target, may belong to a carrier of object image or may be a part of that. From
this follows to provide possibilities of reliable low-level feature selection and reasonable semantic concepts
accommodation often it is necessary to analyze partition collections.
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Fig. 2. Multithresholding segmentation of images shown in fig. 1
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Fig. 3. Examples of image and partitions matches (query a) and b) correspondingly)

The analysis of experimental results has shown that the application of partitions as features provides a sufficient
relevance at access to an image in database with queries ‘ad exemplum’. Figures 1 and 2 illustrate images and
partitions which were compared by means of traditional and proposed metrics. Examples of dependences, query
image and its partition are shown in fig. 3. We see comparability of obtained results for Euclidean metric and
distance function (4). The reliability of matching can be increased by an intellectual processing (via relations
analysis of region-based models) which provides conditions for entirely correct and complete segmentation.

Conclusion

An intensive experimental exploration with the collection of histologic specimens images with final goal
classification as an aid in cancer detection vindicates the efficiency of proposed metric.
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DEVICE FOR COUNTING OF THE GLASS BOTTLES ON THE CONVEYOR BELT

Ventseslav Draganov, Georgi Toshkov, Dimcho Draganov, Daniela Toshkova

Abstract: In the present paper the results from designing of device, which is a part of the automated information
system for counting, reporting and documenting the quantity of produced bottles in a factory for glass processing
are presented. The block diagram of the device is given. The introduced system can be applied in other discrete
productions for counting of the quantity of bottled production.

Keywords: device for counting, automated information system

Introduction

In all discrete productions it is needed the ready production to be counted as well as reporting and documenting
of the received data. In the present paper a device for counting the quantity of the produced glass bottles, moving
on conveyor belt and which is designed by the authors is presented. It is a part of the automated information
system for reporting and documenting of the ready production in a factory for glass processing [Draganov, 2006].
The information system has to meet following requirements: collecting data for the ready production, moving in
one direction on the conveyor belts; archiving the data for each shift; reporting the quantity of the production for a
shift (eight hours).

Different company developments of production counting systems are known [Solid Count, 2006; Fast Counts,
2006; Patent 0050111724, 2005]. One of them is the system SolidCount™ [Solid Count, 2006], which is designed
for an automatic collecting of data for the ready mixed (of different kinds) production from a single production line,
reporting the quantity of the production and receiving statistical data for the production in real time. The system
Fast Count™ [Fast Counts, 2006] serves for: collecting data from several lines; reporting of the quantity of the
production in different formats; monitoring of the productivity; archiving of the data; statistics and diagnostics in
real time. For counting of the ready production a method and apparatus for counting is suggested in [Patent
0050111724, 2005]. The data for the ready production are received by comparison between the image of the
product on programmable zoned arrays of light sources and photo detectors and known images.
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The software and hardware products, which are considered, are of general use. They are expensive, very
complicated and less reliable. These disadvantages are avoided in the system for counting, reporting and
documenting of ready production, moving in unidirectional way on four conveyor belts as well as the entire
production of the factory for glass from the four conveyor belts. The system is developed by the authors and it is
introduced in a factory for glass.

Structural Diagram of the Automated Information Systems

The structural diagram of the automated information system in the factory for glass is depicted in Fig.1.

ICD, [ —

ICD, [ =,

ICD, ™ DCCI ™ 1L

ICD, | > L
—> I

Q| 6" “R
DPC [ PD

Fig.1 Structural diagram of automated system for counting of bottles on conveyor belt

Each of the four input conversion devices (ICD) feeds an electric impulse to the device for counting control and
indication (DCCI) when a ready production unit passes the conveyer belt in front of the input conversion device.

In DCCI information about the quantity of the impulses, which have come from the four ICD, is gathered. On the
basis of this information the necessary signals for control of the indications 1115 are depicted. In the presence of

danger of overflow of any of the counters, registering the input impulses, DCCI sends a signal for overflow (O ) to
the device for printing control (DPC). The last also receives information for the state of all counters in DCCI (Q).
DPC gives a command to the printing device (PD) for printing the results and after that to DCCI — a command to
clear the counters (R). The printing with consequent clearing is also accomplished by external signal from an
operator through clearing button, lying on the command panel, which is a part from the DCCI, at the end of the
shift. In case of power failure DPC saves the current information and after restoring the electricity supply the
necessary commands for printing and clearing are passed to PD.

Scheme Solution of the Device for Counting of Bottles

To receive reliable information for the quantity of the produced glass bottles it is necessary each input converting
device from the automated information system for reporting and documenting of the quantity of ready production
to be designed. The device has to meet the following requirements: to convert the information for the number of
the glass bottles, which move on the conveyor belt separately or in groups in electrical impulses with TTL level in
contactless way; the number of the electrical impulses to correspond strictly to the number of the passing glass
bottles and errors, caused by bottles, which are contiguous one to another or by the uneven optical density of the
glass from which the bottles are made or by vibrations of the conveyor belt have to be expelled; the device to be
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simple and cheap at most and with high reliability of the scheme solution; the construction to be with high
mechanical stability and manifacturability.

The main goal of the work is to design a device, which meets the attached requirements and free of the indicated
disadvantages.

Devices for counting of objects, based on electro-contactable, capacitive, inductive and other principles are
known. One of the most perspective one is the photo-converting principle, which has following advantages: broad
field of application; contactless way of operation; high reliability and long exploitation time; high promptitude; low
feeding voltages and small consumption of electrical power; broad temperature range of operation; possibility for
miniaturization and integration and etc.

The photo-converting devices frequently operate in a mode of transmission [Bergmann, 1980], in which the
counted objects cross and modulate a ray, emitted from light source to a light receiver, situated on the other side
of the object. There is a possibility for operating in another mode — mode of reflection [Bergmann, 1980], in which
the light source and the light receiver are situated on one and the same side of the moving object, reflecting
directly or diffusely part of the light, emitted by the light source to the light receiver. An operation in a mode of
autonomous emitting [Bergmann, 1980] at which the object itself is a light source is possible.

The photo-converters may operate with unmodulated and modulated light [Bergmann, 1980]. The schemes of the
photo-converters with unmodulated light are simplified but they are adversely influenced by the disturbing light —
daylight or artificial, emitted by other sources of light. The photo converters with modulated light are protected
from the influence of the disturbing light in a high degree, but their scheme solution is complicated and expensive.

In the designed device the photo converting principle of operation, based on mode of transmission of the
unmodulated light is used. Thus a simplified scheme solution is obtained.

The disadvantages of principle of the devices operating with unmodulated light are not substantial in the concrete
case as the application of the device to be designed is characterized by a small distance between the light source
and the light receiver and lack of parasitic lighting. For the purpose an appropriate construction is developed.

The possible errors, caused by vibrations of the conveyor belt and by the uneven density of the bottles may be
avoided by transmission of light ray at the height of the mouth of the bottles. But even in this case the light ray is
discontinued repeatedly when a single bottle is passing and the number of the obtained output impulses is
arbitrary.

Scheme solutions by which this disadvantage may be avoided — with using of integrator, by their processing with
monostable multivibrator are known. The difficulty in using them in the concrete case is caused by their irregular
movement of the conveyor belt because of the vibrations, which strongly hampers the specifying of the time
constant of the delay circuitry.

D PR, I PR, d

€

)\

o—
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Fig.2 Scheme solution of the device for counting of bottles.

The problem is solved by using of R - S trigger, to which both inputs impulses are entering from the both
photoconverters (Fig.2). Each photoconverter contains emitter and receiver. When the mouth of the bottle passes
between the source and the receiver of the first photoconverter PRy, the light ray is discontinued repeatedly.
The obtained output impulses enter the first (for example "S”) input of the trigger. The first impulse fixes a certain
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state - in the case logical “1” at its output and the succeeding ones do not change the output state regardless
their number. When the second light ray crosses the mouth of a bottle, the obtained output impulses from the
second photo receiver PR, enter the second (‘R*) input of the trigger. The first one of them alters the output state
of the trigger into logical “0” and the succeeding ones are not of importance. Thus the obtaining of only one output
impulse when a bottle passes is guaranteed.

The chosen scheme solution is characterized by extremely high reliability, high stability, simplicity and lack of
necessity of adjustment at producing and in the process of exploitation.
The main problem in designing of the construction is the right choice of the distance | between both
photoconverters. In order the impulses not to enter the both inputs of the R - S trigger simultaneously this
distance has to be as big as possible. But its excessive augmentation would lead to errors from missing of bottles
if they do not move closely one to another. From Fig.2 it can be seen that if the ray diameter is small enough
following condition has to be fulfilled:

d<I<D (1)
where d - maximal diameter of the mouth of the bottle; D — minimal diameter of the body of the bottle.

On the basis of the described principle the entire block scheme of the device for counting of glass bottles on the
conveyor belt (Fig.3) is developed.
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Fig.3. Structural scheme of the device for counting of bottles

Two identical channels, each one including light source (LS1 and LSy), light receiver (LR1 and LRy), source of
reference voltage (SRV1 and SRV,), comparator (C4 and C,) and matching device (MDs and MD,) are used.

The principle of operation is illustrated through the time diagram from Fig. 4. When the light receiver LR is lighted
up, the voltage of the inverting input of the comparator C is higher than the reference one (Ur). The corresponding
output voltage of the comparator is low. At the output of the amplifier MD a high TTL - level is obtained as the
amplifier is an inverting one. When the light receiver LRy is shaded by a passing bottle at the output of the
comparator C+ a high level is obtained and at the output of MD1 — low level. The R - Strigger TR is established
in condition “logical 1”. When the light receiver LR, is shaded analogous processes occur and the trigger TR is
cleared. The trigger TR eliminates the influence of the winkings.

The device has a symmetrical output. This enables sharp decreasing of the disturbances, which may penetrate
through the line, connecting the output of the device to the input of the Automated information system (AIS) as
well as for possible errors, caused by the disconnecting of the connecting wires at their connecting to “ground”
etc. For the purpose in the receiving block of AlS a circuitry “sum of modulus two” is connected.

A control block (CB) for diagnostics and control of the normal operation [Marinov, 1980] is provided as a part of
the device and through which the good working order of the LS; and LS; the output signals of the comparators,
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received from MD4 and MD; the signals, received from the outputs of the trigger; the presence of supply voltage
are supervised.

11—
ju. YU u {
U2 A ' >
11—
iUrz TP L .
U V' "
3
U, 4 >
JuL___
U, 4 >
;t
U, 4
t

Fig.4. Operation time diagram

Conclusion

The designed device is a composite part of the automated information system for control, reporting and
documenting the quantity of produced glass bottles, which is introduced in the factory for glass processing in town
of Elena. The device enables the counting of empty bottles, discolored or of different coloring, of different form
and size. It also may be successfully applied for counting of full bottles regardless the content and it level. These
qualities of device provide its comparatively wide application in different branches of industry.
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BUILDING DATA WAREHOUSES USING NUMBERED INFORMATION SPACES

Krassimir Markov

Abstract: An approach for organizing the information in the data warehouses is presented in the paper.
The possibilities of the numbered information spaces for building data warehouses are discussed. An application
is outlined in the paper.

Keywords: Data Warehouses, Operational Data Stores, Numbered Information Spaces
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Introduction

The origin of the Data Warehouses (DW) can be traced to studies at MIT in the 1970s which were targeted at
developing an optimal technical architecture [Haisten, 2003]. The initial conception of DW had been proposed by
the specialists of IBM using the concept “information warehouses” and its goal was to ensure the access to data
stored in no relational systems. In 1988, Barry Devlin and Paul Murphy of IBM Ireland tackled the problem of
enterprise integration head-on. They used the term "business data warehouse" and defined it as: “a repository of
all required business information” or “the single logical storehouse of all the information used to report on the
business” [Devlin and Murphy, 1988]. At present, the conception of “data warehouse” becomes popular mainly
due to activity of Bill Inmon. In 1991, he published his first book on data warehousing. W.H. Inmon’s definition is:
“Data warehouse is a subject-oriented, integrated, time-variant, and nonvolatile collection of data in support of
management’s decision making process” [Inmon, 1991]. Let remember, the data warehouses allow long term
information about an enterprise to be recorded, summarized and presented. Usually the data warehouse is a
passive observer object that takes no part in business processes, and is not part of the business model. The axes
of a multidimensional data warehouse are not arbitrary, but represent real aspects of the business. Axes should
represent the purpose, process, resource and organization aspects. The summary hierarchies on each of these
axes should parallel the fractal structures in the business model. Roll up and drill down to zoom from summary to
detail information is therefore based on the structure of the business, so is meaningful to management and other
users. [Marshall, 1997].

As a rule, the typical enterprise has many different systems for operative processing with very incompatible data.
In such case, the main task is to convert the existing archives of data into a source for new knowledge which will
give to the users a uniform integrated and consolidated notion of the corporate data. The old systems for
operative information processing have been developed without foreseeing the support of the requirements of
modern business and the need of automated support of decision making. Because of this, the converting the
usual systems for online transaction processing (OLTP) in the systems for decision support (resp. — DW) were
very complicated task. To solve this problem, an intermediate level has been proposed — the “operational data
stores”. The Operational Data Store (ODS) is a database designed to integrate data from multiple sources to
facilitate operations, analysis and reporting. Because the data originates from multiple sources, the integration
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often involves cleaning, redundancy resolution and business rule enforcement. An ODS is usually designed to
contain low level or atomic (indivisible) data such as transactions and prices as opposed to aggregated or
summarized data such as net contributions. Aggregated data is usually stored in the DW [Wikipedia, ODS].

The definition of ODS given by Bill Inmon is: “an ODS is a subject-oriented, integrated, volatile, current-valued,
detailed-only collection of data in support of an organization’s need for up-to-thesecond, operational, integrated,
collective information”. [Inmon, 1999]

At first glance the ODS appears to be very similar to the data warehouse in structure and content. In some
respects there are strong similarities between the two types of architectural constructs. But the ODS has some
very different characteristics from the data warehouse. Both the ODS and the data warehouse are subject-
oriented and integrated. In that regard, the two environments are identical. Both environments require that data
be integrated and transformed as it passes into the ODS and/or the data warehouse. But here the similarities
between the ODS and the data warehouse end. The ODS contains volatile data while the data warehouse
contains non-volatile data. Data is updated in the ODS while data is not updated in the data warehouse. Another
important difference between the two environments is that the ODS contains only very current data while the data
warehouse contains both current data and historical data. The data in the data warehouse is not nearly as fresh
as the data in the ODS. The data warehouse contains data that is no more current than the last 24 hours. The
ODS contains data that may be only seconds old. Another major difference between the two architectural
constructs is that the ODS contains detailed data only. The data warehouse contains both detailed and summary
data. There are then some major differences between the types of data found in the two environments. One of
the most important features of the ODS is the system of record. The system of record is the formal identification
of the data in the legacy environment that feeds the ODS. (Pic.1) [Inmon, 1995]

Operational Decision Support

legacy applications

operational
data store

data warehouse

subject-oriented
& integrated

volatile
current-valued
detailed only

Pic.1. The Operational Data Store [Inmon, 1995]

So, an operational data store (ODS) is a type of database often used as an interim area for a data warehouse.
Unlike a data warehouse, which contains static data, the contents of the ODS are updated through the course of
business operations. An ODS is designed to quickly perform relatively simple queries on small amounts of data
(such as finding the status of a customer order), rather than the complex queries on large amounts of data are
typical of the data warehouse. An ODS is similar to your short term memory in that it stores only very recent
information; in comparison, the data warehouse is more like long term memory in that it stores relatively
permanent information.

In the early 1990s, the original ODS systems were developed as a reporting tool for administrative purposes.
They were usually updated daily and provided reports about business transactions for that day, such as sales
totals or orders filled. This type of system is now referred to as a Class Ill ODS. With changes in technology and
business needs, the Class Il ODS evolved to track more complex information such as product and location
codes, and to update the database more frequently (perhaps hourly) to reflect changes. Class | ODS systems
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arose from the development of customer relationship management (CRM). In Class | systems, synchronous or
near-synchronous updates are used to provide customers with consistently valid and organized information.
Another version, the Class IV ODS, was recently developed with an added capacity for more interaction between
the data warehouse or data mart and the ODS. [Oracle ODS]

The milestone for the work presented in this paper is the simple idea that we may use a special kind of
organization of the information and this way to develop easy to use and compact ODS of Class | with facilities of
DW with very high speed for response which enables the real-time analytical processing (RTAP). (The RTAP
multithreaded processing engine needs to support extremely large volumes of data in real time. The analytics
performed are composed of combinations of algorithmic, statistical and logical functions. [B-Jensen 2002])

The investigation presented in this paper is based on the fact that a specialized form of data warehouse is the
corporate financial ledger. The segments of an account code serve the same purpose as the values on the axes
of a data warehouse [Marshall, 1997]. In the same time, there exist a lot of account codes in a financial ledger
and it is needed to operate with great complex of tables, descriptions, reports, etc. This leads to very complicated
realizations which in the most cases are paid by more and more external memory for hundreds files as well as by
growing quantity of processing operations.

In other hand, well-known considerable information complexes are offered by “SAP” (Germany), “Oracle”,
“PeopleSoft” (USA), etc., but the prices of such software are very high. This is serious problem for the middle and
small enterprises, especially in Bulgaria, which will bankrupt if decide to implement so rich automated systems.
Because of this the narrow versions of such software are offered at the market. Unfortunately those versions are
not as convenient as they are advertised and provoke many additional problems during the implementation
process and exploitation.

Our approach is to build information complexes for information service of business accounting and decision
making based on numbered information spaces [Markov, 2004a], which may support RTAP on the level of ODS
Class | and this way to reduce the expenses for maintenance separate DW. This goal may be achieved using the
FOI Archive Manager (ArM) ©.

FOI Archive Manager (ArM) @

The FOI Archive Manager (ArM) @ is a tool for building numbered information spaces. ArM is based on the “Multi-
Domain Information Model” (MDIM). It has been established more than twenty years ago. For a long period it has
been used as a basis for organization of the information bases. The first publication which contains some details
from MDIM is [Markov, 1984] but as a whole the model was presented in [Markov, 2004a]. There exist several
realizations of FOI Archive Manager (ArM) @ for different hardware and/or software platforms. The newest ArM
Version 9 for IBM PC developed using DELPHI for MS Windows XP is called ArM32.

Let remember the main possibilities of ArM32 [Markov, 2004b] using some definitions of MDIM.

Basic information element of MDIM is an arbitrary long string of machine codes (bytes). When it is necessary
the string may be parceled out by lines. The length of the lines may be variable. In ArM32 the length of the string
may vary from 0 (zero) up to 23°(1G) bytes. There is no limit for the number of strings in an archive but theirs total
length plus internal indexes could not exceed 4G bytes in a single file.

Let E; is a set of basic information elements: E1 = {e/| &i € Ey, i=1,..., mq}.

Let z4 is a function which defines a biunique correspondence between elements of the set E1 and elements of the
set Cy of positive integer numbers: C1 = {ci | cie N, i:=1,..., my}, i.e. w1 : E1 <> G4 The elements of Cy are said to
be number codes of the elements of Es. The triple S7 = ( Ei, g1, C1 ) is said to be a numbered information
space of range 1.
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The triple S2 = (2, p2, C3) is said to be a numbered information space of range 2 iff & is a set which

elements are numbered information spaces of range 1 and u is a function which defines a biunique
correspondence between elements of %, and elements of the set C; of positive integer numbers:

C;= {Cj | Ge N, j:=1,...,m2}, i.e. M E2 <> Cy.

The triple S» = (En, un, Cn) is said to be a numbered information space of range n iff E, is a set which

elements are information spaces of range n-1 and u, is a function which defines a biunique correspondence
between elements of E, and elements of the set C, of positive integer numbers: C, = {ck | cie N, k:=1,....my},

The sequence A = (Cn,Cn1,...,C1) Where cie Ci, i=1,...,n is called multidimensional space address of range n of
a basic information element. Every space address of range m, m<n, may be extended to space address of range
n by adding leading n-m zero codes. Every sequence of space addresses A4,A,,...,Ax , where K is arbitrary
positive number, is said to be a space index.

Every index may be considered as basic information element, i.e. as a string, and may be stored in a point of any
information space. In such case it will have a multidimensional space address which may be pointed in the other
indexes and, this way, we may build a hierarchy of indexes. So, every index which points only to indexes is called
metaindex.

Let G ={Si|i=1,...,m} is a set of numbered information spaces.

Let =={vij: Si > §; | i=const, j=1,...m} is a set of mappings of one “main” numbered information space S c G,
i=const, into the others §; — G, j=1,...m, and, in particular, into itself. The couple: B = (G, 1) is said to be an
‘aggregate’.

The ArM32 elements are organized in numbered information spaces with variable ranges. There is no limit for the
ranges the spaces. Every element may be accessed by correspond multidimensional space address
(coordinates) given via coordinate array of type cardinal. At the first place of this array the space range needs to
be given. So, we have two main constructs of the physical organizations of ArM32 — numbered information
spaces and elements.

The main ArM32 operations with basic information elements are: ArmRead (reading a part or a whole element);
ArmWrite (writing a part or a whole element); ArmAppend (appending a string to an element); Arminsert
(inserting a string into an element); ArmCut (removing a part of an element); ArmReplace (replacing a part of an
element); ArmDelete (deleting an element); ArmLength (returns the length of the element in bytes).

The ArM32 numbered information spaces are ordered and main operations within spaces take in account this
order. So, from given space point (element or subspace) we may search the previous or next empty or non empty
point (element or subspace). In is convenient to have operation for deleting the space as well as for count its
nonempty elements or subspaces.

The ArM32 logical operations defined in the multi-domain information model are based on the classical logical
operations - intersection, union and supplement, but these operations are not so trivial. Because of complexity of
the structure of the spaces these operations have at least two principally different realizations based on codes of
information spaces’ elements and on contents of those elements.

The ArM32 information operations can be grouped into four sets corresponding to the main information
structures: elements, spaces, aggregates, and indexes. Information operations are context depended and need
special realizations for concrete purposes. Such well known operations are, for instance, transferring from one
structure to another, information search, sorting, making reports, etc.

At the end there exist several operations which serve information exchange between ArM32 archives (files) such
as copying and moving spaces from one to another archive.
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ArM32 engine supports multithreaded concurrent access to the information base in real time.

Very important feature of ArM32 is possibility not to occupy disk space for empty structures (elements or spaces).
Really, only non empty structures need to be saved on external memory.

Complex FOI®

Complex FOI® is an integrated software environment for economical information processing and business
analysis. The main features of Complex FOI [Markov et al, 1994] are built on three levels, which correspond to
the Pyramidal Information Model (PIM) presented in [Markov et al, 1993]. The levels of this model are “Strategy”,
“Analysis”, and “Service”. Every level contains three parts, which correspond to “Human Resources”, “Materials”,
and “Finances” of the enterprise. It easy to see that there exist correspondence between PIM and ODS and DW.

The main set of concrete systems for information processing is included on "Service" level. They are aimed to
service the operative work and control. For instance, there exist systems for service the enterprise financial tasks
such as computing of salaries [Markov et al, 1996a], systems for managing different material stores using
appropriate information access - by names or by numbers of goods [Markov et al, 1995a], systems for
maintenance of fixed assets [Markov et al, 1996b], etc. An example of another class of service systems is one for
automated payment of consumption of water and other communal services in a town as well as the specialized
service systems, such as one for computing the price of building of some architectural object. It is clear, the
legacy applications of the enterprise are assumed to be on this level too.

All these systems are integrated with the upper level (“Analysis”) via very convenient interface — the natural
language standard accounting records which are the usual transaction form for accounting process. Furthermore,
the information in Complex FOl is distributed in correspond numbered information spaces in accordance to usual
every day financial accounting information structures. This make integration possible and automated information
exchange is simple and comprehensible.

There is only one system on level "Analysis". It is an ODS with possibilities for accounting as well as for account
analysis [Markov et al, 1995b]. This is the main tool for enterprise financial control and managing which support
automated day-to-day operations (purchasing, banking etc), transactions access and modifying a few records at a
time, application oriented database design, and metric: transactions/sec. The main structure of this level is the
financial ledger - usually it is a numbered information space of range up to 10. Its subspaces represent
accounting divisions, groups and accounts, as well as sub-accounts on several sub-levels. Every space may
contain operational and historical data in the same time.

The main feature of the level "Strategy" is the decision support. All information from low levels can be used for
supporting the processes of business decisions in the group of leaders of the enterprise. The functionality of this
level covers the usual understanding of data warehouse but it is realized as distributed RTAP engine which
support complex queries that access records with operational and/or historical data for trend analysis.

Because of special multidimensional organization, in Complex FOI the analytical pre-computation can be
provided in real time during the operative work and its results (elements, spaces, aggregates, and indexes) can
be stored in corresponded structures of the multidimensional hierarchical information base. So, in query response
time, it is easy to process multidimensional modeling (for instance - compute total sales volume per product
and store); operating with dimensions and hierarchies (for instance - roll-up: move up the hierarchy e.g. given
total salaries per department, we can roll-up to get salaries per enterprise; drill-down: move down the hierarchy
more fine-grained aggregation; pivoting: aggregate on selected dimensions usually 2 dims (cross-tabulation) );
comparisons (for instance - this period vs. last period - show me the sales per store for this year and compare it
to that of the previous year to identify discrepancies); ranking and statistical profiles (for instance —
top N/ bottom N - show me sales, profit and average call volume per day for my 10 most profitable salespeople);
custom consolidation (for instance - market segments, ad hoc groups - show me an abbreviated income
statement by quarter for the last four quarters for my northeast region operations); etc.



206 Information Systems

Conclusion

The approach to build information complexes for information service of business accounting and decision making
based on numbered information spaces which may support RTAP on the level of ODS Class | and this way to
reduce the expenses for maintenance separate DW has been presented in the paper. This goal may be achieved
using the FOI Archive Manager (ArM) ® and “Multi-Domain Information Model” (MDIM). An application of
presented approach named “Complex FOI” was outlined.
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INTERNATIONALIZATION AND LOCALIZATION AFTER SYSTEM DEVELOPMENT: A
PRACTICAL CASE

Jesus Cardenosa, Carolina Gallardo, Alvaro Martin

Abstract: Internationalization of software as a previous step for localization is usually taken into account during
early phases of the life-cycle of software development. However, the need to adapt software applications into
different languages and cultural settings can appear once the application is finished and even in the market. In
these cases, software localization implies a high cost of time and resources. This paper shows a real case of a
existent software application, designed and developed without taking into account future necessities of
localization, whose architecture and source code were modified to include the possibility of straightforward
adaptation into new languages. The use of standard languages and advanced programming languages has
permitted the authors to adapt the software in a simple and straightforward mode.

Keywords: Localization, Internationalization, XML.

ACM Classification Keywords: D. Software, D.2.7 Distribution, Maintenance and Enhancement

Introduction

Any technical device devoid of human interaction operates and yields an expected level of productivity regardless
of the cultural environment where it is located. The same can be said for software, as long as it does not call for
any human interaction. However, many software applications require human interaction for a correct functioning.
In this case, the level of productivity of the software will depend not only on software’s intrinsic technical
characteristics but on external human factors.

When a software application is used in a context with a different cultural environment (like different mother
language, different icons, symbols, etc.) from its original one, a process of adaptation into the new work culture is
required. This process is known as localization. The adaptation into a new culture not only comprises evident
factors like the language of the interface and messages to the user, measure units or data formats (also known
as overt factors according to [Mahemoff et al, 1998]); but also other slippery and fuzzy issues that finally
distinguish a culture, like mental disposition, perception of the world, rules of social interaction, religion, etc.,
which are referred to as the covert factors of a culture. More specifically, the process of localization consists on
the “adaptation of a product, application or document content to meet the language, cultural and other
requirements of a specific target market (a locale)”, as expressed by the W3C [W3C, 2005].

On the other hand, internationalization refers to the design and development of a product, application or
document content that enables easy localization for target audiences that vary in work culture, region, or
language. In this sense, it can be said that internationalization precedes and facilitates the task of localization.

Besides, the processes involved in localization of software applications changes significantly depending on
whether it is done over a pre-existent application or over a developed application.

The next section sketches the most frequent practices of software internationalization and localization in software
design. However, in pre-existent applications, and depending on the system development methodology, the
localization process can become very expensive in terms of time and resources. We will show how we
internationalized and subsequently localized a pre-existent application in a cheap and quick manner, by means of
advanced standard implementations languages like Visual .Net and XML.
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Software Architectures for Internationalization and Localization

As we commented in the previous section, the internationalization and localization (I&L) processes deal with more
that mere language issues. However and for the purposes of this paper, we will consider only the language
adaptation, which is the most prominent and visible aspect of I&L.

Apparently, an internationalized product does not entail structural changes in order to adopt a new language.
Internationalization consists on abstracting the functionality of a product of any given language, in a way that the
support of the information of the new language can be added afterwards, without facing the source code
(dependent of a given language) when the product is localized into a new language. Currently, main development
platforms offer support and tools to facilitate the internationalization of over factors of applications [Hogan, 2004],
[Huang et al, 2001], in a way that currently problematic questions are centered on the optimization of the
internationalization processes within the life cycle of the application.

There are three main approaches for internationalizing an application. The first one is the system where
messages, menus and other culture-sensitive factors are embedded in the source code of the application. This
approach obliges to develop a different version of the system for each of the target cultural environments. Each
version requires independent process of testing, maintenance and upgrading, multiplying the costs of localization.

The second approach consists on extracting messages to the user of a given application into an external library.
The application is generated from a common source code that links to the culture-sensitive libraries. Although this
architecture resorts on a unique source code, only the languages contained in the external library could be
incorporated, and it is required to test and maintained each of the supported languages individually.

The third and last approach consists on an architecture composed of the core of the application comprising all the
functionalities but independent of cultural factors, which dynamically access to files of external resources that
contain information about the corresponding culture (localization packages). The difference with the previous
approach lies in the fact that the culture-independent code dynamically calls to the information of culture, so that
only one executable must be tested and maintained. Once the set of supported cultures is tested, the addition of
new cultures does not imply modifications. From this general idea, each author develops his/her own way of
acting. For example, [Stearns, 2002] describes the process of developing systems sensitive to cultures using
JAVA and XML for resources files, whereas the environment GNU/Linux [Tykhomyrov, 2002] and the Free
Software Foundation [FSF, 2002] prefer the use of special libraries that facilitates the extraction of the localizable
contents of the application and the construction of localization packages.

Regarding the aspects related to the life cycle of the internationalized software, [Mahemoff et al, 1999] presents a
methodology for requirements specification to develop culture-sensitive systems. On the other hand, [Huang,
2001] offers a description of the processes to be followed to create culture-sensitive software, emphasizing the
fact that the internationalization tasks should be included in the corresponding phases of the life cycle of software.

The work on the area of localization is complemented with research on the problem of localizing software already
internationalized. Even when the technical procedure for software internationalization is optimized, the bottleneck
lies in the localization processes of a product. The process of internationalized software localization resorts on
the concept of repository and reuse of translation resources. That is, apart from the external file that contains the
messages to the user and its translations, there is a repository where translations are stored for their subsequent
reuse. In some cases, there are also repositories for terminology.

The following standards have been established to facilitate the task of managing the culture-sensitive resources
files and their communication with repositories:

- XLIFF (XML Localization Interchange File Format) defines a standard format for resources files that
stores the translated strings, in a way that tools for assisted machine translation can be developed
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independent of the application to be localized, as well as transporting the translation information from
one phase of the process to the following phase [OASIS, 2003].

- TMX (Translation Memory Exchange), allows for the storage and interchange of translation memories
obtained after the use of automatic tools for translation [LISA, 2005].

- TBX(Term Base Exchange), defines a standardized model for terminological databases [LISA, 2003].

There are also some common practices among companies that have become a “de facto” standard [Hogan,
2004] aiming at minimizing the impact of localization on commercial software products, namely:
- Extraction of the fragment of texts used in the user interfaces into resources files.
- Control of the extracted texts, contexts and their translations.
- Outsourcing of the translation tasks to specialized companies.
- Simplification of the contents of the chains and their contents as a previous step to the sending to
translation centres.

However, as can be seen, internationalization architectures and localization standards do not offer a solution for
already existent applications that require international dissemination. That is, according to these architectures,
localization is a bottleneck and it is only possible with an internationalized architecture. But what happens if we
want to adapt a software application into many languages? The next section presents how an architecture can be
changed in an afterwards-mode and how we internationalized and subsequently localized a pre-existent
application in a cheap and quick manner, by means of advanced standard implementations languages like
Visual.Net and XML.

Internationalizing an Existent Application: the Context

The starting point of this work is a software application for multilingual generation that allows for human
interaction. It is an interactive application composed of a user interface where the user can manipulate semantic
representations of the text to be translated.

The only requirement in the development of this tool was the use of UNICODE files, because of the almost
certainty that the tool was going to be used for analysis and generation in a variety of languages. This obviously
involved the future necessity of localization of the tool. It seems clear that the internationalization should be
foreseen and reflected at the level of requirements specification and that it consists on something more than the
mere use of UNICODE files. We will show how, in cases where internationalization has not been taken into
account in the development processes, a pre-existent system can be adapted a posteriori for internationalization
purposes. That is, our work is framed in the following context:
- There is a need of a future internationalization and localization processes, which is partly reflected on
the requisites through the need to work with UNICODE files.
- The system is implemented in a development framework compatible with the use of UNICODE files
(VB.NET), which guarantees the strict observation of the previous requisite, but nothing else.
- Apart from UNICODE files, there is not any other feature in the system oriented towards
internationalization and subsequent localization.

The result of this situation is an environment able to import and deals with UNICODE files, that works with several
languages (it is a translation aid tool) but with the totality of the user interfaces functionalities in just one language
(in this case, Spanish).

The internationalization process that we are going to describe has been carried out after the complete
development of the tool, proving that at least on of the most important and basic tasks of localization, such as
language adaptation, can be done even without having internationalized the system in previous development
phases.
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Description and Preliminary Analysis of the Pre-existing System

The application is conceived as an environment for linguistic tasks, in which some external resources and

components as language analyzers, language generators and dictionaries are integrated, with a powerful user

interface and graphics management. From the architectural point of view, there are three main subsystems in the

environment, which are:

- Kernel: it is the component in charge of managing most of the information and data flow of the application, as
well as integration with external language analyzers, generators and dictionaries.

- Graphic controller: this component is in charge of managing the graphical display of abstract and semantic
structures, as well as the correspondence between semantic structures and graphics.

- Interface: this component manages the communication of the application with the user. It mainly consists on
the user interface with a few functionalities, which are delegated to the kernel or the graphic controller.

Figure 1 shows the application architecture and information flow graphically.

Environment
:I.I

Language

Generators
4 §> Interface

H Dictionaries |[——— > Graphic
Controller
Taym— U
Language /
|| Analyzers Kemel

Figure 1. Architecture of the application

The entire interface is in Spanish. It is important to note that there are two types of textual elements in the
application interface: “message errors” occurring in unexpected situations (also called emerging messages) and
the text of the environment itself.

Each subsystem can generate a given number of emerging messages and windows with their corresponding text
elements. In this way, the textual elements are scattered all over the source code.

A preliminary analysis of the source code shows that the textual elements follow two regular patterns. The first
pattern corresponds to “emerging messages’. These are created with the statement “msgbox ()” (an abbreviation
for message box); the text assigned to the emerging message is written within the parenthesis. As an illustration,
a real emerging message informing of a file that is not found will have the following code:
msgbox(“Fichero no encontrado™)
The second pattern corresponds to the text used in windows and buttons of the application, which have the
general pattern:
component.text = “Text associated to this component”
Where the expression “component.text” is the convention in VB.NET to note that the string in double quotes is the
text that will appear on that specific component. For example, to assign the text “Aceptar” (OK) to a given button,
we write:
button.text ="Aceptar”
Since we are going to restrict the I&L process to just linguistic issues, these textual elements will be the subject of
the I1&L processes.
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Strategy for I&L, Conceptual and Architectural Design

Our specific problem is the need to adapt the environment into the English language. The most obvious and even
quick solution is to search for all the text elements in Spanish and create a new version of the application with the
interface in English. However, there are some requirements on the 1&L adaptation, such as:

a) The localization process should be done by translators / final users.

b) Maintainability of the system and translations should be guaranteed.
c) Itis desirable to produce a core application abstracted from the linguistic issues.
d) The pre-existing components must not be functionally modified.
Therefore, the architecture should be modified with the addition of a new component in charge of the

internationalization functionalities; so that the textual contents of new languages are stored as a new resource (in
the form of an external file, for example) which can be read and processed by the application itself.

The new component is in charge of reading the external files with the translations of the textual elements and
imports them into the environment so that messages and interfaces can be shown in different languages. The
result is new software architecture as illustrated in figure 2.

Thus, the global strategy promotes the creation of a new specific component that once integrated in the original

architecture is responsible for all the internationalization tasks. The basic functionalities of this new component

should be:

1. Identification and labelling of all the text strings written in Spanish language of any kind (emerging messages,
buttons, windows, and any other textual elements)

2. Extraction of these strings and generation of a XML file according to a predefined structure

3. Capture of the new XML file, once all the identified strings have been translated into the new language in the
XML file.

4. Insertion of the translated strings according to the labelling.
The detailed description of this process is shown in the next section.

The Practical Case

The new component, called “Internationalization Manager”, serves a number of functions that guarantee that the
required language changes are carried out over the existent environment, while intervening in the current
software as less as possible. Figure 2 shows the new architecture of the environment and how the
“Internationalization Manager”, together with its functional element the Text Management Module (TMM), is
integrated in this new architecture. In the remaining, we will describe how the new component works and its main
functionalities.

1. Text string identification and labelling.

This first functionality consists on identifying the textual elements in the original language (in our case, Spanish)
following the two aforementioned search patterns, namely msgbox and the component. text. This function has
been carried out by means of a script that identifies these text strings. The result of the script is a file where not
only the text string is stored, but also additional information associated to the string, like its location, the
component it belongs to, and other information that could be useful. All the information that the script gathers
about a text string is labelled with a numeric identifier. The only modification that is done from this moment over
the original software is the substitution of these strings by a function that calls for the identifier in the XML file of
the required language and inserts the text string contained in the XML file. Let's see an example of how it works.

Suppose the source code of the application in Spanish contains the following an emerging message:
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msgbox (“Error: Archivo no encontrado”) (English: “Error: File not found”)
The Spanish text string is substituted by the following:

msgbox (InternationalizationManager.GetText(57))

Where InternationalizationManager is the function that calls to the corresponding component of the TMM
that executes the instruction GetText(57). This instruction captures and temporally inserts the text string
labelled with the identifier 57 in the language selected by the user in its place. Currently there are not text strings
of a specific language in the environment anymore but functions like the aforementioned that allow for the
incorporation of a new language in the environment without further changes over the original software.

Internationalization Process .
Current state Localization
process
Environment Internationalization
Manager XML

Translated files

XML
H Template .
Original

T Gy N | B e
Text

Management
Module N

Target
Language
i ( XML file

Figure 2. Global process

2. XML structure

The information about the text should be structured according to an XML template that permits to save a unique
structure but modifiable in the data (in our case the text translations) that guarantees their interchangeability and
maintainability. This XML file can be imported by the environment since the programming language (VB.net) is
provided with an XML parser. This XML file is delivered to the translators and looks like as shown in figure 3.

The first line of the XML file indicates the version of the XML standard being used and the type of codification of
the file (UNICODE in this case). The second line has an empty attribute 1angiD=""" that will indicate the target
language of the ftranslation of the strings. The rest of the XML file is divided in three elements
<userlInterface>, <kernel> and <graphicController>, each pertaining to the main components of the
software. Each component is composed by a number of <item>_ An <item> stores the following elements:
o The attribute ““id” (in the example of figure 3, one “id” is 56) that uniquely identifies the linguistic text
element and its presence in the software component.
o The “orig” attribute corresponds to the text string in the original language. One example is the
Spanish string “; Desea continuar?”.
o The <translation> element which is empty and will have to be filled with the translations into the
target language.
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<?xml version="1.0" encoding="UTF-8"7?>
<localisation langlD=""">
<userlInterface>
<item id="56" orig="¢Desea continuar?">
<translation> </translation>
</item>
<item id="57" orig="Error: Archivo no encontrado'>
<translation> </translation>
</item>

</userlInterface>
<kernel>
</item>
<item id="64" orig="Atributo no valido">
<translation> </translation>
</item>
</kernel>
<graphicsController> .. </graphicsController>
</localisation>

Figure 3. Original Language XML file

This file is distributed to translators so that they can perform the translations tasks in their corresponding working
places, allowing for an absolute independence of the translation process and its integration in the software
environment. The XML files in the target languages are delivered to the TMM and located in the corresponding
directory so that they can serve as the different language options of the environment to be selected by the user.
An example of an XML file containing the translations for English is shown in figure 4. This file is the result of the
localization process.

| <?xml version="1.0" encoding="UTF-8"?> |
| <localisation langID="English"> ]
| <userlinterface> |
| <item id="56" orig="¢Desea continuar?'"> |
| <translation>Do you want to continue?</translation> |
| </item> |
| <item id="57" orig="Error: Archivo no encontrado'> ]
| <translation>Error: File not found </translation> |
| |
| |
| |
| |
| |

</item>
</userInterface>
<kernel> ... </kernel>

<graphicsController> .. </graphicsController>
</localisation>

Figure 4. English Language XML file

Finally, the component “Internationalization Manager” is in charge of detecting XML files in the available
languages and thus it offers them as options to the user of the environment. Once the user has select a
language, the application dynamically imports the XML file that contains the text strings translated into the
selected language and shows the environment in that language.
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Conclusion

We have presented three approaches for software internationalization and subsequent localization. We have
seen how the use of current programming languages which incorporate XML parsers allows the development of
the third strategy, which the one that produces more flexible, adaptable and maintainable applications, in a
convenient and easy and straightforward manner with a relatively low cost.

This approach also permits that the work of the developers can be initially kept apart from the linguistic questions
and permits to maintain a single version of software. Major changes on the original software can be dealt with in
the same way even if there appear new items.
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Abstract: This paper shows the main contributions of the 1st Symposium on Improvement Process Models and
Software Quality of Public Administrations. The obtained results expose the need to promote the implementation
of Software Maturity Models and show possible advantages of its application in software processes of Public
Administrations. Specifically, it was analyzed the current status in two process areas: Requirements Management
and Subcontracting Management.
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Introduction

In spite of the great advance in Information Technologies (IT) on the last years, we found that the majority of
organizations, public or private, have the same problems in their software production process. These problems
cause that:

A software product is delivered, most of the time, with a 15% of defects.

A fourth part of software projects are not finished or they are abandoned.

A 30% or 45% of software resources are expensed in rewriting the software.

Only the half of the times the plans and schedules established at the beginning are satisfied.

As an alternative to solve these problems, some of the research institutes of software engineering began the task
to obtain and organize, in processes, the practices that are used to produce an maintain software and have
demonstrated to be effective in some organizations.

For Software Engineering Institute (SEI) a process is a set of practices to perform and obtain a result, including
tools, techniques, materials and people. This set of tools, techniques, materials and people is named “Software
Process” [1]. The SEI has grouped the effective practices in references models.

A reference model is a set of processes that helps organizations to know their process status and is used as a
guide to improve them. One of the most important improvement process models is the “Capability Maturity Model
for Software (Sw-CMM)”, developed by the SEI [2]. Actually, this model is recognized for its integrated version
(Capability Maturity Model Integration, CMMI) [3], [4]. The purpose of CMMI is to provide a “road map” for
process improvement that works as a framework to improve in an effective way. This “road map” will be a useful
guideline to improve all processes (develop, acquisition and maintain of products and services). In the same way,
the CMMI offers a structured framework to evaluate the organization’s current process and establish priorities for
the improvement task.

Motivation

The increasing use of the Internet and the continuous developing of new IT have changed the focus of Public
Administrations to interest in improve the citizen attention process through continuous improving of their IT
products. For this purpose, it is necessary that one of the system’s fundamental components, like software,
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satisfy the user requirements, it is characterized by its reliability and can assure the accomplishment of costs and
schedule associated with his development.

In this context, the Madrid Community, through the Autonomous Organism of Informatics and Communications
(ICM) with collaboration of the Polytechnic University of Madrid, organized the 1st Symposium on Improvement
Process Models and Software Quality of Public Administrations, its objectives were:

1. Determine the progress in Improvement Process Models, CMMI specifically.

2. ldentify the advantages of CMMI application to the software process of Public Administrations.

3. Make a quickly evaluation of current situation of Public Administrations in processes like Requirements

Management (RM) and Subcontracting Management (SAM) using CMMI as reference model.
4. Obtain general conclusions to develop process improvement initiatives in any Public Administration.

The Symposium was organized in:

e Conferences. The Conferences purpose was to show the current trends of the Improvement Process
Models, particularly the models developed by the SEI. Besides, experiences of CMMI implementation in
public organisms and private enterprises were presented [1], [5] [6] [7].

e Focus Groups. The principal objective of the Focus Groups was to obtain a quick assessment of
processes in the Public Administrations using the CMMI as reference model.

The RM and SAM processes were discussed in different focus groups, having special attention in do not
accept, in the same group, two or more participants of the same Public Administration.

Each focus group was integrated with a maximum of ten participants. The discussion was managed by
one moderator with the objective of getting current data (issues) related to the Public Administrations.
Another objective of focus group was the benefits identification through the analysis of Public
Administrations on improving their current processes by a CMMI implementation. The obtained result was
a list of actions and recommendations of short term.

o Workshops. Finally, the Workshops were organized by the Symposium sponsors to present, in this way,
the commercial offer with solutions for the implementation of improvement process models.

The Symposium had an audience of 133 participants from three Ministerial, eleven Autonomous
Communities and two Local Administrations. Besides, eleven private enterprises participated in the
Symposium and they sponsored the event too.

Requirements Management Group

The focus groups have one moderator. The moderator gave a brief introduction about concepts and practices of
CMMI RM Process. After this, the moderator addressed the discussion with the objective that the Public
Administrations expose their current situation.

To continue, the specific practices (SP) of CMMI RM Process are described. A brief description and the obtained
findings are included.

o SP1.1. Develop an understanding with the requirements providers on the meaning of the requirements.

Description. Establish the need of identifying the requirements providers to get the same understanding for
each requirement and obtain the expected reliability.
Findings. It was found that there are multiple providers for the Public Administrations. It is true that most of
the time these providers could be identified by their name, but the communication process is informal, it
means that do not exist any documentation to identify all requirements providers. Usually, the
requirements are communicated in a horizontal way to the top level.
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SP1.2. Obtain commitment to the requirements from the project participants.

Description. Determine the impact of agreed requirements with the project participants negotiating and
registering the established agreements.

Findings. Almost all of the participants in this group determined that they do not have defined processes
for establish agreements with all requirements providers. The agreements are made orally through work
meetings.

SP1.3. Manage changes to the requirements as they evolve during the project.

Description. Establish that the requirements and their associated changes must be managed from the
beginning and during life cycle, in a manual way or using and automatic tool.

Findings. A great number of Public Administration does not have a process for change management or, in
a better case, they have a poor process but they do not document their changes. This is a weak point
identified by the evaluation. In another hand, the participants found that it is too difficult manage the
changes because sometimes the requirements providers are not aware of the impact generated by a
change.

SP1.4. Maintain bidirectional traceability among the requirements, project plans and the work products,
from their source to a lower level.

Description. This practice, called traceability, establishes the need of make a detailed and continuous
tracking of each system requirement through the life cycle.

Findings. On first place the participant had confusion with the “traceability” concept. This aspect exposed
the lack of knowledge because it was the first time that they heard the word. In another hand, we found
that many Public Administrations do not perform traceability practices and they do not use a traceability
matrix for their requirements. Only some of them perform a poor change management process. We
confirmed this practice as a weak point in the RM process in Public Administrations.

SP1.5. Identify inconsistencies between the project plans and work products and the requirements.
Description. This specific practice finds the inconsistencies between the requirements and the project
plans and work products and initiates the corrective action to fix them.

Findings. It was determined that the Public Administrations do not perform the revision of their projects
plans, activities or work products for consistency with the requirements. For this reason, this practice was
identified as a weak point too.

By the end, the “process institutionalization” to ensure that the process will be documented, effective, repeatable
and lasting, is a long term objective. The Public Administration confirmed the use of one or two previous
practices, but an institutionalized practice is a concept out of their hands in this moment.

Proposals of Short-term Actions on Requirements Management Process in Public
Administrations

All the participants of focus groups identified the need of having an effective, repeatable and lasting RM process
to obtain reliable and controllable requirements. They identified the following short-term actions:

Involve all organization in the improvement project, mainly the top level.
Promote training initiatives among the personal of RM process.

Sensitize Senior Management of Public Administrations with the importance of having an effective,
repeatable and lasting RM process, and the benefits that this process brings to the software development
process.
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Make that users understand the cost that any change implies and the importance of a proper requirements
definition process at the beginning of a development.

o Monitor the requirements through traceability techniques and promote the tools acquisition for easy
implementation.

o Develop a list of the most common terms used in Requirements Engineering to avoid confusions.

Develop a guideline of RM practices to obtain a successful process in future projects.

Conclusions about RM process in Public Administrations

The Focus Groups promoted the participation of Public Administration and they expressed their current issues.
Also, with the ideas and concepts expressed in the Conferences, each participant made the assessment of their
own RM process using the CMMI as reference model. The Public Administrations identified the gap that they
have with respect to the model. Although it is true that each one of the Public Administrations has a RM process,
the opportunity to compare it with a reference model helped them to identify their deficiencies and what they have
to do to improve their RM process. In addition, all Public Administrations agreed the importance of having
procedures that allow them to repeat the successes for every new project.

Subcontracting Management Group

The Acquisition Process is defined as the process of acquiring partially or totally the Information System (IS)
Technologies from an external services supplier [8]. It means to delegate everything or part of the IT work through
a contract with an external company that joins in the client organizational strategy and seeks to design a solution
to existing informatics problems inside the latter. In the last years, the SAM process of IT functions has been
gained the attention of many researchers and industries.

To continue, the two specific goals (SG) of CMMI SAM Process are described. A brief description and the
obtained findings are included.

o SG1. Establish supplier agreements.

Description. Determine the product to acquire and identify and select the suppliers that better adapt to the
organization needs. The agreements must be established by a formal contract.

Findings. The Public Administrations usually call for proposals to subcontract their projects. However, this
context is made with a certain level of mistrust giving the budgets exceed, the lack of communication, and
mainly, the loss of project control. One of the main issues was the poor knowledge before the signing of
the acquisition contract, losing then the capacity of negotiation. Here arose the idea of “subcontracting with
responsible supervision”. The real problem appears in the supplier selection activity, at least in “big
projects”. Is the Regional Government who select the provider and it does not consider the selection
criteria and procedures of Public Administrations.

o SG2. Satisfy supplier agreements.
Description. Agreements with the suppliers are satisfied by both the project and the supplier.

Findings. The Public Administrations have a subcontracting process (efficient or not, but they have it) but
they do not have a monitoring and control process for lead the subcontracting project. This loss of control
can be due to the lack of knowledge about subcontracting standards and models within the organizations.
One of the mentioned alternatives was the use of subcontracting strategies; establishing process to
accomplish the goals and design the strategy and control for the required service.
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Proposals of Short-term Actions on Acquisition Management Process in Public Administrations

The participants exposed the following short-term actions:

o |tis necessary to subcontract in a rational way, trying that the Public Administration maintains the strategy
and functional analysis of project.

o The Public Administrations should have a deep knowledge about the product that they want to acquire: “If
I do not have the knowledge, | do not know what we want to subcontract”.

o Never forget that the subcontracting process does not avoid the work, generates new: monitoring and
control the acquisition.

e Both parts (client and provider) must have clearly objectives and they must follow and efficient
methodology to all levels (top level, functional, and more).

Conclusions about SAM Process in Public Administrations

The Public Administrations have certain mechanisms that lead the SAM process, usually they plan the project
without metrics and they do not have monitoring process.

The lack of project control can be due to the lack of knowledge about subcontracting standards and procedures in
the organizations.

It is important to mention that the Public Administrations have not known how to exploit the existing resources. A
solution proposed by participants was not to imply in big projects or in its defect they can apply the “divide and
conquer” theory. On this way, they would have many small projects that, by experience, are easy to monitor and
control in an effective way.

We conclude that the Public Administrations use some model of effective practices, like Spanish methodology
called METRICAS3, to cover partially the SAM process. But their processes are not aligned with CMMI necessarily.

Conclusions

Before the Symposium on Improvement Process Models and Software Quality of Public Administrations, we
invited to the General Administration of the State and 17 Autonomous Communities. With the purpose to make an
extensive invitation, the Spanish Federation of Municipals and Provinces (FEMP) participated in the
invitation visits.

In these visits we detect a poor knowledge on Improvement Models but we identify an increasing interest for
participate in the Symposium discussions. Finally, three State Administrations, eleven Autonomous
Administrations and two Local Administrations participated.

This represents a great advance, giving the poor knowledge and initial skepticism. We made a discussion forum
to study and debate how the organizations could improve their current process, and to meet the recent studies on
improvements models and their applicability in Public Administrations around the world.

With the assessment of Public Administration, in RM and SAM process specifically, we exposed the lack of
control in these processes. This detection of “organization’s weakness” promoted the organization’s initiatives to
begin an improvement process.
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With these results, we accomplished the Symposium objectives. Firstly we obtain an initial assessment of RM
and SAM processes of all Public Administrations and secondly we promote, among all Symposium participants,
the idea that it is possible to improve and obtain the leadership in Public Administrations.

This Symposium was the first step, now it is the turn of Public Administrations, they should begin the formal
assessment of their process to identify the strengths and weakness, and prioritize their improvements actions.
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GEN. A SURVEY APPLICATION GENERATOR

Hector Garcia, Carlos del Cuvillo, Diego Perez, Borja Lazaro, Alfredo Bermudez

Abstract: The National Institute for Statistics is the organism responsible for acquiring economical data for
governmental statistics purposes. Lisbon agreements establish a framework in which this acquisition process
shall be available through Internet, so each survey should be considered as a little software project to be
developed and maintained. Considering the great amount of different surveys and all changes produced per year
on each make impossible this task. An application generator has been developed to automate this task, taking as
a start point the Word or PDF template of a survey, and going through a graphical form designer as all human
effort, all HTML, Java classes and Oracle database resources are generated and sent from backoffice to
frontoffice servers, reducing the team to carry out the whole set of electronic surveys to two people from non I.T.
staff.

Introduction

Complaining Lisbon agreements concerning e-Government, the Spanish National Institute for Statistics (INE)
tackles the problem of translating all economical surveys from paper format into web applications. There exist
hundreds of different forms, and for a particular survey, more than one version depending on the kind of target
organization, so the required effort to create all infrastructures exceeds not only the capacity of I.T. Department,
but the budget to carry out the gigantic task. A previous successful experience on metadata processing from INE
and the pilot projects on Java application generation from Technical University of Madrid seem a proper
combination to afford the trouble.

The idea consists of taking as a start point the current survey forms in Microsoft Word or PDF format, translating
these into a tag based format appropriate for both browser representation and automated processing. This
creates some kind of template used as a background for the application. Then a user may define the web form
over the background painting components using a designer, and establishes properties for the components from
those pre-defined in the designer. Finally only translating these definitions into source code is still to be done.
The technology of generated code shall meet the following requirements:

— HTML 4.01, later substituted by XHTML 1.1 by the research team at UPM, for the web user interfaces.

— XForms 1.0, for the definition of validation rules, with the premise to deploy complete surveys in XForms
for future use.

— Java servlets, based on action struts architecture and their corresponding beans.
— Hibernate 3 as database connection tier.
— PDF format as receipt of the answered surveys.

The Basic Architecture

The main goal of the project, beyond any other, was to decrease sensitively the staff, effort and time to market for
each survey application, and so, of the whole set of applications. The lack of I.T. professionals in the department
in charge of the project also conditions the profile of the target user of the generator.

Four modules were found to be the core of the survey generator:
Format translation tool

As long as the forms corresponding to the different surveys are being created in other departments, the format
and composition developed for hard copies is not valid for automated processing, some tool to extract the
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contents from Word and PDF files and export them into tagged files, closer to web requirements and much more
appropriated for processing.

For this purpose several options were evaluated. At first the best choice seemed to develop a specific translator,
in Java language. The wide support for PDF processing available supposed a great advantage, but by that time
the number of API or information about accessing Word files, especially about the structure of these files, was
very poor. Only some arising APIs, such as Apache's POI, were available, so finally the decision went on a third
party product, and then develop only the integration to the system.

Survey definition tool: the editor

Once the source document has been translated in a processable format, and before proceeding to its publishing,
the system allows users to define the forms for the survey. Of course, there is not enough information in the
templates, but visual aspect. In this sense, the captured survey is shown to the user as background in a screen,
in which he may add or remove components that will later compose a web form.

For each field in the survey the editor allows to define some specific features, such as data type, length, etc. In
case of combo boxes or lists, it is possible to define the valid values list. Also constraints have been implemented,
such as date formats, decimal and thousands separator, ranges, allowed data sets, etc.

The components available while designing forms are the following:
Label: consists of a read only text. The user may define component name, text,

ELah_s font type, size and color, bold and italics style and background color.
a Ezﬂm Text: it is a read/write field containing characters, and it is possible to configure
?;:;:* component name, length, maximum capacity, data type (string, date, time, year,
i A creottox : day, month, float, double, integer, positive, negative, long) for validation rules to
;‘:ﬂ be applied. If the validation finds that the content of the field does not match the
ﬂ ol data type, the user shall be advised, so the application allows the user to set an
: error message to be displayed in a dialog. It is possible to apply some modifiers
{ Asocier BD: ﬁp to the text fields, such as mandatory, read only, hidden and calculate value
Ve e Y automatically. In case of selecting calculated field, a calculator is shown to define
D otetee: foat | the formula. A formula may contain both values and fields in the same survey.
Tarnai: 10— There is also a description of the field to be shown as a hint. For some specific
i:';’;:;a ]': surveys, with repetitive contents, such as tables with a row per city or state, it is
Do necessary to associate the field with a column in the table where data is to be
Y — stored.
Er[ e ' Text from database: it is a read/write field associated to a column in a table from
DR Ve Prevs | a database. The purpose is to set a default value for the field when the form is
D5 Genprar loaded. The field is processed as a text field once the form is submitted. It is very
q"sa’ useful when defining, for instance, headers in a form, with the name, address
Figure1 - Toolbar :2% Sessential data for the final user. Possible configurations are identical to text

Text area: consists of a text field with several rows. The user may define the size in terms of rows and columns,
and data type, read only and mandatory options are available. For this component the validation rules may be
disabled.

Radio, check boxes and lists: a new feature is added regarding the previous components: an interface to manage
the choices and value for each choice in the available options, and establish a default selection if any.

Buttons: it is possible to draw buttons and associate a number of actions to them. Currently a button can save the
form, add or delete items to repetitive contents (such as tables), validate the form and generate the errors list, or
open the help page. Also specific separate components are available to create reset and submit buttons.
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Of course a survey can be defined in several working sessions, so the functionalities for saving a survey in the
current definition state, open a saved survey, and delete are available, as well as preview of the current survey.
Finally, in the bottom of the toolbar, generate survey and exit commands are located.

If the user has already defined other surveys, the system enables the import functionality, so that the components
from other surveys can be brought. This feature is especially useful to create surveys that are simple
modifications from the previous year format, or to create the same survey in a different language, so only some
modifications on descriptions and hints are needed.

Most surveys are so long that page breaks are needed. The editor allows defining these line breaks, which also
are considered when generating the PDF receipts.

Application generator

The application generator retrieves the form already defined with the previous tool, starting a analysis process, in
which the definition data are separated into modules, and afterwards the different application components are
generated as a set of XHTML pages that are a composition starting with the original HTML from the PDF or
Word, adding the information defined in the editor, and some GEN specific attributes for some tags that allow
further processing. These attributes are used mainly to show the specific user information (i.e. tags with
organization information, or the form with values that have been saved in a previous session).

Then the XForm files needed to validate the data in the forms are built to be used in web and bulk load
processes, plus the resources for XHTML, such as background images, help files, etc.

This entire infrastructure is stored in the database, and when a request to fill in a form is produced a set of
servlets, action struts and filters that parse the XHTML page to be showed, together with the required resources,
get the result.

To generate PDF receipts from the submitted forms XSL:fo is used. As long as the forms are, after the process,
HTML pages, a previous transform has to be done. Fo processes basically XML documents, and HTML does not
provide the closing tags, for instance <BR>, so the document is analyzed and translated into XHTML before
processing. The PDF shall have same number of pages as defined in the survey using the page breaks.

Publishing tool

The first approach to publish all the resources generated by GEN was to send to the production server all
classes, JSPs, servlets, images, etc. It is a remote server in a different network, and should be configured for
allowing the access to file structures, execute compilations, modify Tomcat settings, ... at the same time that the
network devices where also reconfigured. Of course this is not an affordable task, obviously a software tool of this
kind cannot cause all this changes.

Finally, this led us to refactor all design, and instead generating all the mentioned resources, two meta-servlets
where produced, so that one of them is capable to draw any form and the other one is capable to receive (after
submitting) any kind of form. This reduces sensibly the publishing process, now only access to the database is
required, and all resources are stored there. The database is accessed through the corporate intranet.

Case Study

Probably the best way to describe how GEN works and the simplicity of the process to generate the new
application to manage a survey is to follow an example.

First step: translating a PDF survey into HTML

The first of all, we need the file containing the survey designed by the corresponding department. Usually surveys
have been translated into PDF, anyway this is an immediate process, usually covered by Adobe Acrobat Writer or
Distiller, as well as by any tool complaining the standard.
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This translation is based on an external tool, so we do not mind how the translation is done, the only important
issue is the quality of the HTML we get after the translation. GEN only needs as input a HTML complaining the
W3C standard. We always avoid HTML resulting from Microsoft Word exports, FrontPage, etc.

In this case study, we are using a translation tool which converts PDF into an HTML composed of layers. Each
component of the document is set into a different layer, and the absolute position for each layer is written in the
code. This is very useful for future processing of the template, while painting the components in the proper
location over their relative texts and tables.

Second step: design the form for a survey

Now GEN user shall define a form to capture the data corresponding to the survey. The HTML from the previous
step is considered as a simple background to help the user drawing all components. This is the main task while
using the editor, but also some other functions are to be completed: buttons to send, save or step through the
forms, page breaks for viewing and generating PDF receipts, or dependencies and constraints specification.

First of all, the typical screen where user is going to define the working directory, survey name and type. GEN
allows defining multilingual surveys, so that the language specification is also important for further publishing.
Each survey may be also converted in a template that may be used to create compositions in which a survey is
composed of modules that are really survey templates. This is very useful to define headers or footers, or to
include forms common to many applications.
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Figure 2.- The survey is loaded in the editor to create the form

Once the survey is loaded in the editor, the user may define the components and its location over the
background. The layer information from the HTML obtained in the first step is very important now; when a user
draws a component in the form, the editor calculates the position trying to associate the component to a field in
the survey, matching them depending on the proximity.
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Figure 3.- Drawing a component from the toolbar



Fourth International Conference I.TECH 2006 225

Components are managed as usual in an IDE, including the possibility of copy, paste, align vertically or
horizontally, size, resize or set equal size for several of them, defining default values for each component type,
etc.

In some cases it is very interesting to define a domain of values for some components, especially in case of
combo boxes or lists, in the figure below a example on how to define a fixed domain for states is shown. The
possibility of recovering dynamically the domain from a table in a database has been also implemented.
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Figure 4.- Constraint definition

Another interesting functionality while defining surveys is to set some kind of constraint to the values of the
different fields. The user may define both individual and group constraints. Individual constraints are to be applied
to the value of a field, while group constraints are applied to the set of values of some fields. In any case, the
constraints may obly to fill the field (mandatory) or define restrictions on the value of the field if any, through
formula specification, as shown in the figure below. In the combo box the user may select some common
predefined functions.
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Importante: Se encuentra en un ensayo de encuesta, por lo tanto no podrda ni guardar ni enviar el
cuestionario.

Figure 5.- Language selection. GEN generates multilingual applications
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After some time defining the form associated to a survey, the user may have added and removed several
components (in fact, usually, dozens of them). Each new component is named automatically by the editor and
introduced in the tab order. The user may alter both, the given name to make the application comprehensive
(very recommendable) and also the tab order, so that the final user may navigate through the fields with the tab
control, which is one of the most accepted (and requested) features from final users.

Not only the form to publish the survey is important, but also to provide the users an identical aspect and
information to reduce the difference to the hard copy surveys. In the same terms the background is the same that
in that case, the designer provides the chance to add help buttons to the form, and then these buttons may be
linked to a help file in HTML format that usually contains the same help provided to non Internet users.

The results: an external user fulfilling a survey
When the process is finally finished, the user gets a result which may be considered in two perspectives:

— An application that supports the publication and collection of data from the web, on a surprisingly low cost and
effort, and which is integrated in the portal of the organization.

— A service for the information providers, those are obliged by law to compliment the surveys, and may now
carry out this task easily.

The applications generated by GEN are integrated in the web site through shared tables in an Oracle database,
and the development of a section in which the user may select the survey in which he is interested. The access to
the section is based on the typical user and password that has been replaced by an order number and control
digit. This information is sent to each organization together with customized instructions and paper surveys via
mail as official notifications, reusing the existing infrastructure and the old procedure, which is mandatory
to maintain.

When a survey is generated, the user may define whether the survey shall exist also in test mode. This allows
final users to practice with real surveys without writing results or submitting information. The only difference
between tests and real surveys is a parameter switching between them.

The surveys can be displayed in all Spanish official languages as mandatory by law, but the data are considered
to correspond to the same survey, this is logical until a problem arises: the staff in charge of collecting data and
extracting statistical information do not use to speak all of them. It is considered a great lack not for the
application but for the legal procedure.

In the figure 6 a fragment of the web showing a survey is presented. Note the final alignment of the fields, the
different component types and the buttons in the bottom, offering the functions of Save, Send form, Cancel and
Show errors.

Before sending the final answer to a survey, the user may save any number of times, and before submitting may
query the errors in the different fields in order to make corrections. Sending a correct answer is mandatory by law.

The final reply of a user to a survey is stored in XML format into the database, and will be later exported to the
analysis application.

This is the common process for most users, however, a number of enterprises, mainly holdings, do need to fill
lots of surveys that they may automate by using their information systems. A complementary application has
been developed allowing this kind of users replying massively to the surveys through bulk loads. This application,
called G2G, receives XML files containing several surveys, validates the data using the XForms from GEN, after
formatting incorrect data or truncating data too long for the precision in database.
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Mawarra [Com. Foral de)

Paiz Wasco

Rioja (La)

Ceuta

felilla

Total | | 100%

MOTA: Laszonaszombreadas A1 C1+C.2
indican el apartado del cuestionaric
con el que deben coincidir

E. Comercio internacional de servicios

Se incluyen los servicios de transporte, comunicaciones, construccion, de seguros, financieros, de informatica v de informacion, les
cesiones de uso de |3 propiedad inmaterial (patentes, derechos de autor, licencias,..), [os servicios personales, culturales y recrestivos,
otros =ervicios empresariales v servicios de la Administracion Piblica.

Se consideran no residertes laz empresas gue tienen su centro de interés econdmico fuera del territotio econdmico espafiol. &
efectos practicos, =6 considersran no residertes sz sociedades constituidss en el extranjero, las sucursales v estsblecimiertos  de
sociedades espanolas constituidas en el extranjera.

iHa realizado su empresa durante el mes de referencia ventas de servicios a no residentes™ 3 T KO F

iHa realizado su empresa durante el mes de referencia cormpras de servcios prestados por no residentes? g F MO E“

Observaciones alos datos

Recuerde que una vez cumplimentado el cuestionario, debe remitirlo para obtener el acuse de recibo

Figure 6. A piece of the final presentation of a survey on commerce

Conclusion

Sometimes the public organisations shall face political commitments with little help from the Government, same
budgets and staff, allowing the development of beautiful projects in which technology makes life easier. Probably
this project had lost the chance if there where enough staff to develop each application as usual software
projects.

A tool has been developed that allows a non technical user, with no knowledge on software architectures, design,
HTML, nor Java, struts or databases, carry out the task of creating applications. Of course this does not replaces
technical staff, but get them to develop only technical high level tasks.

The fact is that a complex technology, that has been tested by Technical University of Madrid, and that shuns
from the typical theoretical aspects from code generation, trying to open a new spectrum of possibilities, has been
applied successfully to a specific application domain demonstrating that the approach is good and feasible.

For public administrations, the project allows a rise in the corporate image, and the observance of the Lisbon
agreements in one of the most difficult aspects it was facing to.

The Spanish National Statistics Institute has been capable to meet the goals described in its services white-
paper, minimizing the impact in the staff and budget, and reducing sensitively the time to market for each survey,
which is available in Internet in less than a week, so that the complete process increases a minimum percentage
from the previous one, with no digital survey. Also the time in which all data has been collected is lower, because
there is no need to transcript all data to a computer.
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Collaborators that fill in the forms, now have the chance to select the preferred choice: digital or paper surveys,
knowing that digital ones provide the proper mechanisms to automate the calculations, report possible errors
reducing the time to finish the job, efc.

The success in figures: in the first two months more than 10% of the surveys where submitted via Internet, more
than 600 per day are being received, and 7 multilingual surveys have been generated; 168.433 organizations are
working with the generated applications.
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CUCTEMA ABTOMATU3WPOBAHHOW NOArOTOBKW BbIBOAOB
O ®UHAHCOBOM COCTOAHMN AKLULMOHEPHbIX OBLLECTB

puropun H. MHaTtueHko, Hukonan H. Mansp

AHHomayus: Onucblgaemcsi npoepaMMHoe obecneyeHue asmomamu3upogaHHOU nod2omosKu 3Kkchepecc-
aHanusa cuHaHco8o20 cocmosHusi npednpusmud. Cucmema paccyumaHa Ha UCNOMb308aHUe ee hpu
OCYWecmereHulU  KOHMPO/bHO-aHaIumuyeckol desimenbHOoCMU O ynpasieHuro ZOC}/aapCmSGHHbIMU
KopnopamugHbiMu npasamu. [lpusodsamcsa obrnacmu npuMeHeHUs (hUHaHCO8020 aHaru3a, cmpykmypa u
OCHOBHbIE Xapakmepucmuku cucmembl. [lepeyucrnieHbl OCHOBHbIE pesynbmamel NPUMEHEeHUA OonucaHHO2o
npozpamMmHo20 06eCheyeHUs.

Knroyeeble cnoea: aHanus (huHaHCOB020 COCMOSHUS, 20CY0apPCMBEHHbIE KOpnopamugHble npas,
KoaghebuyueHm, dusudeHOb!.

BBegeHue

[inst 060CHOBAHHOIO NPUHATUS PELLEHNIA NPW YNPABNEHNN FOCYAAPCTBEHHbLIMK KopropaTUeHbIMK npasamu (FKIT)
BO3HWKaeT HeobXo4MMOCTb B MPOBEAEHUN ONEpaTUBHOMO aHanu3a (PUHAHCOBO-XO3ANCTBEHHON AEATENbHOCTH
aKUMOHepHbIX 0bLecTB. BaxHas ponb dmHaHcoBoro aHanuaa npu ynpasneHun MK obbscHaeTes Tem, YTo B
TOM YMCNe M OT KayecTBa NpeaecTBYOLLEro aHann3a 3aBUCnUT KayecTBO OCHOBAHHbIX Ha HEM YMpaBIeHYeCKMX
pelenmi ([THaTueHko, 1999a), [FHaTueHko, 19996]).

OObeKkTMBHbIE MOKasaTeNM AEATENbHOCTM OTKPbITbIX akumoHepHbix obwecte (OAOQ), copepxawmx KT,
LenecoobpasHo onpegensTb MyTeM aHammMsa  (OMHAHCOBbIX  KOIMUMEHTOB. JTWM  KOI(DULMEHTLI
paccYMTbIBAOTCH HAa OCHOBE AaHHblX banaHcoB n OT4eTOB O (DUHMHCOBBLIX pe3yrbTatax M LMPOKO
NCMONb3YITCH  CrneumanicTamn no  KOHOMWYECKOW [LesTenbHOCTM NpeanpusTUi. YkasaHHble nokasaTenm
XapaKkTepu3ylT (PUHAHCOBOE COCTOSHWE MPEAnpUATUS, ero npubbinn u yBbITKA, W3MEHEHUS B pacyetax C
pebutopamm 1 KpeauTopamn, 3MEHEHUS B CTPYKTYpe aKTUBOB W KanuTasna, noMOrarT onpeaennTb TeHAEHLMM,
YBULETb BO3MOXHOCTW Pa3BUTHS 1 CBOEBPEMEHHO OLIEHWUTH NOTEHLMAMNbHbIE YTPO3bl.

O6nactu npumeHeHUs hmHaHCOBOro aHanu3a npu ynpasnexum MK

HeobxognMocTb akcnpecc-aHanu3a (PUHAHCOBOTrO COCTOSHUSA NPeanpuaTUSt BO3HWKAET BO MHOMMX CriyyasX.
Takom aHanu3 NpUMeHsieTcs, B YacTHOCTY ([THaTueHko, 19998], [THaTtueHko, 1999r]), npu:

e MOATOTOBKE MaKPOIKOHOMMYECKNX PELUEHUI Ha OCHOBaHWUN 0606LeHus duHaHcoBoro coctosHus OAO no
OTpacneBbIM U pernoHanbHbIM NpKU3HaKam;

o (hopMMPOBaHMM YCNOBUIA M 3aaHniA no ynpasneHuto Kl opraHam rocygapcTBEHHON BNacTy;

e paspaboTke 3agaHuii Npu nepegaye NOMHOMOYWA MO  YNPABMEHUIO  YNOMHOMOYEHHBIM  fULaM,
OnpeaeneHHbIM Ha KOHKYPCHON OCHOBE;

e 10ArOTOBKE K y4acTuio B 0bwmx cobpanusx akumoHepoB OAQ ¢ Lenbto onpeaeneHns NoTeHUManbHbIX
(hMHAHCOBbIX BO3MOXHOCTEN 0OLECTB W (DOPMUPOBAHWA 3adaHuii Ha yyacTue npefcTaBuTenei
rocyaapctea B cobpaHuu akLMOHepOB;

e OArOTOBKE NpeacTaBuUTeNnei rocyaapcTaa k yyactuio B pabote HabntoaaTenbHbIX COBETOB aKLMOHEPHbIX
obLwecTs;
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NOArOTOBKE MpEeACTaBUTENeN OpraHoB rOCYAAPCTBEHHOM BNacTM K yvacTuio B paboTe PeBK3NOHHbIX
komuceuit OAO;

3aKMIOYEHUM W MepesaknioyeHu  roCydapCTBEHHLIMM  OpraHaMy KOHTPakToB C mpegcedarensmu
NpaBMneHnii aKLMOHEPHBIX 00LLECTB, B YCTaBHbIX (POHAAX KOTOPLIX rOCyAapCTBEHHas 4oNs npesbiwaeT 50
NPOLIEHTOB, Ha OCYLLECTBEHWE UMW CDYHKLIMIA NO YNpaBneHunto obLLecTBoM,;

paccMoTpeHun prHaHcoBoro coctosiHug OAO npu  paspelleHnn KOHGIUKTHBIX CUTyauuin Mexay
cybbekTaMm KOpNopaTUBHOrO yNpaBeHus;

MOArOTOBKe MaTepuarnoB [N1s NpoBeAeHUs 3acedaHuii Komuceum no pacemoTpeHnto aestensHoct OAQ;

NPOBeAEHUN KOHTPOIbHBIX MEPONPUATUN C LIENbK0 ONPeaeneH s N NpoBepK afekBaTHOCTU OTYUCIEHUI
OT YNCTON MpMObLINM aKLUMOHEPHOrO 0BLWECTBa C Lenblo Haumcnenns aveuaeHnoB Ha KM, Hanuyum
3a[J0/KEHHOCTI No 3apaboTHO NnaTte 1 GIMKETHBIX NnaTexax.

AKTyanbHOCTb pa3paboTkn cUCTEMbI

OcobeHHOCTU OCyLLEeCTBNEHUS MacCOBOW NpuBaTh3aLum B YKpauHe CTanu NpyinMHON BO3HUKHOBEHUS BOMbLLIOTO
kormyectea [KM. B nepeble rogbl npueatusaumu KM ucumcnanuce Toicavamu. [uHamuka U3MEHEHMs
konuyectea u cTpykTypbl [KIM B 2000-2006rT. npueoguTes B Tabnuue 1.

rog Bcero B Tom yucne no pasmepy 'K
K 0%-10% 10%-25% | 25%-50% | 50%-75% | 75%-100% | 100%

2000 624 163 81 263 52 39 26
2001 885 231 100 357 77 66 54
2002 1861 448 245 785 156 129 98
2003 1743 375 257 717 152 139 103
2004 1510 308 249 602 139 132 80
2005 1293 267 230 485 123 112 76
2006 1223 247 224 446 122 108 76

Tabnuua 1. QuHamnka nameHeHus konndectaa v cTpyktypobl MK 8 2000-2006rT.

Bonbuwoe konuyecTso KM 1 HeobxoaMMOCTL OnepaTUBHOMO NPeLOCTaBNEHUs 4OCTOBEPHOM, NONHON U yA0GHON
nHpopmayun B BepxosHyto Pagy, Aamunnctpaumio lNpeaungeHta, KabuHer MuHncTpoB YkpauHbl 0Bycrnosunm
HeoOXOAMMOCTb CO3[aHMs U BHELPEHUS COOTBETCTBYIOLErO nporpamMMHoro obecneyenus. [loatomy B
HaumoHaneHoM areHTcTee YkpauHbl no ynpaeneHuto KM Gbina paspaboTtaHa u BHegpeHa aBToMaTU3MpOBaHHas
cuctema «OT4yeT» aHanu3a duHaHcooi otyeTHocTM OAO.

Cuctema «OTuyeT», kak cuctema nopdepxku npuHsTus pewennn (CMMP) ([Napuyes, 1996]) nossonsiet
NCnonb30BaTh [aHHble, 3HaHWsl, OOBLEKTUBHbIE M CyObEKTMBHbIE MOAENM ANs aHammM3a W PELUEHUst MIIOXO
CTPYKTYPUPOBaHHbIX Npobnem.
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CtpykTypa cuctembl «OTHET»

CNMP «Otyet» cocTouT M3 Heckonbkux nogcuctem (MC), KoTopble peanusyioT cnegyowme QyHKLUA.

MC1. OueHka cuTyaummn, BbIOOP KPUTEPUEB M OLEHKA WX OTHOCUTENbHOWA BaXXHOCTW. Ha HavanmbHOM 3Tane
pa3pabotku cuctembl «OTYET» SKCMEPTHBIM NyTeM Obif OCYLLECTBIEH LieNneHanpaBneHHbI NOUCK (OMHAHCOBbIX
KOAP(ULIMEHTOB [ANA OOCTMXEHWS LEenen aKcnpecc-aHanmsa. M3 MHOXeCTBa W3BECTHbIX B 3KOHOMUYECKOM
aHanmse MHaAHCOBbLIX KO3 MLMEHTOB Obinn BbIBPaHbI T€, KOTOPbIE ABNSAKOTCA KPUTUHECKAMM NPW YNpaBeHUn
KM 1 MoryT cnyuTb UHAMKATOPaMM NPU NPUHATUM PELLEHMI.

OuHaHCOBbIE KOIDMULUNEHTbI SBMISOTC OTHOCUTENbBHBIMA BEMUYMHAMMW, NO3TOMY MX aHanu3 Mo3BONsET
CPaBHMBATb  aKUMOHepHble OOWECTBa pa3nMYHO  BEMUYMHbI U HanpaBneHun AestenbHocTu.  [Ans
XapaKTEPUCTUKI 1 SKCMPeCC-aHanmn3a AesTenbHOCTY NpeanpusThii Gbinn BolbpaHbl CNeaytowme KoapguUMEHTbI:
MOKPbITUS, OLICTPOA NMKBMOHOCTM, obecneyeHns COBCTBEHHbIMM CpeAcTBamuM, o06Lieit peHTabenbHoOCTH,
(hMHaHCOBOW CTabUNBbHOCTM, aBTOHOMMM. [N aHanu3a BbIYUCIANUCH TaKkKe CreaytoLme nokasatenu: pabouuii
kanuTan, 3HOC OCHOBHbIX CPEACTB, AebuTopckas 3a0MKEHHOCTb, 3aTpaThl HA e4VHULY NPOAYKLMM.

MC2. MeHepaumns BO3MOXHbIX PELLEHMIA: KOHKPETU3aLMKM HanpaBreHWs 3anpoCcoB HA NPOBEAEHME 3KCrpecc-
aHanu3a, “x NpyopuTeT 1 T.M.

Pesynbtatom peanusaumm aton C gBnsieTcd MHOXECTBO X, cocTosiee M3 anemeHToB x € X, Buaa
x=<p, v, S, h>, roe p — UOeHTM(MKATOp akUMOHepHoro obLiecTBa; v — HanpaBneHue, No KOTOPOMY
OOMKEH TOTOBUTbCA 3KCTpecc-aHanu3; s — [JaTta MpOBeAeHUs 3KCTpecc-aHanusa; /s —  BEKTOp
KO3(hPULMEHTOB, XapaKTEPU3YIOLLMX COCTOSIHME aKLMOHEPHOTO 06LLecTBa.

MeToawka 0T60pa aKUMOHEPHbIX O6LLI|GCTB Ona 3Kcnpecc-aHannia ABNdAeTcA MatemMatu4ecKnm obbekTom m,

KOTOpbIV OMpedenseTcs kak Tpoika m:<Q, D, R>, roe O — Habop YCnoBWi, Mpu KOTOPbIX MOXET
NPUMeEHATbCH MeToamka; D — Habop AaHHbIX W3 BHYTPEHHUX M BHELWHMX WCTOMHMKOB MCNONb30BaHMS

MEeTOaMKM; R — anropuT™ BblMUCNEHNA XapPaKTepUCTUK X.

MC3. Beog pfaHHbiX. [And  MHMOPMALMOHHOA  NOAJEPXKKM  (PYHKUMOHMPOBAHUS  cucTeMbl  «OT4yeT»
OCYLLECTBASIETCS perynsipHblit BBOA Byxrantepckoit oTyeTHocTH, npegoctasnsemon OAO, Apyrux UCTOYHWUKOB
nHdopmaLun. Mpu OTCYTCTBUM HEOBXOAMMBIX AaHHbIX MHopmaums ob atom noctynaet B MC3, B koTOpOM
NPUMHUMaETCS peLueHne 0B onepaTUBHOM BBOAE HEAOCTAOLMX AaHHBIX.

[ns obecneyenmns paboTbl MC3 B cucTeMe coaepKaTca CBEAEHNS O:

o npasunax opmM1poBaHus Ha4anbHom Bbibopkn OAO;

BBOZE HE0bX0ANMbIX JaHHbIX;

pa3byBKe aKLUMOHEPHbIX 0OLLECTB Ha rpynMbl 471S1 aHaNN3a;
e npasunax Bbibopa Metogos knaccudmkaumm OAQ, Wkanax KpuTepues u T.4.

MC4. lMoaroToBka TeEKCTOBOro oT4eTa O (huHaHcoBom coctosiHum OAQ. B cucteme «OTyeT» mporpammHo
peann3oBaHbl criegyowme QyHKLMN:

e TreHepauus COOTBETCTBYHOLLEro TekcToBoro parmenta 71 , npurogHoro Ans  AanbHemwwero
MCMONb30BaHMS CNELManMCTamm, He UMEHLMMI 3KOHOMUYEecKoro 0bpasoBaHMsl, Ha OCHOBE [aHHbIX
(PUHWMHCOBOI OTYETHOCTH;
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e Ha OCHOBAHMW aHanM3a BbIYMCIIEHHBIX KOA(ULMEHTOB aBTOMATU3MPOBaHHAs (HOPMYNMPOBKA BbIBOLOB
o coctosHuM OAOQ 1 onpeaeneHmre ero (UHAHCOBOrO COCTOSHNS (TEKCTOBOTO dparmeHTa 7'2);

e OKOHYaTesbHbIN BbIGOP POPMYNMPOBOK M NOATOTOBKA OKOHYATEMbHOMO OTYETa Ha OCHOBAHMM TEKCTOBBIX
cdparmentoB 71 n T'2.

[ns Toro, 4tobbl CreHepupoBaTb TEKCTOBbIA OTYETHBIN [OKYMEHT, HEOOXOAMMO 3HAYeHMSM KO3hPULMEHTOB
NocTaBUTb B COOTBETCTBME (hpasbl, XapaKTepusylolme MonyvyeHHbI YpoBEHb MoKasaTenen. [ns atoro ans
Kaxgoro KoaduumeHTa onpedeneHbl WHTepBamnbl 3HayeHWil. Pa3buBka WHTEPBANOB ANs  KaXOoro
koapuLmeHTa OCYyLLECTBAANACL IKCMEPTHbIM MyTeM. AHanM3 OCYLLECTBNANCH OTHOCUTENbHO HOPMAaTUBHBIX
3HaYeHUI, YCTaHOBNEHHbIX 415 KaXO0ro Ko3dhuumeHTa.

PasnnyHbiM KOMOUHALWMAM 3HaYEHUIA KOS(ULMEHTOB COOTBETCTBYHOT HECKOMBKO BapWUaHTOB NPEANOXKEHUN, 13
KOTOPbIX FTEHEPUPYETCS OKOHYATENbHBIN 0TYET.KOMOMHALMM 3HAYEHUI KO3DPULIMEHTOB, KOTOPLIM NOCTABIEHO B
COOTBETCTBME BblpaxeHue «CuTyauuss HEBO3MOXHAy, SBNSIOTCA HEBO3MOXHBIMU C  TOYKM  3PEHMS
SKOHOMMYECKOTO aHanu3a. JTO CBUAETeNbCTBYET 00 owmbkax npu BBOAE OyXramTepckom OTYETHOCTH, 06
owwnbKax Npy COCTABMEHUM OTYETHOCTW HA MPEANPUATUSX UMM NpU nepepadve MHGOPMaLMM OT PasnUyHbIX
MCTOYHUKOB.

C nomowbto MC4 ocyLiecTBnsieTcs BbIBOA HA 3KpaH MOHWUTOPA W NevaTb CripaBkv O (PUHAHCOBOM COCTOSHWM
OAO nnu pesynbTaToB aHan13a rpynnbl akLMOHEPHbIX 0OLLECTB NPY POPMUPOBAHIN aHANUTUYECKUX OTHETOB.

MC5. Pacuet koachduumeHToB, Xapaktepusylowmx gestensHoctb OAO, No KOTOPOMY FOTOBWTCA OTHET M
nepeaaya AaHHbIX B apXuB.

NC6. Ob6ecneyeHne obmeHa wHdopmaumnen wmexay [C, cormacoBaHue rpynnoBbIX PELIEHWN Mexay
AenapTameHTamn HaumoHanbHOro areHTCTBa.

Ota NC BbLINOMHSIET CEAYHOLLME OCHOBHbIE (PYHKLMM:

e onpepaeneHune obuiero konnyectea N aKUMOHEpPHbIX 0BLLECTB, KOTOpPbIE MOTYT BbITb MPOBEPEHbI, MCXOAS
13 HanW4HbIX TPYAOBbIX PECYPCOB;

e MPUMEHEHNE METOAMK Moszs ONPELENEHUS aKLUMOHEPHbBIX OOLLECTB, KOTOPblE NOANExXaT obs3aTensHoMy
0T6OpY [N1S1 NPOBEAEHMS AKCMPECC-aHann3a;

e MPUMEHEHNE METOAOB Myrme TEOPUN NOAAEPKKM NPUHATUS PELUEHUA ANs arpervpoBaHns pesynbTaTo
peLLeHns 3afay aKCnpecc-aHann3a cocTosHms otaensHbix OAQ;

e pVYMEHEHWe METOAUK Momox 0BGOCHOBAHHOTO BbIGOPA MPEANPUSTANA 4N BKIIOYEHUS UX B NEPEYEHb Ans
COCTaBIIEHWS! NraHa AOKyMEHTarbHbIX MPOBEPOK OpraHW3aLuii U3 YnNCna He MPOBEPSIBLUMXCS B TEYEHME
3afjaHHoro cpoka Nnbo u3 apyrux kateropuit OAO, onpedensieMbix pykoBoACTBOM HauuoHanbHoro
areHTcTBa.

MC7. ApxuupoBaHne pe3ynbTatoB paboTbl cucteMbl «OTYET C LIEMbIO AMHAMMYECKOTO KOMMIEKCHOMO aHanmsa
BO3MOXHbIX MOCNEACTBAN MPUHATBIX peleHun. [ns  oObeKkTMBHOCTM aHanuaupyetcs WHdopMauus o
[eATeNbHOCTU NPeanpuaTAS 3a HECKONMbKO OTYETHbIX nepuodoB. OCYLLeCTBNSETCH apXMBUPOBAHUE 3HAYEHWN
BbIYMCNEHHBIX PUHAHCOBbLIX KOIPULMEHTOB, MHDOPMALMK O AaTax W agpecaTax NpefoCcTaBneHUs 0TYeToB, a
Takxe 0 peakUuu agpecaToB Ha NPEAOCTaBEHHbIE UM OTYETbI.

CprKTypa CUCTEMbI NpeacTaBieHa B BUAE CXEMbl Ha Puc.1.
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Puc.1. Ctpyktypa cuctembl “Otyet”

OCHOBHble XapaKTepuCTMKuU cucteMbl «OT4YeTY

OCHOBHbIMM XapakTepucT1kamm pa3paboTaHHOr0 NPOrpaMMHOr0 obecneyeHns SBRSITCS:
e [I0CTYMHOCTb B 3KCMNyaTaLmm 1 ApYXeCTBEHHbIN MHTEPdENC NoNb3oBaTens;
e 06pabotka owmMOOK, BO3HMKAKOLWWMX NpK BBOAE OyXrantepckoi OTHETHOCTH;
® LeNOCTHOCTb CTPYKTYPbI AaHHbIX;
e BO3MOXHOCTb 3KCNOPTa BbIXOAHbIX hopm B hopmat MS Word;
e 6nmM30CTb TEKCTa OTYeTa 0 (hHaHCOBOM COCTOSHUM OAQ K eCTECTBEHHOMY AI3bIKY.

Cuctema peanu3oBaHa B cpeae Access W npefHasHaveHa Ans poboTbl nog onepaumoHHon cuctemon MS
Windows Ha 6a3e npotokona TCP/IP. Bubop o6onoyku Access 06yCroBneH HECKOMbKAMM NpUYMHAMM:

o Access SBMSIETCA LUTATHOM CMCTEMOW YynpaBneHns Gasamu daHHbIX Ans komnbioTepoB Microsoft,
unTerpupoeaHa ¢ MS Office n siBnsieTcs yaobHbIM MHCTPYMEHTOM;

o Pabota B cpege Access Mo CTUMIO aHanorvyHa ¢ Apyrumun uHcTpymeHtamm ms MS Office, uto
3HAYUTENbHO ynpoLlaeT NpobnemMbl OCBOEHUSI CUCTEMbI;

o Access aBnsetcs nokansHon CYB[] ¢ 6onblumm Habopom BCTPOEHHBIX NpoLeayp.

OcHoBHbIe pe3ynbTaTtbl NPUMEHEHNUA CUCTEMbI «OT4eT»

BHegpeHue aBTOMaTW3MpOBaHHON 0OpaboTKM OTYETHOCTM O (HMHAHCOBO-XO3ANCTBEHHON AesdTenbHocTn OAO
no3BonMno:

® OCYLUECTBNSATb OMEPaTUBHLIA aHanm3 (UMHAHCOBO-XO3SAMCTBEHHOW OTYETHOCTM aKLMOHEPHBIX OBLIECTB,
umetowmx MKIM;

e OpraHn3oBaTb efuHbIN LIEHTPan130BaHHbIN apxmB 0T4eToB 0 geatenbHocT OAO, ux cuctemaTusaumio,
yAO0BHbIN JOCTYN K MHAOpMaLmK;

e (hopManu3oBaTb TEXHOMOMMYECKWe MPOLecChl Cco3gaHns U 0bpaboTkM BbIBOAOB O [OEATENBHOCTY
NpeanpuUaTHiA;
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e YNyYlIUTb CPELCTBA KOHTPOMS 3a XOAO0M BbINOHEHWS TEXHOMOTMYECKUX NPOLIECCOB 06PaBOTKM OTYETHBIX
[IOKYMEHTOB, YTO CYLLECTBEHHO NOBLICUNO NPOAYKTUBHOCTb TPYAA;

® [peaocTaBnTb BO3MOXHOCTb KOHCONMAALNN OTYETHOCTM NO OTPACEBbIM N PEMMOHANbHbIM NPU3HaKaM,
® [I0BbICUTb BO3MOXHOCTW ONnepaTuBHOro pacCMOTPEHNA ANHAMUKK OeATENbHOCTU aKLUMOHEPHbIX 06LI.I,€CTB;

e [06UTbCS JOCTUKEHWS BLICOKOTO YPOBHS HE3ABUCUMOCTH PaboThbl C OTYETHOCTBH) OT NIMYHOCTHBIX Ka4ecTs
nepcoHana nyTem aBToMaTM3aLmuy BbiNoSTHEHUst GONbLIMHCTBA hOpMasbHbIX (DYHKLMIA.

lMporpammHoe obecneyeHne NOATOTOBKA MPUHATUS PELUEHWA O (PUHAHCOBBLIX BO3MOXKHOCTAX aKLMOHEPHbIX
obulects BbIno BHeAPEHO M MCNONb30Banock B KOHTPOMbHO-aHanWTUYeCKOM AenapTaMmeHTe HaumoHamnbHoro
areHTcTBa YkpauHbl no ynpasneHuto MK 1 NpUHECNo 3HauMTENbHbIN SKOHOMUYECKUA 3GhhekT.

KoHuenTyanbHbIi MOAXOA M OpUrMHanbHas MeToauKka, NPUMEHsNUCh HauuoHanmbHbIM - areHTCTBOM  Mpu
NPOrHO3MpoBaHMM 06BLEMOB MOCTYNNeHUss B [OCYAapCTBEHHbI  OHOIXKEeT OMBMAEHOOB OT  YnpaBneHus
KOpnopaTMBHLIMI NpaBamu roCyaapcTBa W ONpeaeneHni PervoHanbHON CTPYKTYPbl AMBUAEHOHbIX OTYUCTIEHMIA
aKUMOHepHbIX 06LecTB. Ha OCHOBaHWM OCYLLECTBMEHHbIX TakuM 06pa3oMm NporHo3oB hopmMupoBanach
OvBMAEHOHas nonuTuka rocyaapctea ([MHatuexko, 19994, [MHaTueHko, 1999¢]).

OnucaHHbIn I'IpOFpaMMHbII;i KOMMNeKC ncnonb3oBarnca:

e 11151 NOATOTOBKW NPUHSTUSA peLeHnin 06 yyacTum npeactasutenen rocygapctea B 1300 obwmx cobpanmsx
aKLMOHEpOB;

e npyu paspabotke cBbiwe 800 ycrnoBuit N 3aaaHuil OpraHam rocyaapCTBEHHOM BacT (MUHUCTEPCTBAM,
BeOMCTBaM, 0651aCTHbIM rOCYAapPCTBEHHBIM aAMUHUCTPaLMaM) no ynpasnexuto MK,

o npu chopmmpoBaHum cebilwe 100 3agaHuit npeacegatenam npasneHnit OAO npu 3aKMI0YEHUIM KOHTPAKTOB
C HUMUK;

® BO MHOrMMX Opyrux CUTyauunax npuHATAA peLueHmZ ¢ obnactu ynpaeneHnsa KopnopaTuUBHbIMK npaBamun
rocynapcrsa.

BbiBoabl

Cucrema «OT4yeT» npepocTaBuia BO3MOXHOCTb aBTOMATU3MPOBaTh MPOLECC MOArOTOBKW MPUHATUS peLLeHMs
LieHTpanbHbIM OpraHoOM WCMOMHUTENBHON BRACTK, KOTOPbIM SBNSANOCH HauuoHanbHOe areHTCTBO YKpauHbl No
ynpasnexnto TKI. MonoxutensHONM YepToil KOMMeKca SBMSETCS BO3MOXHOCTb MCMOMb30BaHWS Pe3ynbTaToB
ero paboTbl nMUaM, KOTOpbIE He €CTb CneunanucTami B 0BpacTi KOMMbOTEPHbIX TEXHOMOTMIA, (OMHAHCOBOTO 1
3KOHOMMYECKOrO aHanm3a.

06 athbeKTMBHOCTM MCMONb30BaHUS cucTeMbl «OTYET» CBMAETENbCTBYET, B YAaCTHOCTM TO, YTO MnaH
nocTynneHus B F0Cy4apCTBEHHbIN OIOMKET AMBUOEHAOB OT CYOBLEKTOB NpeanpUHNMATENLCKON AeATENBHOCTH, B
ycTaBHbIX poHaax kotopblx ectb KM, B 1999 rogy Obin nepesbinonHeH 6onee vem Ha 30 NPOLEHTOB:
noctynuno 53 MAH.FpH. BMecTo 40 MMH.TPH., 3annaHMpoBaHHbIX NOCTaHoBNeHWeM KabuHeta MuHucTpoB
YkpauHbl 0T 26 sHeapst 1999r. Ne88 «O meponpusitsx no obecneyeHno CBOEBPEMEHHOTO 1 B MOSTHOM 06beme
nocTynneHust AOXog4oB B [ocyaapCTBeHHbIN OromkeT YkpanHbl Ha 1999 rogy.

ABTOpbI BblpaxatoT 6narogapHocTb npod. BonowwmHy A.®. 3a noctaHoBKy npobnems!.
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UCNOJNIb3OBAHUE METOAOB MATEMATUYECKOIO MOAENNPOBAHUA
NPU PASPABOTKE WUHOOPMALIMOHHbIX CUCTEM

Mapus E. EpemuHa

AHHOmauyus: B pabome npednazaemcs nodxod k onucaHuto B[, noseonstowull npu pabome ¢ Hell He
yyumbisamb 0COBEHHOCMU (DU3UYECKO20 XPaHEHUS PensuuoHHbIX OaHHbIX u mun ynpasnsiowel CYB[.
OnucaHHb Il hopmarnbHO, 8 mepMuHax epaghogoli modenu, s3mom nodxod no3eonun paspabomams HEKOMOpPbIe
aneopummsl, 8 yYacmHocmu aneopummbl eepugpukayuu npedmemHol obrnacmu. [daHHasi meopusi bbina
peanu3ogaHa Ha npakmuke, u & cocmase CASE-cucmembl METAS 6bina eHeOpeHa 8 ONbIMHyH
aKchyamayuro.

Knioueebie cnoea: uHghopmayuoHHaa cucmema, baza 0aHHbIX, MemadaHHble, Mamemamuyeckass Moderb,
epac.
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BBepgeHue

B HacTosiLee Bpems Bo3pacTaeT noTpebHOCTb B CO3AAHNN KPYMHbIX MHPOPMALMOHHBIX cucTeM, paboTarowmx B
HeogHopogHom cpepe. [log TepMuMHOM  uHgbopmauuoHHas cucmema (MC) noHMMaeTCs  KOMMMEKe
MH(OPMALMOHHBIX pecypcoB (To ecTb MC — 3T0 MHOpPMALMS U MHCTPYMEHTbI YMPaBREHUs i), TEXHOMOrMM
nomnyyeHnst n obpaboTk1 OaHHbIX, MOAAEPKAHWS WX B aKTyanbHOM W HEMPOTUBOPEYMBOM COCTOSIHUM. ITO
onpedeneHne OTpaxaeT TOYKY 3pEeHMs MOMnb3oBaTeNns CUCTEMbI, a C TOYKM 3peHus peanusauun, UC - ato
CMOXHbIA  KOMMMEKC YNpaBfeHYeCKNX W TEXHOMOrMYECKMX PELUEHWA, KOMMbIOTEPHOW annapatypbl 1
nporpamMMHoOro obecneyeHus:, a Takke MHHOPMALMOHHOMO COAEPXaHMUS (HanoMHEHNS).

OcHoBHas yvacTb noboit C — 6a3a OanHbix (B[l), cNoxHOCTL M 06BbEM KOTOPOM MOCTOSIHHO BO3pacTaeT, YTo
NnopoXaaeT BCE HOBble TPYAHOCTM Npu paboTte ¢ Hel. B yacTHOCTM, B COBpeMeHHbIX B[] Bo3MOXHa cuTyaums,
Korfia pasHble y3arbl KOHTPONMUPYIOTCS pasHbIMU cucmeMamu ynpaeneHus 6azamu OaHHbix (CYB[). Takme UC u
B NpUHATO Ha3biBaTb HEOOHOPOAHLIMU [2].

[aHHas pabota nocBsileHa paccMOTPEeHMI0 noaxofdoB K onmucaHnio Bl B KkpynHbiX HeopHopogHbix WC. B
YaCTHOCTW, paccMaTpUBaEeTCA BO3MOXHOCTb paboTbl ¢ nogoOHbiMu B[, ucnonb3ys npuBblYHbIE ANS
nomnb3oBaTeNns TepMUHbl NpeaMeTHOM obrnacti, W gaBas emy BO3MOXHOCTb HE Y4MTbIBaTb OCOBEHHOCTY
(OM3MYECKOTO XpaHeHMs pensLMOHHbIX AaHHbIX 1 TN ynpasnsiowei CYBL.

[Ona obecneyeHns paccmaTpuBaeMon BO3MOXHOCTM MPEAnoXeH MOAXOA, OCHOBaHHbIM Ha BBeaeHun B MC
[ONONHUTENbHbIX METaAaHHbIX 0 Hel. [laHHbIn noaxog Gbin onucaH hopmanbHO, C MOMOLLbH rpadoBOi MOLENH
3TUX MeTafaHHbIX. Mcnonb3oBaHWe 3TOM MOZEnK MO3BONMNG (hopmMann3oBaTb HEKOTOpble anropuTMbl s
paboTbl ¢ AaHHbIMK B VIC, HanpumMep, B 3agadax BepudukaLmm.

PaspaboTka gaHHoro noaxofa Beaetcs B pamkax npoekta cosgaHus CASE-cpeactea METAS, no3sonsioLero
aBTOMaTu3upoBaTh paspabotky VC.

TexHonorus METAS

CASE-texHonorma METAS (METAdata System) - 3To OCHOBa ANnsi CO3[0aHWst CUCTEM, YNpaBnsieMbIX
MeTafaHHbIMK. [laHHas TeXHONor1s npegHasHaveHa Ans CHKEHUs TPyAOEMKOCTW pa3paboTku KopnopaTHUBHbIX
WH(OPMALMOHHBIX CUCTEM W MOBbILLEHNS UX TMOKOCTW, MacwTabupyeMocTn U afanTupyeMocTu B npouecce
akcnnyataumu. KnioyeBbIM MOMEHTOM TEXHONOMAW SIBNSIETCS MCMOMNb30BaHWE B3aWMOCBSA3aAHHbIX METafaHHbIX,
ONUCbIBAKOLMX MHCOPMALMOHHYIO CUCTEMY NPEAnpUATUS (YYpeXaeHus, opraHusaumm — nobon 6GusHec-
cuctemsl) [7].

BonbwmHeTBo cywectBytowmx CASE-cucTeM reHepupylT koa Ha KakoM-nnbo Si3blke MporpaMMUpOBaHust B
COOTBETCTBUM C HEKOTOPbIMM CreludukaLmusam, onucbiBaloLMM npeaMeTHyto obnactb. OCHOBHOE OTNMuME
onucbiBaemoii CASE-CuCTEMbI COCTOMT B TOM, YTO OHA MCMOMb3YeT 31 crieumduKaLm B BUAE MeTaaaHHbIX BO
BpeMsi CBoeil paboTbl. TakuM 0B6pa3om, NPOLIECC CO3AaHUS MPUNOXEHUS CBOAUTCA K ONUCAHMIO HEOOXOAMMBIX
MeTafaHHbIX.

MpuMeHeHe MeTafaHHbIX AaeT BO3MOXHOCTb MMOKOW HACTPOWMKM MPUMOXEHWUS U ero PYHKUMOHANBbHOCTH, a
TaKkKe PECTPYKTYpU3aLMN WHEOPMALMOHHBIX OGBEKTOB, OMMCAHHbIX METafaHHbIMKM. OTO CO3[aeT XOpolune
NPeanochINKK AN CO3NAHUS «MHTENNEKTYamnbHON» CUCTEMbI, KOTOPasi CMOXET HaCTpanBaTbCs Ha NOTPEBHOCTY
MoNb30BaTENS U MEHSIOLMECS YCNOBMUS SKCMMyaTaLyMn «CaMOCTOATENBHOY, B xoae paboTsl ¢ Hel. Kpome Toro,
npy TakoM MOAXOAE MPOEKT obriagaeT BbICOKOM CTEMeHblo 0BpaTHOM CBSA3W, Tak Kak pa3palboTymk, MeHsis
MeTafaHHble, cpa3y BWUAMT COOTBETCTBYHOLME WM3MeHeHUs B cospaBaemoit VC. Mpu oBbl4HOM ke Mnoaxoae,
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peanusoBaHHoM B GonblwwmHcTBe Apyrux CASE-cucTem, paspaboTumk cHavana OnWchbiBaeT CUCTEMY, 3aTeM
3anycKaeT reHepauyto, 1 TOMbKO NOCHe 3TOr0 MOXKET OLEHUTb Pe3ynbTaT BHECEHHBIX U3MEHEHUN [7].

Bce MeTapaHHble B cucTeMe pasdeneHbl Ha Modenu (MW YpoeHU), Kaxaas W3 KOTOPbIX OMKCHIBAET
onpedeneHHyt vactb, acnekt WC. HekoTopble mogenu MOryT onucbiBaTb OfHW M Te ke yactm WUC, Ho ¢
pasnuuYHbIX TOYeK 3peHns. Bce mogenn B3anMOCBSi3aHHbI, O4HA MOAENb MOXET OCHOBBIBATbCS HA APYro, U
npeactasnsaTb cobor 6onee BoicokoypoBHeBoe onncaxme UC [8).

[aHHas paboTta mocBslleHa pPaccMOTPEHWO norudeckas mogenn metapanHbix (JIM). OHa HenocpeaCTBEHHO
onupaeTcs Ha usndeckyto mogens (PM), kotopasi onuceiBaeT Bce 06bekTbl 6a3bl AaHHbIX WC: Tabmmuel u ux
nons, CBA3M Mexay Tabnuuamu, MHAeKCh! 1 MHoroe apyroe. MoapobHee onucanme ®M MOXHO HalTu B [8].

MoMUMO Ha3BaHHbIX, B CUCTEME CYLLECTBYKT elle psig Moaenen mMeTagaHHbIX. Hanpumep, npeseHTaumMoHHas
MOZ€eSb ONUCLIBAET BU3YanbHbIA MHTEpdenc nonb3osatens npu pabote ¢ obbektamm UC [6], mogens GusHec-
npoueccoB — GusHec-onepauum 1 GuaHec-npoueccsl, noaaepxusaembie IC, Mogenb penopTuHra onuchiBaeT
3anpocbl, NEPBUYHbIE AOKYMEHTbI M OTYeTbl, (hopMMpyeMble CUCTEME, a MOAEMNb 3aluTbl — MeTafaHHble,
NpeACTaBNsoLLME NONb30BATENEN CUCTEMbI U UX NpaBa Ha BbINONHEeHWe onepaunii Hag oobektamn MC nnm Ha
[OCTyN K Mogensm MetaganHbix [8]. B gaHHoi paboTte Bce 9T Mogenu paccmaTpuBaThes He OyayT.

OcHoBHbIe Lenu co3gaHus normyeckon moaenu

[Mpu ucnonb3oBaHun ntobon pensaymnoHHon B BO3HWKAET psia TPYAHOCTEN, KOTopble 06yCNaBnmMBakOTCS UMEHHO
0COOEHHOCTAMM XpaHEHUS PENSLMOHHBIX Tabnuy U HeoBXOAMMOCTBID HOpManuaauun. CTpykTypa XpaHWMbIX
JaHHbIX B 3TOM Cly4ae 4acTo OTNMYAETCS OT TOW, KOTOPYI XoTen Obl BUAETb Nonb3oBaTenb. PaccMoTpum 3Ty
cutyauuto bonee nogpobHo.

lepBast TPyAHOCTb BO3HWKAET eLye Ha dTane aHanusa npegmeTHoit obnactv u npoektupoaHui BI. OCHOBHbIE
MeTOoAbl, UCMoMnb3yeMble Ans 3TOro — pasnnyHble AnarpaMMbl TUNa «CyLWHOCTL-CBA3bY (ERD — entity-relationship
diagrams) unu amarpammbl knaccoB B si3blkax Tuna UML. Bo Bcex atux nogxopax HeobxoaWmo yuuTbiBaTb
cneumnduky pensaumoHHON MOLENU AaHHbIX. YernoBek, 3aHMMAoWMIACT aHanM3oM W NPOEKTUPOBAHUEM, LOSIKEH
onepupoBaTh MHGhopMaLMein Ha YPoBHE (IM3NYECKUX TabnUL, 1 CBA3EH MEXOY HUMM, a Takke 3HaTb OCHOBHbIE
MPUHLMMBI HOpManu3aumn pensunoHHbix B, BmecTe ¢ Tem, OH fOomkeH JocTaTouHO rnyboko pasdupaTbes B
npegmetHonm obnacTun. Bce 370 npegbsBNsSieT [OCTAaTOMHO CepbesHble TpeboBaHus K KBanudmkalmm
paspaboTymka.

[pyras TpyaHOCTb BO3HMKAET Npu AanbHewnwwen pabote ¢ cosaaHHon b. Mpu noctpoeHnn SQL-3anpocoB K Heil
HeoOXOAMMO CHOBA BCMOMWHATL BCHO CMEUMMUKY XpaHEHUs MHGOPMaLMM B PEnsiUMOHHBIX Tabnuuax u
y4nTbIBATH €€.

B CASE-cucteme METAS anist npeogoneHns aTux TpygHocTen 6bin uenonb3osaH creayowmin noaxoa. Ha atane
MPOEKTUPOBAHUS MO-NPEXHEMY CTPOUTCA AuarpamMmma, COCTOsILLAs U3 CYLLHOCTEN 1 CBA3en Mexay Humu. OgHako
30€eCb CYLJHOCTM YyXe COOTBETCTBYET He OfHA, @ HECKONMbKO CBS3aHHbIX Mexay coboi Tabnuy BI. 370
NPMONMKaET NOHATIE CYLLHOCTM (Kak 0ObeKkTa peanbHOro Mupa) K ToMy, KOTOPOE Mbl UCMONb3YeM B XW3HM, YTO
NO3BONSIET NPOEKTMPOBATL B TEPMUHAX peanbHOi NpeaMeTHON obnacTy.

CyLLeCTBEHHbIM NMPEUMYLLECTBOM MOAXOAA SBMSETCA BOMOXHOCTb [JanbHeiiwen paboTbl B 3TUX TEPMUHAX,
abctparmpysce 0T mandeckoro cnocoba XxpaHeHus MHAOpPMaLMM ANs KaKOOW CylHOCTU. B yacTHocTM, 3To
obecneunsaeT CASE-cucteme METAS CBOICTBO HE3ABUCUMOCTM OT TUMa ucnonbayemoit CYB[] n BO3MOXHOCTb
paboTbl ¢ HeogHOPOoaHbIMK B[,



238 Information Systems

[na npakTU4eckon peanu3aumm W3NOXEHHOro Bbllle noaxoaa Obln co3faH KOMMOHEHT «flosuyeckas moderby
(/TM), KOTOpbI ONMPAEeTCs Ha MeTafaHHble NOrMYeckoro YpoBHS. Vcnonb3ys 3TOT KOMMNOHEHT, BCE OCTarnbHbIe
KOMMOHEHTbI CUCTEMbI UMEIOT BO3MOXHOCTb paboTbl ¢ B[] He HanpsMmyto, a B TEPMUHAX TOMMYECKOrO YPOBHS, YTO
3HaunTenbHo obneryaet ux HanucaHue. Mpy 3TOM CyLLeCTBYeT AOCTAaTOMHO NPOCTas BO3MOXHOCTb J06aBneHNs
B JIM HOBO# OYHKLIMOHANBHOCTH, HANPUMER, BO3MOXHOCTb reHepaLyi HOBbIX BUOB 3anpoCoB.

B maHHOM cTaTbe Mbl PAaCCMOTPUM TOMBKO OCHOBHbIE MPUHLMMbI U MOHATHS, UCMONb3yeMble Npu nocTpoeHun JIM.
Bonee nogpobHoe ee onucaHne MOXHO HalTW, Hanpumep, B cTaTbsx [3,4].

OCHOBHbIe NOHATUA NOrM4Yeckon Mmoaenu

B JIM pearnbHo cyLecTBytoLme 06beKTbI NpeacTaBnstoTcs Habopom xapakTepucTuk (aTpubyTos). ITu atTpubyThl
OU3MYECKU MOTYT XpaHUTLCS B pasHbix Tabnmuax @M. Moatomy BBeAeEM HEKOTOPYIO 0606LLatoLLY0 TOTUYECKyo
KOHCTPYKLMIO — CYLYHOCTb — NPEeACTaBNSAIOLLYI0 COBOIA COBOKYMHOCTbL 3TUX aTpubyTOB.

[ns wnnoctpauum paccMoTpum parmeHT B[, xpaHswen nHhopMaumio o LWKonax, a UMEHHO, UX HOMepax U
TMNax (Hanpumep, nuuei, rumHasus). O4eBuaHo, YTo B 0ObIMHOW pensumoHHoi Bl ans npenctaBneHust aToi
WHopmauum Heobxoaumo co3aatb ABe Tabnuupl, OAHA M3 KOTOPbIX COAEPXUT BHELIHWA KN4 ApYron. 7o 1
OyneT «pum3nyeckuin ypoBeHb» MeTafaHHbIX.

dnsnyeckun yposeHb  Jlormyeckuii ypoBeHb

Ta6nuua Tabnuua CywHocTs “Lkona”
“Tun wkonb!” *
“lUkona” on U
WoeHtudukatop WNoeHTndukatop
WpoeHtudukartop ™Mna LLKOSbI
Homep wwikonbl HasBaHue Tuna Homep Likonbl
WpeHTndukatop Tun wkornbl
TVNa LWKOsbI

Ha noruyeckom ypoBHe Anst AaHHOMO parMeHTa MOXHO BbIAENUTb CYLHOCTb «LLkonay ¢ atpubytamu «Homep»
n «Tun wkonbi». Mpu 3TOM «Tun WKOMbI» CTAHOBUTCS TakuM e aTpubyToM, Kak WU oCTamnbHble, C TeM TOMbKO
OTIIMYMEM, YTO AN HEro yCTaHaBNMBaeTCA NOMETKA, YTO ero 3Ha4eHWs BblbupatoTea U3 cnpaBoyHuka. [lanee
CyWHocTb cama obecrneynBaeT BCO paboTy C 3TUM CMPaBOYHMKOM MPO3payHO ANs MoMb3oBaTens. Takum
0bpa3oMm, Ha (hM3MYECKOM YPOBHE KaX4OW CYLHOCTb COOTBETCTBYET Habop Tabnuu. OgHa Tabnuua sBnsetcs
FMaBHOM, OCTanbHbIE CBA3aHbI C HEll COOTHOLIEHNEM « 1:M», TO eCTb ABNSOTCA CNPaBOYHUKAMM 115 Hee.

OcHosHas 3adaya cyuwHocmu — 0b6ecneynBaTh NOMNb30BaTENAM BOIMOXHOCTb paboThl B TEPMUHAX NPEeAMETHOM
obnacti, He 3agymblBasiCb Hap TeM, Kak MHopMauuWs npeacTaBneHa Ha (uU3n4eckom ypoBHe. TO ecTb Ha
IOTMYECKOM YPOBHE YXKe He Hago 3aboTUTCS O TOM, KaKoe Mone HaxoaMTCa B Kakon Tabnuue 1 kak 3Tv Tabnuupl
CBSA3aHbl. Tenepb Monb30BaTeNb MOXET OnepupoBaTh B TEPMUHAX CYLIHOCTM, TO €CTb MPOCTO yKasblBaTb ee
Ha3BaHWe B COYETAHMM C Ha3BaHWeM atpubyta. CywHocTb cama noctpout SQL BbipaxeHns, Heobxoaumble Ans
paboTbl ¢ B, n nubo cama ke ux 1 BbINOMHUT (Onepawuumn BCTaBkW, yaaneHns, 06HoBneHus nHgopmaumm B bJ),
nmbo BepHeT rotoBoe SQL BbIpaxeHWe Nonb3oBaTeNio (onepawyns BbIOOpKK).

MHorga BO3HMKalOT CUTyauuu, Korga HeobxoguMO B [OCTATOMHO CXaTOM Buae MNpeacTaBWUTb OCHOBHYHO
WHOPMALMO O KOHKPETHOM pearnibHOM OObeKkTe HEKOTOPOM CyLHOCTW. Hanpumep, cuTyauus, korga Ase
CYLLHOCTM CBsA3aHbl CBA3bI0 «1:M». lpn 3TOM CyLHOCTb CO CTOPOHbI M MmeeT atpubyT, mMpeacTaBnsoLMiA
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POANTENBCKYIO CYLLHOCTb (BHELUHMI aTpubyT). MyCTb B CYLLHOCTW «Y4eHUK» eCTb BHELHWA aTpubyT «LLkona». B
HeM HeoBX0AMMO MpefCTaBUTbL He BCHO MHGOPMALMIO O LKOME, FAe OH YYMTCS, a TOMbKO Kakylo-TO OCHOBHYIO,
[OCTaTOYHYI0 ANS ee WAeHTM(UMKaLuWW nonb3oBaTeneM, Hanpumep ee Homep. YTO WUMEHHO AN AaHHOW
CYLLHOCTM SIBNSIETCS TaKOW «OCHOBHOM MHKDOPMAUMEN» 1 ONpeaensieTcs ee npe3eHTaUMoHHbIM BbIPaXEHUEM.
[ns wkonbl 370 MOXeT ObITb ropog U HOMep, ANns yyeHuka — PUO n T.4.

[pe3eHmayuoHHoe ebipaxeHue npepcTasnseT cobon SQL-nogobHoe BblpakeHWe, B KOTOPOM  MOTYT
npucyTcTBoBaTh Ntobble aTpubyThl NpeacTaBnsieMoi CywHocTh. B Hem ponyckaetcs ucnonb3oBaHve
CTaH4apTHbIX onepauuii 1 yHKUMIA, cogepxawmxca B a3bike SQL. Bce Bctpevarowpmecs atpubyTbl AOMKHbI
ObiTb 3anucaHbl B KBagpaTHbIX ckobkax. Hanpumep, NS ydyeHuka [OMYCTUMO Takoe Npe3eHTaLMOHHOe
BblpaxeHue: [familiaJt[imia]+[otchestvo].

Kak yxe bbIrio cka3aHo Bbllle, kaxaas CyLLHOCTb NpeAcTaBnseT coboil COBOKYNMHOCTL aTpubyToB. ATpnbyTsl y
CYLLHOCTY BbIBAOT HECKOMbKWX BUAOB.

o CobcmeerHbili ampubym cywHocmu. 310 noboit aTpubyT 13 rmasHOM Tabnuubl.

e Ampubym cnpagoyHUKka. [Nl KaXOOro CpaBOYHMKA CYLUHOCTM B Hee [00aBMnseTcs OTAENbHbIA aTpuoyT,
KOTOpbI MMEET CCbINIKy Ha COOTBETCTBYtOLIEE eMy WHGOPMALMOHHOE mnonie Tabruubl-CipaBoYHmMKa. [Mpy
paboTe ¢ 3TUM aTpUOYTOM MOXHO BbIGMpaTb HEOOXOAMMbIE 3HAYEHWS! M3 CMMCKA 3HAYEHUIA B CTIPABOYHMKE
N1 BBOAMTb HOBOE 3HaYeHMe (Toraa oHo ByaeT 3aHECEHO B CMPABOYHMK).

e BrewHut ampubym. Ecnu faHHas CyWHOCTb CBS3aHa C ApYron oTHoweHuem «M:1», To y Hee nosBuTCS
[ONOMNHUTENbHBIA aTpubyT, copepxaluii nHgopmaumio 06 3Ton ceA3u. Hanpumep, B CYLIHOCTU «Y4EHUK»
€CTb BHELHWA aTpubyT, NPeACTaBnsoWMA POAUTENBCKYID CylHOCTb «llkoma». Pabota € BHEWHWMM
aTpubyTtamm aHanormyHa pabote ¢ aTpubyTamu CnpaBOYHMKA, HO €ro 3HAYEHMs MOXHO TOMBKO Bblbuparth, a
He N3MeHsATb Unn o6aBNATb.

o Kmoyegoli ampubym. Ha camom pene 370 0Obl4HBIN COBCTBEHHLIN aTpubyT. OH COAEPXMT CCbINKYy Ha
Knto4eBOe norne rnaBHo Tabnuubl, TO eCTb OAHO3HAYHO OMPEAENSET 3Ha4EeHUs BCeX OCTanbHbIX aTpubyTOB.
OTO NOHATME BBOAMTCA UCKMIOYNTENBHO ANs yaobcTea paboTsl.

C aTpubyTamm CyLLHOCTM He crieayeT nyTaTb Tak HasblBaeMbli NPe3eHMayUoHHbIl ampubym. OH He siBnseTcs
aTpubyTOM B 0ObIYHOM CMbICTIE, €T0 3HaYeHWe He xpaHuTcs B Bl 3T0 HekoTopoe 3HaueHne, BbluMCnsoLLeecs
Ha OCHOBE MPE3EHTALMOHHOMO BbIPAXEHUS W MPEACTABNAIOLEE OCHOBHYI WHGOpMaumio o cywHocTi. C
aTpubyTOM €ro POAHMT TO, YTO OHO BMECTE CO 3HAYEHUSIMM OCTaNbHbIX aTpuByTOB XPAHUTCS B KaXaom
9K3EMNASPE CyLYHOCTH.

Beenem noxstue cBsisn mexay cywHoctamu. OHO SIBNSIETCS aHanorven ceasen Mexay tabnuuami, Tonbko Ha
IOTMYECKOM YPOBHE, TO eCTb B TEPMUHOMOTMM npeameTHon obnactu. Hanpumep, cywHocTb «LUkona» MOXeT
ObITb CBSA3aHa C CyLLHOCTbIO «0pod» cBA3blo M:1, onpeaensioLien ee MECTOHAXOXAEHME.

I'Iou,qepxmaaemﬂ [Ba OCHOBHbIX TMa CBA3M, Kaxablil 13 KOTOPbIX UMEET CBOU 0C0oBEHHOCTM.

e 1:M. B atom cnyyae CBf3b COOTBETCTBYET (puanyeckon cBAn «1:M» mexgy rnaBHbiMu Tabnuuamu
CyLLUHOCTEN.

o M:M. [aHHas cBa3b cooTBETCTBYET huanyeckoir cessm «M:My, kotopasi B pensumorHbix CYB[ peanuayetcs
C NMOMOLLbHO MPOMEXYTOYHON Tabnnubl.

[ns no6oi CBA3M MOXET KOHKPETU3NPOBATLCS KOMMYECTBO CYLLHOCTEN C KaAOo CTOPOHBI. [115 3TOro y Kaxaow
CTOPOHbI CBSA3M YKa3bIBAETCA MWHUMANbHOE M MakcUMaribHOe KOMUYECTBO CYLLHOCTEW, Y4YacTBYHOLUMX B HEMW.
Hanpumep, B Tvne «1:M» Bo3MOXHbI cregytowme noatunbl: «1:2..3», «0..1:0..1», «0..1:1»u 4.
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MocTpoeHne maTemaTM4eckon Moaenu

Ona noctpoeus anroputmoB pabotbl CASE-cuctembl METAS Heobxogumo dopmanuaoBaTh oOnucaHue
“Cnonb3yemblx B HEW MeTadaHHbIX Bcex ypoBHel. pusedem opmanbHoe onpegeneHne CucTeM MeTagaHHbIX
(PU3NYECKOTO W FOTMYECKOro YpOBHEW B BUAe rpachoBoM mogenu. B kayecTBe npumepa ee UCnonb3oBaHWs
OnWLLIEM OAMH W3 anropuTMOB BepUchMKaLn NpeaMeTHON obnacTy.

®unsnyecknit ypoBeHb

lMycTb Fields — HekoTopoe abCTpaKTHOE MHOXECTBO. JNEMEHTbI 3TOr0 MHOXECTBA HA30BEM NosIsAMU. MHOXeCTBO
Tables B3aMHO He NepPeceKaoLLXCcs MOAMHOXKECTB NONEN Ha30BEM MHOXecmeoM mabnuly, a ero ANeMeHTbl —
mabnuyamu. [ns kaxgon Tabnuibl MHOXeCTBO ee nonen HasoseMm F(t)c Fields.

Onpegenum GuHapHoe oTHoleHue RcFieldsxTables. 310 OTHOWEHWE HA30BEM MHOXECTBOM CBSI3ei MeXOy
Tabnuuyamun. bByaem ucnonb3oBaTth CrieaytoLLyHo 3anich:

reR < r=(f,t), fe Fields, te Tables.

Takum obpasom, kaxaast CBs3b reR npoBoaMTCs Mexay kakum-1o nonem fe Fields, npuHagnexalimum ogHon n3
Tabnuu, v apyron Tabnuuei uenrkom (To ecTb LiENoMy NOAMHOXECTBY MHOXeCTBa Fields). Mpn aToM BO3MOXHA
cutyaums, yto reR, r=(f;t), te Tables, feF(t), To eCTb CBA3b NPOXOAMT OT MO HEKOTOPOW TabnuLbl K 3TOM e
Tabnuue.

INornyeckuit ypoBeHb

[MycTb Attr — HekOTOpOE abCTPaKTHOE MHOXECTBO. DNEMEHThI 3TOr0 MHOXECTBA Ha30BEM ampubymamu.

Pa3obbem Bce MHOXeCTBO aTpubyTOB Ha rpynnbl, Kaxayto U3 KOTOPbIX HA30BEM CyWHOCMbH0. MHOXECTBO BCEX
cywHocTen Ent [OmKHO ObiTb OUSBLIOHMKMUBHBIM, 3TO 03HA4aeT, YTO C OAHOW CTOPOHbI, KaxAablid aTpubyT
MHOXecTBa Altr LOmKeH NpuHagnexaTb Kakon-nmbo CyLWHOCTU, C APYroi CTOPOHBI, CYLLHOCTM He NepeceKkaroTcs.
Ecrm obosHauuth 3a A(e)cAtfr — MHOXeCTBO Bcex aTpubyToB, npuHagnexawmx CylwHoctn eeEnt, T0

(hopManbHo crpaBeanuBbI CriefyroLLe COOTHOLEHUS: ﬂA(e) =, UA(e) = Attr.

ecEnt ecEnt

B kaxgon CywHOCTH BCe aTpubyThl MOXHO pa3butb Ha 3 HenepecekatoLwmxcs MHOXeCTBa. [ns noboi CyLHOCTH
ecEnt Hasoeem MHOoxecTBO O(e)cA(e)cAftr MHOXECTBOM CO6CMGEHHbIX ampubymog  CcywHocmu,
S(e)cA(e)cAttr — MHOxXecTBOM ampubymos cnpago4Hukos, V(e)cA(e)cAftr — MHOXECTBOM BHELWHUX
ampubymos. Takum 06pa3om, CnpaBeannBbl YCOBUS HENEPECEYEHUS STUX MHOXECTB:

VeeEnt O(e)nS(e)=9, V(e)nS(e)=9, O(e)nV(e)=4,
1 ycnosue 00513aTeNbHON NPUHAANEKHOCTU KaXA0ro aTpubyTa CyLLHOCTU OGHOMY M3 3TUX MHOXECTB:
VeeEnt VaeAe) = acO(e) v aeS(e) vaeV(e).

lMogMHOXEeCTBO aTpUbYTOB CYLLHOCTM, MCMOMNb3yeMOe Npu NOCTPOEHNUM NPE3EHTALMOHHOO aTpnbyTa, 0603HaYUM
P(e). B Hem moryT npucytcTBoBaTH aTpMbyThl M3 NMt06LIX MHOXeECTB O(€), S(e), V(e). Takum obpasom,

VeeEnt P(e)cA(e), P(e)=D.
Orctopa nonyyum Bonee CTporoe onpegeneHne NOHATUS CylHocTU. CywHOCMb onpeaenseTcs NaTepkon
e=(A,0,S,V,P),

roe Kaxgoe 13 NoCnegHNX YeTbipeX MHOXECTB €CTb MOAMHOXECTBO MHOXECTBA aTpMOYTOB C OMMUCAHHBIMM BbILLE
CBONCTBaMM.
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Ha Bcex npuBoanMbIX HUXE pucyHkax Oyaem 1cnonb3oBaTh Creaytolme rpaduyeckiie 0603HaueHUst BBEAEHHbIX
noHATUIA. pacmyeckn Bce anemeHTbl MHoxecTBa Affr Oygem o603HavaThb Kpyxkamu, a Kaxgbld SMeMeHT
MHOXecTBa Ent 6onbmum kpyrom. Ecriv aTpubyT NpuHaanexuT kakon-nubo CyLHOCTM, TO OH BydeT pacnonoxeH
Ha ee kpyre. LBeT 3akpacku atpubyTta Oyger obo3HavaTh, K kakomy u3 MHoxectB O(e), S(e) mnm V(e) oH
npuHagnexut. CoOTBETCTBEHHO, 9TO OyayT uBeTa 6Genbin, cepbii M YepHbld. MHoxecTBO aTpubyToB,
COCTaBNAKLLMX NPE3EHTALMOHHbIN aTpubyT, Byaem 06BOANTb MYHKTUPHOMN NINHUEN.

MMes uKCMpOBaHHOE MHOXECTBO aTpubyTOB, MOXHO Pa3nyHbIMK CNocobamu BbIAENUTL CYLLHOCTW Tak, YTOb
OHU Y[OBNETBOPSIM YCMOBUK AUSBIOHTKTUBHOCTW. B Kaxmoi BbIAENEHHOM CYLIHOCTW MOXHO PasnnyHbIMK
cnocobamn Bbigenutb MHOXecTBa O(e), S(e), V(e), P(e). MocTpoeHHO Mogenu 1o NMPOTUBOPEYNTL He ByaeT.
OpHako 45151 NPaKTUYECKOro UCMOoNb30BaHNs MOAENb A0MKHA COOTBETCTBOBATL PeanibHON NpeaMeTHoI obracTy,
a B Hell BCe pa3bueHns atpubyToB Ha CYLYHOCTW W aTpubYTOB NO TUNaM OnpeaensieTcs 0OaHO3HayHo. MoaTtomy
MOXHO CYMTaTb, 4TO aHHble pa3bueHns O4HO3HAYHO OnpeaeneHbl.

O6o3HauMM Y — MHOXECTBO BCeX BHELHWX aTpubyToB Beex CywHocteil. Torga Y = UV(e). Beenem

ecEnt
otobpaxenue W, koTopoe kaxaomy Ve Y CTaBuT BO B3aMHO OJHO3HA4YHOE COOTBETCTBUE HEKOTOPYHO CYLLHOCTb
eeEnt. Qpyrumu criosamu:
welW < w=(v,e), veV(e1), e,eiknt.

Takum obpasom, kaxgas ceasb we W npoBogutcs Mexay OAHUM W3 BHELHMX aTpubyTOB OAHOM CYLYHOCTW M
HEKOTOPOW ApYroi CcywHocTbio. Mpu 3ToM Bo3MOXHa cuTyaums, uto we W, w=(v,e), ecEnt, veV(e), T0 ecTb
CBS3b MPOXOAMT OT CYLLHOCTY K Hel camol. ['padhnyecku Takas cBsisb byaeT 0bo3HauaTbCs HanpaBIeHHON Oyroi
OT BHELLHEro atpubyTa K CyLLHOCTH.

Btopoe 6uHapHoe oTHoweHne McEntxEnt HasoBem MHOXeCTBOM cBsideit «M:M» («MHOrVe-Ko-MHOTUMY) MeXay
cywHocTamu. Tak kak B MpeaMeTHo ob6nactv Mexmy ABYMS CYLUHOCTSAMU MOXET OblTb HECKONMbKO CBS3ei
«M:M», ee mopenb Byadet npeactaBneHa mynbmuepachom unu 2pachoM ¢ napasnnenbHbiMu pebpamu, To ecTb
rpaghom, B KOTOPOM MEXAY BEPLUMHAMKU MOXET ObiTb HECKONbKO NapannenbHbIx ayr [9]. Ans ux naeHTudmkaummn
npeanaraeTcs Kaxgon nape CTaBuTb B COOTBETCTBME MOMETKY, €€ YHWKANbHOE UMS. ITO UMS B JaNbHENLLEM
OypeT vcnonb3oBaThCA MpY peanusauun, Hanpumep Npu NOCTPOEHUU AepeBa 0BBLEKTOB, MCMOMb3YEMOro A/
HaBuraumm nonb3oBatens no cucteme [6]. CnegosatensHo, kaxaas cease «M:M» npegcrtasnsiet cobomn Tponky
(e1,62,name), roe e1,e2 — CBA3bIBAEMbIE CYLLHOCTY, @ hame — YHUKanbHoe UMs 3ToN cBA3W. byaem ncnonb3osatb
creayoLLyro 3annch:

meM < m=(e1,e2name), e1,e2€Ent, name e String.
Takum 0bpasom, kaxaas CBsA3b meM npoBoanTCs Mexay ABYMS CYLHOCTSMM LenukoM. [padmyecku Takue
cBsi3n byaem n3obpaxatb HeHanpaBneHHbIMIU AyramMin MeXay CyLIHOCTSMM.

Paccmotpum npumep. IycTb y Hac ecTb CywHOCTH «LLkona» ¢ Co6CTBEHHBIM aTpubyTOM «HOMEP» U «Y4eHUK» C
atpubytamm «®MO» (cobcTBeHHbIN aTpubyT), «los» (aTpmbyT cnpaBouHuka), «LLkona yyeHuka» (BHELUHWIA
atpubyT), co cnegytowmmu atpubytamn. OHu cBa3aHbl kak «1:M» yepes atpubyT «Llikona ydeHukay.

Y y4yeHUKa MOXHO B KauecTBe MPEe3EHTALMOHHOTO aTpubyTa MOXHO MCMonb3oBaTh BblpaxeHue «OMO»+
“+«lLikona yyeHukan, a Ans WKOMbI — 3Ha4eHWe ee aTpubyta «Homepy.
B aTOM npumepe MHOXeCTBO Aftr COCTOUT U3 YeTbIpeX areMeHToB, Ent — u3 ayx. Mpu aToM ecnn e1e Ent — 310

CYLWHOCTb «YueHuk», e, Ent — 3T0 CyLUHOCTb «Llikona», To A(e1) COCTOUT U3 TPEX 3NEMEHTOB, A(ez) — 13 OAHOTO.
O(e1), S(et), V(e1) cogepxat no ogHomy aTpubyTy yuyeHuka, a MHOXecTBO P(e1) — aBa atpubyta: «@MO» n
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«llikona y4eHukay». [ns wkonbl MHOXecTBa S(ez) M V(ez) nycthl, a mHoxectBa O(et) u P(er) copepxar
€MHCTBEHHbIN aTpubyT «Homep».

Yuenuk Ixona

Tponky L=(Ent, W, M) Hasosem nomHbiM 2pagom npedmemHol obaacmu. [lof TEPMUHOM  «MOMHbIAY
nogpasymeBaeTcsi, YTO B MOLENb BKIOYEHA BCA WMHQOpMaUMs 0 npeameTHol obnactu. B panbHeliuem mbl
Oyoem paccmaTpuBaTh Takke YNpOLeHHble rpadibl, MOMyYeHHble W3 MOMHOT0 C MOMOLLBK  Kakoro-nnbo
npeobpa3oBaHns. Hanpumep, eCnn B Kakoi-TO 3afade Hac He MHTepecytoT cessn «M:My, To B nonHom rpade
HeobXx0OuMO 3aMeHUTb MHOXECTBO M Ha nycToe MHOXECTBO. [MonyyeHHbI YNpOLLEHHbIA rpad MOXeT ObiTb
yaobHee Ans peLleHns 3Toi 3agauu.

M3 ckasaHHOrO Bblle CriegyeT, 4TO NOMHbIA rpad npeameTHoM obnactm obnagaer  cregyloLMmm
0COOEHHOCTAMU: 3TO CMewaHHbIU rpad (TO ecTb C OPUEHTUPOBAHHBIMU M HEOPUEHTUPOBAHHLIMU Ayramu), C
napannenbsHbiMi pebpamu u neTnsamu.

B TepMuHax pacCMOTPEHHbIX rpacdhoBLIX MOAENEN MOXHO CO34aTb anropUTMbl, PELlatoLLMe pasniiHbie 3afaun B
onuceiaemorn CASE-cucteme. Hanmpumep, 3t0 MOryT ObiTb anroputMbl BbIAENEHUS NOACXEM AaHHbIX,
anropuTMbl peunHxeHepuHra u murpaumn [1]). B cnegytowem pasgene OyaeT paccMOTpeH Apyrod npumep
NPYMEHEHNS 3TUX MOAeneN.

WUcnonb3oBaHue rpacdoBon Mmopeny ana Bepudmkaumm MeTagaHHbIX

MocTpoeHHas rpacoBas Mofenb NPeAcTaBnseT MeTafaHHbIe CUCTEMbI, KOTOPbIE UCMOMb3YIOTCS ANS reHepaLmuy
BCeil dhyHKUmMoHanbHocTu MC. Ecnn npu nocTpoeHUn MeTafaHHbIX paspaboTumk caenaet owmbky, TO OH MOXeT
9TOr0 He 3aMeTUTb, TaK Kak cucTemMa MeTagaHHbIX 06bI4HO JOCTATOMHO CriokHas. B To xe Bpemsi B npouecce
noctpoenns MC no HeBepHbIM MeTaaaHHbIM MOTYT BO3HUKHYTb HexXenaTenbHble adekTbl. [1oaTomy B cucteme
BOMKHbI BbITb peanu3oBaHbl anropUTMbl, KOTOPbIE €LLE Ha 3Tane NPOEKTUPOBaHUS aHANW3MPYIOT CTPYKTYPHbIe
cTaTh4Yeckne CBOCTBA MOLENN 1 NO3BONSIOT BbISBUTL HEKOTOPbIE TUMbl OLIMGOK.

[ns onucaHWst HEKOTOPbIX TakWMX anropuTMOB B TEPMWHAX MOAENMM 3a4acTyld BO3MOXHO MCMONb30BaTh
ynpoweHHbie rpadbl NpeameTHo obnacti. OHM MOryT BbITb NOMYyYEHbI U3 NOMHOTO C MOMOLLbIO OTOOPAXKEHNI,
pa3nnyHbIX ANS Kaxgoro anroputma. Hanpumep, Ans HEKOTOPbLIX anropuTMoB U3 rpada MoryT 6biTb yopaHbl
cBssn «M:My, ons gpyrux — atpubyThI.

MpvBeseM NpuMep anropuTmMa NpoBepK MOAENN NpeaMETHOI 061acTi Ha Hanuume LVKIOB.

B paHHOM criyyae noa TEpPMUHOM YUKITOM nofpasymeBaeTtcs criegytowee. MycTb y Hac eCTb ABE CYLUHOCTH, B
KagoW M3 KOTOPbIX €CTb BHELUHWIA aTpubyT, pOAMTENbCKOM CYLIHOCTBIO AN KOTOPOro sBnseTcs apyras
cywHocTb. MycTb oba aTux atpubyta BXOAAT B COCTaB Mpe3eHTaLMOHHOro atpubyTta Ans CBOMX CYLWHOCTEN.
Torga npu nomMbiTke 3anmpocuTb  MHAOPMALMIO O MEpBOM  CYLHOCTW, HEeoOXoaMMO Y3HaTb 3HauyeHue
Npe3eHTaLMOHHOro atpubyta BTOPON CyLLHOCTU. HO Tak kak B HEro BXOAUT BHELWHUI atpubyT, 4ns 3Toro Hago
3anpocuTb  WHGOpMaLMo O Mpe3eHTaLUMoHHOM aTpubyTe nepBon CylwHocTh. B pesynbtate obpasyetcs
LMKnMYeckas Ceblfika, M CUCTEMa He CMOXET BbIMOMHUTL 3anpoc. ECTECTBEHHO, YTO TaKOW LMKN MOXET BKMKYaTb
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1 bonee OBYX CyLu,HOCTGIZ 1 BbITb MEHEE OYEBMAHBIMM. HOSTOMy noaobHble LUMKNbl HeobXoanMo McknvaTh elle
Ha 3Tane NpoeKkTUupoBaHUA.

PaccmoTpum chopmManbHyo MOZESb 3TOW CUTyauum.

B rpadhe npegmeTHo 06nacTy B 3TOM Cryyae Hac He MHTEPECyHT Hu cBsA3n «M:M», HM cOBCTBEHHbIE aTpUbyThI,
HW aTpubyTbl crpaBoyHuKa. M03ToMy B ynpoLieHHOM rpade B MHOXeCTBe Atfr ByayT npucyTCTBOBaTb TOMBKO
BHeWHWe aTpubyTbl. CyLLHOCTM M MHOXECTBa WX MPe3eHTaLWOHHbIX aTpnbytoB P n BHewHWx aTtpubytos V
ocTaHyTcst Te xe. He namenutcs u MHoxecTBo W (To ecTb cBsian «1:M»). Mpu 3TOM Haao Y4ECTb, YTO HAPYLLMTCS
ycnosue P(e)=J, HO 3T0 He ABNAETCA CYLLECTBEHHbIM ANs JaHHOM 3afauu.

Monyuum rpady L1=(Ent,W,3), rae Enti={e}}, e=( Attr(e)) \ O(e:) \ S(e)), &, &, V(ei), P(ei)), T0 ecTb

Li=(Ent,,W,D), Enti={e}, e=(V(e), T, B, V(ei), P(ej)).

BBenem opmanbHoe onpefeneHie Lukna.

Myctb RV(e1,e2) — MHOXeCTBO aTpubyTOB, YAOBNETBOPSIOLMX CMEAYIOLLEMY COOTHOLLEHWIO:
VaeRV(e1,e2), acV(er), acP(e1), Iwie W, w=(a,e2), e1,e2€Ent.

MycTb BbINOMHAETCS CrieaytoLLee YCroBue:

Jare RV(e1,e2), Jaze RV(e1,62), ..., Jan1e RV(en1,en), Jane RV(ene1), icEnt, i=1..n.

B aTom cnyyae Gygem rosopuTs, YTO B rpade NpeamMeTHOM 06nacTv NPUCYTCTBYET UUKIT.

Mpumep rpadha npegmMeTHON 06nacTh, CoaepX)aLLni LMK, NPUBEAEH Ha PUCYHKe.

OyeBWAHO, YTO €CNW BHELIHWA aTpubyT HE BXOAMT B COCTaB MPE3EHTALMOHHOr0, TO Ha Hannyue UVKMOB OH He
BnnsieT. Mo3ToMy Hall rpacdh MOXHO eLle YnpocTUTb, yopaB 13 Hero Bce nofobHble atpubyTbl. COOTBETCTBEHHO,
Heobxoaumo ybpaThb 1 COOTBETCTBYIOLME UM CBA3M «1:My. Monyunm cnegytowmin rpad:

L2=(Ent2,W2 Entz e|} W2 V|J, eeEnt e= {V” @ @ V|J} Pe| V|J€V e| V|]€P(e|)

[anee 3ToT rpadh MOXHO CBECTM K KIacCUYeCKOMY HanpaBrieHHOMY rpady, eCriv NpuHsTb, YTO BCE BHELUHME
aTpubyTbl — 3TO BepLUMHbI rpadha, a 4yrv OT OAHOW BEPLUMHBI K APYroi NpUCYTCTBYIOT TOrAa W TOMbKO TOrga,
Korga BHELUHMA aTpubyT, COOTBETCTBYIOLLEN MEPBOW BEPLUMHE, CBSA3AH C CYLLHOCTHI0, COOepXalleli BHELHMI
aTpubyT, COOTBETCTBYIOLWA BTOPON BEPLUMHE:

G=(GV,GE), GV={v}, vieAttr, , GD={(v;,vj)}, YVijeAz(e), w=(vi,e)eW>, ec Ent

3pech nog Attr, nogpasymeBaeTcs MHOXECTBO Bcex aTpubyToB rpadia L, a nog Ax(e),
ee Ent,— ero noOAMHOXECTBO ANs CyLIHOCTM €.

[lanee MoXHO 1cnonb3oBatb NtobOM anropuT™ Noucka LyKnos B rpade.
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3aknioyeHue

Takum obpasom, B paboTe NpeanoxeH noaxon k onucaHuio B, nossonstowmii pabotatb ¢ Hell B NPUBbIYHbIX
ANs nonb3oBaTens TepMuHax npeameTHon obnactu. [Mpu atom He TpebyeTcs yuuTbiBaTb OCOGEHHOCTM
(OM3MYECKOTO XPaHEHUs PensLMOHHbIX AaHHbIX M Tun ynpasnawowen CYBA. OnucaHbIi opmansHo, B
TepMUHaX rpacpoBoi MoZenu, 3TOT MOAXo4 no3sonun paspabotatb anroputMm BepudmKauuM npeaMeTHO
obnactu.

ManoxeHHas Teopus Mofyyuna npakTM4Yeckoe ucnonb3osanue npu cospaqum siapa CASE-cuctembl METAS. Ha
OCHOBe nocrnegHei Obinn paspabotanbl IC «O6pasosaHue Mepmckon obnactn» n «MexseaomcTeeHHas MC
nepcoHndnLMpoBaHHoOro yyeta getei Mepmckoit obnactu», Kotopble ObinM YCMELHO BHEOPEHLI B OMbITHYHO
aKCnyaTauuio B cucteme obpasoBanus Nepmckoro kpas Poccu.

PesynbTathl paboThl fonyckaT 0bobLueHne Ha cryyai pacnpegeneHHon B, korga MHgopMaums XpaHuTes Ha
pasHbIX y3nax ceTu. B gaHHbIN MOMEHT BeyTCs pa3paboTky B 3TOM HanpasneHuu [5).
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DIMENSIONING OF TELECOMMUNICATION NETWORK BASED ON QUALITY
OF SERVICES DEMAND AND DETAILED BEHAVIOUR OF USERS

Emiliya Saranova

Abstract: The aim of this paper is to be determined the network capacity (number of internal switching lines)
based on detailed users’ behaviour and demanded quality of service parameters in an overall telecommunication
system. We consider detailed conceptual and its corresponded analytical traffic model of telecommunication
system with (virtual) circuit switching, in stationary state with generalized input flow, repeated calls, limited
number of homogeneous terminals and losses due to abandoned and interrupted dialing, blocked and interrupted
switching, not available intent terminal, blocked and abandoned ringing (absent called user) and abandoned
conversation.

We propose an analytical - numerical solution for finding the number of internal switching lines and values of the
some basic traffic parameters as a function of telecommunication system state. These parameters are requisite
for maintenance demand level of network quality of service (QoS). Dependencies, based on the numerical-
analytical results are shown graphically.

For proposed conceptual and its corresponding analytical model a network dimensioning task (NDT) is
formulated, solvability of the NDT and the necessary conditions for analytical solution are researched as well. It is
proposed a rule (algorithm) and computer program for calculation of the corresponded number of the internal
switching lines, as well as corresponded values of traffic parameters, making the management of QoS easily.

Keywords: Telecommunication Network, Circuit Switching, Network Traffic, Terminal Traffic, Human Factors,
Network Dimensioning.

1. Introduction

The purpose of the teletraffic theory is to find relation between quality of services and equipment cost [Iversen
2004]. This is very important for a good planning and controlling of telecommunication networks.

The Quality of service (QoS) concept is defined in the ITU-T Recommendation E-800 as: “The collective effect of
service performance, which determines the degree of satisfaction of a user of the service”.

QoS parameters are administratively specified in Service Level Agreement (SLA) between users and operators.
These QoS parameters (from a contract of SLA) are reflecting on GoS parameters.

Network dimensioning is necessary for designing and control of network and its level of quality of services (QoS),
in an advance determined level.

Based on a given set of QoS requirements, a set of GoS (Grade of service) parameters are selected and
determined as functions of human behaviour characteristics.
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2. Conceptual Model

In this paper we consider detailed conceptual and its corresponded analytical traffic model [Poryazov 2005b] of
telecommunication system with channel switching, in stationary state, with BPP (Bernoulli-Poisson-Pascal) input
flow, repeated calls, limited number of homogeneous terminals and losses due to abandoned and interrupted
dialing, blocked and interrupted switching, not available intent terminal, blocked and abandoned ringing and
abandoned conversation.

The conceptual model of the telecommunication system includes the paths of the calls, generated from (and
occupying) the A-terminals in the proposed network traffic model and its environment (shown on Fig. 1).

The names of the virtual devices used are constructed according to the device position in the model.

_dem.Fa " Fo (Nab*M Yab) |
S cd 1+ ;’ 77777777777777777777 (eopy }-oof 1 o0 “cc]
inc. Fa T 3 I |
a lad ]| id | !bsHlans ' br| |[ar] [ac | i
U(S TIO0—=r | Orid Orrd O de—0 |l'b - T Owr ]
& [rad][rid] 'rbs]||ris |[rns] ‘rbr] [rar] ‘rac][rcc]
= oo x X X . -
STAGE: dialling; switching; ringing; communication.
BRANCH EXIT: BRANCH: Generator:
I = repeated; € = enter :]Terminato’r;
t = terminated a = abandoned; ¢ ] Modifier;
= not considered. p = blocked: [1Server;

i = interrupted:; (_]Enter Switch;

N = not available; _© Switch;
C = carried. Graphic Connector.

Virtual Device Name = <BRANCH EXIT><BRANCH><STAGE>

Fig. 1. Normalized conceptual model of the telecommunication system and its environment
and the paths of the calls, occupying A-terminals (a-device), switching system (s-device)
and B-terminals (b-device); base virtual device types, with their names and graphic notation.

2.1. The Comprising Virtual Devices

The following important virtual devices on Fig.1 are shown and considered:

a = comprises all the A-terminals (calling) in the system (shown with continuous line box).

b = comprises all the B-terminals (called) in the system (box with dashed line).

ab = comprises all the terminals (calling and called) in the system (not shown on Fig.1);

s =virtual device corresponding to the switching system. It is shown with dashed line box into the a-device.

Ns stand for the capacity (number of equivalent internal switching lines) of the switching system.

2.2. Stages and Branches in the Conceptual Model:

Service stages: dialing, switching, ringing and communication.
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Every service stage has branches: enter, abandoned, blocked, interrupted, not available, carried
(correspondingly to the modeled possible cases of ends of the calls' service in the branch considered).

Every branch has two exits: repeated, terminated (which show what happens with the calls after they leave
the telecommunication system). Users may make a new bid (repeated call), or to stop attempts (terminated call).

2.3. Device Parameters and its Notations in the Conceptual Model:

Letter F stands for intensity of the flow [calls/sec.], P = probability for directing the calls of the external flow to the
device considered, T = mean service time, in the device, of a served call [sec.], Y = intensity of the device traffic
[Erl], N = number of service places (lines, servers) in the virtual device (capacity of the device). In the normalized
models [Poryazov 2001], used in this paper, every virtual device, except switches, has no more than one
entrance and/or one exit. Switches have one entrance and two exits. For characterizing the intensity of the flow,
we are using the following notation: inc.F for incoming flow, dem.F, ofr.F and rep.F for demand, offered and
repeated flows respectively (ITU E.600). The same characterization is used for traffic intensity (Y).

Fo is the intent intensity of calls of one idle terminal; inc.Fa = Fa is intensity of incoming flow of A-terminals and
Mis a constant, characterizing the BPP flow of demand calls (dem.Fa). If M = -1, the intensity of demand flow
corresponds to Bernoulli (Engset) flow model, if M =0 - to the Poisson (Erlang), and if M= +1 - to the Pascal
(Negative Binomial) flow model. In our analytical model every value of M in the interval [-1, +1] is allowed. The
BPP-traffic model is very applicable [lversen 2004], but in the numerical examples, presented here, M =0,
because the conclusions made are independent of the input flow model.

2.4. The Main Assumptions of the Model:

For creating a simple analytical model, we make the following system of fourteen (A-1 — A-14) assumptions
[Poryazov 2005b]:

A-1. (Closed System Structure) We consider a closed telecommunication system with functional structure shown
in Fig. 1;

A-2. (Device Capacity) All base virtual devices in the model have unlimited capacity. Comprising devices are
limited: ab-device contains all the active Nab € [2, ) terminals; switching system (s) has capacity of Ns calls

(every internal switching line may carry only one call); every terminal has capacity of one call, common for both
incoming and outgoing calls;

A-3. (A-Terminal Occupation) Every call, from the flow incoming in the telecommunication system (inc.Fa), falls
only on a free terminal. This terminal becomes a busy A-terminal;

A-4. (Stationarity) The system is in stationary state. This means that for every virtual device in the model
(including comprising devices like switching system), the intensity of input flow F(0, 1), call holding time T(0, t) and
traffic intensity Y(0, t) in the observed interval (0, t) converge to the correspondent finite numbers F, T and Y,
when =% _In this case we may apply the theorem of Little (1961) and for every device: ¥ = FT ;

A-5. (Calls' Capacity) Every call occupies one place in a base virtual device, independently from the other devices
(e.g. a call may occupy one internal switching line, if it find free one, independently from the state of the intent
B-terminal (busy or free));

A-6. (Environment) The calls in the communication systems' environment (outside the blocks a and b in Fig. 1)
don't occupy any telecommunication systems' device and therefore they don't create communication systems'
load. (For example, unsuccessful calls, waiting for the next attempt, are in "the head of" the user only. The calls
and devices in the environment form the intent and repeated calls flows). Calls leave the environment (and the
model) in the instance they enter a Terminator virtual device;

A-7. (Parameters' undependability) We consider probabilities for direction of calls to, and holding times in the
base virtual devices as independent of each other and from intensity Fa = inc.Fa of incoming flow of calls. Values
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of these parameters are determined by users' behavior and technical characteristics of the communication
system. (Obviously, this is not applicable to the devices of type Enter Switch, correspondingly to Pbs and Pbr);

A-8. (Randomness) All variables in the analytical model may be random and we are working with their mean
values, following the Theorem of Little.

A-9. (B-Terminal Occupation) Probabilities of direction of calls to, and duration of occupation of devices ar, cr, ac
and cc are the same for A and B-calls;

A-10. (Channel Switching) Every call occupies simultaneously places in all the base virtual devices in the
telecommunication system (comprised of devices a or b) it passed through, including the base device where it is
in the moment of observation. Every call releases all its occupied places in all base virtual devices of the
communication system, in the instant it leaves comprising devices a or b.

A-11. (Terminals' Homogeneity) All terminals are homogeneous, e.g. all relevant characteristics are equal for
every terminal;

A-12. (A-Calls Directions) Every A-terminal directs uniformly all its calls only to the other terminals, not to itself;

A-13. (B-flow ordinariness) The flow directed to B-terminals (Fb) is ordinary. (The importance of A-13 is limited
only to the case when two or more calls may reach simultaneously a free B-terminal. A-13 may be acquitted from
results like in (Burk 1956) and (Vere-Jones 1968);

A-14. (B-Blocking Probability for Repeated attempts) The mean probability (Pbr) of a call to find the same
B-terminal busy at the first and at the all following repeated attempts is one and the same.

3. Analytical Model

3.1. Some General Equations
For the proposed conceptual model we derived the following system of equations (Poryazov, Saranova 2005):

Yab = Fa[S, - S,(1—- Pbs) Pbr — S, Pbs] (1.1)
Fa = dem.Fa + rep.Fa (1.2)
dem.Fa = Fo (Nab + M Yab) (1.3)
rep.Fa = Fa[R, — R, Pbr (1— Pbs)— R, Pbs] (1.4)

Phy = ;‘;[Z_]] in caseof 1<Yab< Nab,
0 incaseof 0 <Yab<l. (1.9)
Is =S,,-S,, Pbr (1.6)
ofr.Fs = Fa (1-Pad)(1- Pid) (1.7)
ofr.Ys = ofr.Fs Ts (1.8)
Pbs = Erl b (Ns, ofr.Ys) (1.9)

crr.Ys = (1—-Pbs) ofr.Ys (1.10)
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The following notations are used:

S, =Ted + Pad Tad + (1 — Pad)[Pid Tid + (1 - Pid)[Tcd + PisTis +
(1—- Pis)[PnsTns + (1 — Pns)[Tces + 2 Th]]]]

S, =(1-Pad)(1 - Pid)(1— Pis)(1 — Pns)[2Tb —Tbhr] (2.2)
S, = (1= Pad)(1- Pid)[PisTis + (1 - Pis)[Pns Tns + 23)
(1—Pns)[Tes +2Th]1]—(1— Pad)(1 - Pid) Tbhs
S,, = PisTis + (1 - Pis)[PnsTns+ (1 — Pns)(Tb + Tcs)] (2.4)
S,. =(1=Pis)(1 - Pns)(Tb + Tcs) (2.5)
R, = Pad Prad +(1- Pad ) (Pid Prid + (1- Pid) Pis Pris +
(1—- Pis)(Pns Prns +(1— Pns) Q) 20
R, =(1-Pad)(1 - Pid)(1 - Pis)(1 — Pns)(Prbr—Q) (2.7)
R, =(1-Pad)(1—- Pid){Pis Pris+ (1 — Pis)[ Pns Prms + (1 — Pns) Q] — Prbs} (2.8)
Q = Par Prar + (1 — Par)[ Pac Prac + (1 — Pac) Prcc] (2.9)
An important assumption for proposed analytical model is:
The intent intensity of calls of one idle terminal is Fo >0.
3.2. General Blocking Probability
Based on the conceptual model we define general blocking probability as follows:
Definition: General blocking probability (Pbl):
Pbl = {Pbr® Pbs, Pbr € (0,1), Pbs € (0,1) :
(1—-Pad)(1— Pid) Pbs + (1— Pbs)(1— Pis)(1— Pns) Pbr} (2.10)

Pad, Pid, Pis, Pbs, Pns, Pbr, Par, Pac and Pcc are known probabilities
(see the conceptual model).

3.3. Probabilities of Blocking Switching (Pbs) and of Finding B-Terminal Busy (Pbr).

If Pbr e[0,1], Pbs € (0,1] then each duple (Pbr, Pbs) define a value of Pb/ throw (2.10) and back, each
value of Pbl define a set of duples (Pbr, Pbs).

As GoS- parameter we consider general blocking probability Pb/ based on (2.10).

Analogously, adm.Pbl (administratively determined value of Pbl in SLA in advance) defines set of duples
(adm.Pbr, adm.Pbs) and back.

We consider general blocking probability (adm.Pbl) as a main QoS parameter, administratively determined in
advance in SLA.
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4. Network Dimensioning Task

4.1. Formulation of a Network Dimensioning Task (NDT):

1. To be dimensioned a network (to be found necessary number of internal switching lines), when in advance
level of QoS is administratively determined and the values of known parameters are dimensioned and/ or
calculated.

2. To be found the values of the unknown parameters, describing the system state in the upper case. For
example, a system parameter, describing macrostate of the system (through the value of Yab), a terminal
capacity of the system (the maximal number of active terminals Nab), intensity of demanded and repeated call
attempts (respectively dem.Fa and rep.Fa), offered to the switching system traffic intensity (ofr. Ys) and others.

Parameters in the Network Dimensioning Task:
Administrative determined parameters:

adm.Pbl and M (3.1)
Known parameters:

Fo, Th, 81, S2, S3, $1Z, S2Z, R1, R2, R3 (3.2)
Aim: To determine the number of switching lines Ns; and the following unknown parameters:

Yab, Fa, dem.Fa, rep.Fa, ofr.Fs, Ts, ofr.Ys (3.3)
Condition:

Pbl ( Pbr, Pbs) < adm.Pbl (3.4)

4.2. Solvability of the NDT:
The traffic intensity Yab characterizes the macrostate of the system. In Poryazov, Saranova (2005) is shown that

F,(S, - S,Pbs)—(F,(S, — S;Pbs)+ F,S,(1— Pbs))Pbr+ F,S,(1— Pbs)Pbr*

Yab=
¢ F,(S, = S,Pbs)—(F,M(S, — S;Pbs)+ F,S,(1— Pbs)—1+ R, — R,Pbs)Pbr+(1— Pbs) F,MS, + R, )Pbr* (3.9)
Theorem 1: If Pbr = 0 and Fo = 0, then analytical presentation (3.8) of Yab in the NDT exist.
Proof: Considering the system equations (1.1) - (1.10) when Pbr # 0 and Fo # 0 from (1.5) and (1.3) follows
dem.Fazﬂ[Pbr—l+(M Pbr+1)Yab] (3.6)
Pbr
From (1.2) and (1.4) follows
dem.Fa=Fa {1-R, +R, Pbr+(R,—R, Pbr) Pbs} (3.7)
Then (3.6), (3.7) and (1.2) gives
F,(1- Pbr)\S, - S,Pbr —(S, — S, Pbr)Pbs}
ab = (3.8)
F,(1+ MPbr){S, - S,Pbr —(S, — S,Pbr)Pbs}— Pbr{l — R, + R,Pbr +(R, — R, Pbr)Pbs}

(3.8) is new simplified expression of the (3.5).
If Fo =0, then obviously Fa =0, dem.Fa =0 and rep.Fa = 0.

Therefore, when Pbr # 0 in NDT, on the base of administrative determined values of parameters Pbs, Pbr, M and
the known parameters (3.2), traffic intensity Yab is derivable. The other system parameters in the NDT are
depending on the system state (respectively on Yab).



Fourth International Conference |.TECH 2006 251

We will prove that the values of unknown parameters (3.3) in the NDT can be derived (evaluated) through Yab
and known parameters (3.2) in correspondence of determined conditions.

Theorem 2: If
Phr=0 and Pbs <> —52E0" (3.9)
S3—S2Pbr

in the NDT, then for each unknown parameter of (3.3), an analytical expression for its evaluation exists.

Proof: Using the system (1.1) — (1.10) and from (1.1) and (3.5) by (S1 - S2 Pbr) - (S3 — S2 Pbr) Pbs = 0, follows
Fae Yab
S1—82 Pbr—(S3—S2 Pbr) Pbs
For dem.Fa from (1.3) and (1.5) is received (3.6).
Itis resulted from (1.4) and (3.9):
Yab {Ri1— R> Pbr—(R3— R2 Pbr) Pbs}
S1—S2Pbr—(S3—S2Pbr)Pbs
From (1.6) and (3.9) follows:
Yab (1-Pad)(1- Pid)
S1—82Pbr—(S3—S2Pbr) Pbs
The parameter Ts can be calculated from (1.7), and from (1.3) and (1.5) follows:
(1=Pad)(1-Pid)(Si1z—S2z Pbr)Yab
S1—82Pbr—(Ss—S2 Pbr) Pbs

Therefore, the values of the unknown parameters (3.3) in the NDT can be expressed and calculated by the
conditions of the Theorem 1 and Theorem 2.

(3.10)

rep.Fa= (3.11)

ofr.Fs=

(3.12)

ofr.Ys= (3.13)

For the network dimensioning, when the level of QoS is determined administratively in advance (for example
blocking probability Pbs), Erlangs’B - formula may be used:

Pbs = Erl_b(Ns,ofr.Ys) (3.14)
(ofr.Ys)¥
___ Nst
Erl _b(Ns,ofr.Ys)=—- (ofr 15y (3.15)
2

The number of switching lines Ns and the values of off.Ys are calculated by the conditions of the Theorem 1 and
Theorem 2.

Remark 1-2: off.Ys, being evaluated on the base of the Theorem 1 and Theorem 2 for adm.Pbs and adm.Pbr, is
resulted in a fixed value. Then Pbs = Pbs (Ns,ofr.Ys) is a function of Ns only and Pbs = Pbs (Ns).

Theorem 3: The function Pbs = Pbs (Ns,ofr.Ys), defined through (3.15) in the NDT is strictly monotone
decreasing according to Ns > 1, when ofr.Ys >0 is a fixed value.

Proof: It can be proved that Pbs (Ns+1, ofr.Ys) < Pbs (Ns, ofr.Ys). Obviously (see (3.15) Pbs(0,ofr.Ys)=1.
Using the recursion Erlangs’B - formula [lversen 2004]:
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ofr.Ys Pbs (Ns —1,0fr.Ys)

Ns + Pbs(Ns —1,0finYs)

But Erl_b(Ns,ofr.Ys) > 0 when ofr.Ys >0 and Ns > 1, Ys Erl b(Ns,ofr.Ys)+Ns+1> 0 and
Pbs(Ns +1,0fr.Ys) — Pbs(Ns,ofr.Ys) = Erl _b(Ns +1,0fr.Ys)— Erl _b(Ns,ofr.Ys) =

ofr.Ys[1— Erl _b(Ns,ofir.Ys)]-(Ns+1)

ofr.Ys Erl _b(Ns,ofr.Ys)+ (Ns+1) -

crr.Ys—(Ns+1)
ofr.Ys Erl _b(Ns,ofrYs)+(Ns+1)
Because crr.Ys < Ns follows crr.Ys — (Ns+1) < 0.

Therefore, Pbs ( Ns+1, ofr.Ys) — Pbs ( Ns, ofr.Ys) < 0 and the function Pbs = Pbs (Ns,ofr.Ys), defined through
(3.14) is strictly monotone decreasing, when ofr.Ys > 0 is fixed value.

Pbs (Ns,ofr.Ys) = (3.16)

= Erl _b(Ns,ofr.Ys)

Erl _b(Ns,ofr.Ys)

5. Analytical Solution

Based on the Assumption A-8 we are working with mean values of the parameters. Various techniques for
analyzing complex teletraffic systems require a formulation of the Erlang function that is continuous in the
parameter Ns. This is done via the integral representation [Berezner 1998].
Theorem 4: There is only one solution in the NDT through the equation

Erl b (Ns,ofr.Ys) = adm.Pbs, (6.1)
according to the number of switching lines Ns.
Adm.Pbs (0; 1] is in advance administratively determined value of blocking probability, providing of QoS.
Proof: Existence: It was proved, that the function Pbs = Pbs (Ns,ofr.Ys), defined through (3.14) in the NDT, is
strictly monotonic decreasing, when ofr.Ys >0 is fixed value. The number 1 is absolute maximum and 0 is
absolute minimum of the function. There is only one solution of the equation (3.15) for adm. Pbs <(0; 1], relying
of the Intermediate Value Theorem (Dirschmidt, H. Yorg, 1992).

Uniqueness: Admitting that there are two different solutions Ns1 # Ns2 of the equation (11.19) for adm. Pbs <(0;
1], therefore they are simultaneously fulfilled Erl_b(Ns1, ofr.Ys) = adm.Pbs and Erl_b(Ns2, ofr.Ys) = adm.Pbs, is
contradicting to Theorem 3.

It is proved that only one solution of Ns exist, fulfilling the equation (3.15) and corresponding to the determined
administratively in advance value of the blocking probability adm.Pbs (0; 1].

6. Algorithm for Calculating the Values of the Parameters in the NDT:

1. From SLA and ITU-Recommendation are specified and determined administratively blocking probability
adm.Pbl, respectively adm. Pbs (0; 1] and adm.Pbr <[0; 1]:

Yadm.Pbl = 3(adm.Pbr,adm.Pbs) :
adm.Pbr ® adm.Pbs = adm.Pbl : adm. Pbr €[0,1],adm. Pbs € (0,1]

2. The unknown parameters (3.3) in the NDT are evaluated on the base of Theorem 1 and Theorem 2, known
parameters (3.2), especially adm.ofr.Ys (adm.Pbr, adm.Pbs).

(6.1)

3. On the basis of each calculated value adm.ofr.Ys, we evaluate
Nse R, :{V(adm.ofrYs, Ns): Pbs (adm.ofr.Ys, Ns)= adm.Pbs} (6.2)
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4.If adm.Ns = sup Ns , then
Ns =[adm.Ns]+1: Pbl <adm.Pbl. (6.3)

5. For finding of the number of internal switching lines Ns, a computer program is created on the base of the
recursion Erlangs’B — formula (6.15) [Iversen 2004]. From numerical point of view, the following linear form is the
most stable:

Ns

I (Ns,ofr.Ys)=1+
(s, ofr- ) ofr.Ys

I(Ns—1,0fr.Ys), 1(0,0fr.Ys)=1, (6.4)

where I(Ns,ofr.Ys)=1/Pbs(Ns,ofr.Ys) . This recursion formula is exact, and for large values of (Ns,
ofr.Ys) there are no round of errors.

6. The received results for numerical inversion of the Erlang’s formula (for finding the number of switching lines
Ns) were confirmed with results of others commercial computer programs.

Therefore, it is proved that if Pbr =0 and Pbs = (S1 - S2 Pbr) | (S3 — S2 Pbr), then the NDT is solvable and there
is proposed algorithm for its solution.

When Pbr = 0 the network loading is rather low and it is not of great practical interest, but in this case a
mathematical research is made also.

7. Numerical Results

Among the easy computable QoS - parameters in the system (resulted from QoS- strategy of the network
operators) is blocking probability Pbl in pie-form model [Poryazov 2000]. The sum of the loss probabilities due to
abandoned and interrupted dialing, blocked and interrupted switching, not available intent terminal, blocked and
abandoned ringing and abandoned conversation in pie- form model is 1.

For finding of the main teletraffic characteristics in proposed conceptual and its corresponding analytical model,
the so called normal-form model (see Fig. 1) is used for presentation of blocking switching probability (Pbs) and
probability of finding B-terminal busy (Pbr).

Oy: Pbs

“1 . v\ L]
0.1 S \\\ \\ \\ i \l \‘ r

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Ox: Pbr

Fig. 2. General blocking probability Pblin pie-form model is presented as function
of probability of finding B-terminal busy Pbr and probability of blocking switching
Pbs in normal-form Pbr and Pbs in 3D and contour - map presentation.
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Based on the conceptual and its corresponding analytical model (1.1)- (2.9), defined general blocking probability
Pbl is presented in pie-form model in (2.10) as function of the Pbr and Pbs (which are presented in normal- form
model in the same equation).

On the Fig. 2 blocking probability Pbl is shown in pie- form model, depending on probability of finding B-terminal
busy Pbr (Ox — axis) and probability of blocking switching Pbs (Oy — axis) in normal- form model. Pbl increases
when Pbr and Pbs increase. Therefore, when adm.Pbl is predetermined as level of QoS administratively then
adm.Pbr and adm.Pbs can be determined (evaluated) correspondingly.

Oz: Ns/ Nab
(-]
o

VARRRN
\ \ |
\ \|
\/ &7\ \
] \ )
‘WA \ \ \ |
Vil

n \ Y [
"0 0.10.2030405060.70809 1
Ox: Pbr

Fig. 3. The number of equivalent internal switching lines Ns (as percentage of number of
active terminals Nab, where Nab= 7000 terminals) and general blocking probability Pb/ are
shown as functions of Pbr (Ox — axis) and Pbs (Oy — axis) in normal-form model, as well.

Conclusions of the numerical experiments:

According Pbr, Pbs and Pbl.

If Pbre[0;1] and Pbs €[2x107;0.999917] then
1. Pbl €[0;0.900896] .

2 0.000143£%s0.387857, Ns [1;2715], when Nab = 7000
a
Y.
3, 0.77x10-53"f]\;—;g.728311, ofi-Ys €[ 0.473782;12098.18] , when Nab = 7000 .
a

Ofr.Ys may exseed Nab by 73% approximately. This is “unproductiveness occupying of resources”.
4. Absolute maximum for ofr.Ys:
Maximum ofr.Ys = 12098.18 and this value is about 4.9 times greater than switching system capacity Ns = 2715.

Absolute maximum for Ns:
Ns = 2715 when Nab=7000 terminals, Ns = 38.79% of Nab. This is possible if Pbl = 0.900882 =~ 90% (maximum

theoretical value of Pbl ), Pbr= 0.876623 ~87.7% and Pbs = 9.28 x 10~ , Yab= 6136.487 Erl~87.66 % of Nab
and ofr.Ys = 2452.021 Erl = crr.Ys ~35.0289 % of Nab.
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Oz: ofr.Ys / Nab
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Fig. 4. The offered traffic ofr.Ys, the number of internal switching lines Ns and general blocking
probability Pbl are presented as function of probability of finding B-terminal busy Pbr and probability
of blocking switching Pbs in normal - form model in 3D and contour- map presentation.

8. Conclusions

1.

Detailed normalized conceptual model, of an overall (virtual) circuit switching telecommunication system
(like PSTN and GSM) is used. The model is relatively close to the real-life communication systems with
homogeneous terminals.

General blocking probability Pbl as GoS parameter and adm.Pbl as QoS — parameter in pie - form model
are formulated. The offered traffic ofr.Ys, the number of internal switching lines Ns and general blocking
probability Pbl are derived as functions of probability of finding B-terminal busy Pbr and probability of
blocking switching Pbs in normal — form model.

The network dimensioning task (NDT) is formulated on the base of preassigned values of QoS parameter
adm.Pbl and its corresponding GoS - parameters - adm.Pbr and adm.Pbs; The NDT is formulated on
condition that Pb! < adm.Pbl .

The conditions for existence and uniqueness of a solution of the NDT are researched and an analytical
solution of the NDT is found:;

An algorithm and a computer program for a calculation the values of the offered (off.Ys), carried (crr.Ys)
traffic and the number of equivalent switching lines Ns, are proposed. The results of numerical solution are
derived and graphically shown;

The received results, in NDT, make the network dimensioning, based on QoS requirements easily;

The described approach is applicable directly for every (virtual) circuit switching telecommunication system
(like GSM and PSTN) and may help considerably for ISDN, BISDN and most of core and access networks
dimensioning. For packet switching systems, like Internet, proposed approach may be used as a
comparison basis especially when they work in circuit switching mode.
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IMPLICATIONS OF RECENT TRENDS IN TELECOMMUNICATIONS ON MODELING
AND SIMULATION FOR THE TELECOMMUNICATION INDUSTRY

Gerta Kdster, Stoyan Poryazov

Abstract: With this paper we would like to trigger a discussion on future needs of modeling and simulation
techniques and tools for the telecommunication industry. We claim that the telecommunication market has
undergone severe changes that affect the need for and type of simulations in industrial research. We suggest
some approaches how to address these new challenges. We believe that there is need for intensive research in
the area.

Keywords: Telecommunications, Market Evolution, Modeling and Simulation Challenges.

Introduction

Models and simulations in telecommunications fulfill a number of tasks. We build models and run simulations to
check the design of emerging products, we model the environment in which such a product is employed and we
evaluate and optimize the performance of telecommunication equipment.

In the telecommunications industry the ultimate goals behind these tasks is to save costs and to make money by
better or faster design and efficient development support.

We claim that the world of telecommunication has lately undergone severe changes that affect the need for and
type of simulations in industrial research. In the course of this paper, we will outline the main trends we observe
and discuss the implications on modeling and simulations.

1. Fractalization of the "old" incumbent telecommunication market.

2. Shift of operators' interest from providing a network to providing services and applications.

3. Shortening of development cycles.

4. Telecommunication and telecommunication problems pervade other sectors of private and business life.

Evolution of the Telecommunication Market

2.1. Fractal markets: We observe that a large part of the market has become fractal as opposed to monoalithic in
the past. The large state owned companies have been replaced by private enterprises. This is true for both, the
Western industries, where the telecommunication business has been privatized and the former Soviet block
where telecommunication has been denationalized.

This means that a large number of companies are producing and offering new - often small - products, services
and devices, among which the customers, operators and consumers, may choose. Often these products
complement each other enhancing each other's value. This means that there are no longer single solutions out of
one hand.

An example might be the offering of ring-tones that enlivens the world of mobile communications as a
complementary business. Another one is the home entertainment sector where networks are closely intertwined
with the services, such as TV over broadband, that are offered through the networks and even the content that is
offered.

2.2. Enlarged value chain: Operators and manufacturers seek to get a bigger portion of the value chain by
offering applications and services or at least middleware to enable applications and services. This can be
observed, for example, in the home entertainment market. Broadband internet access opens a new channel to
the end consumers of content, e.g. movies, and thus offers an opportunity for direct cooperation between content
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manufacturers and operators such as the big national telecommunication providers. We may, at some point, see
a merger of network provisioning and services.

2.3. Shortened development cycles: Industrial research is always coupled with a certain product that the company
wishes to launch. When products become smaller and follow, to a certain extend, the fashion of the day,
development cycles shorten and design becomes more volatile. In industry, we need to cope with these
shortened development cycles. Otherwise people may cease to use simulations as a decision basis. As a matter
of fact, we have the impression that there is already a decline in the use of simulations. We think, that there is a
need for "rapid modeling", may be even accepting a degradation of simulation quality.

2.4. Telecommunication pervades other industrial and private sectors: Telecommunication, at the very beginning,
dealt with the communication between two people at some distance. Today not only people communicate, but
people with devices and devices with devices. We see, for example, that the control units in a truck (for motor,
breaks, gearing) exchange information across a mini communication system. Tags are attached to new cloths
that communicate with the security system of a store through a small radio system. Infotainment systems in cars
communicate with some traffic control network outside the car or with other cars.

There are many more examples. But do we carry over the knowledge of how to build a good telecommunication
system to these areas?

3. State of the Modeling and Simulation Art in Industry

3.1. Adaptive development processes: In “old” product design, requirements were supposed to be complete and
clear before product development began. With today’s explorative technology and rapidly changing markets (e.g.
in telecommunications today), modeling and simulation targets are difficult to fix. A new development process
must enable quick requirement adaptation, often without sufficient prior modeling and simulation. Some of the
changes in the telecommunication market are discussed in Andersen (2002).

3.2. Volatility of modeling requirements: The lack of stable modeling and simulation requirements makes it difficult
to validate and verify product models. Product "verification" usually refers to testing whether a product meets
certain specifications. "Validation" seeks to ensure that the customer is satisfied and that the correct
specifications were incorporated into the product.

3.3. Availability of software tools: The design and manufacturing processes may be presented as activities, both
series and parallel, at several levels of detail over time during the development of a product. As depicted in NRC
(2004), software tools are not available for 60% of the required product development activities. For other activities
software tools may be emerging or even commonly available. However they rarely interoperate and their use is
often inefficient.

3.4. Tool interoperability: Only when tools are available and fully interoperable, designers and engineers can use
and link various data and models for a given activity as well as across different activities required for product
design and realization. It yet needs to be demonstrated whether modeling and simulations tools can be integrated
across multiple domains including geometric modeling, performance analysis, life-cycle analysis, cost analysis,
and manufacturing.

3.5. Need for econometric evaluation of modeling and simulation: The critical decisions in the design and
manufacturing of a product are taken in the early stages of its life cycle, based on the products’ modeling and
simulation. But the economic usefulness of product modeling and simulation is still difficult to judge. We need
methods and tools for the econometric evaluation of product modeling and simulation (Sargent et al 2000). The
usefulness of models is also discussed in (Andersen 2002) also.

3.6. Multilayer modeling merging the product, management and market levels: Modeling and simulation play an
important role on the product design level, on the management level (Ericsson AB 2005) and on the market level
(Andersen 2002). Merging these levels implies multilayer modeling, incorporating different paradigms, languages
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and methods. Such a methodology is emerging in physics (Fishwick et al. 1992) but a modeling methodology that
integrates the languages of physics, management and economics is still a matter of the future.

4. Challenges and Conclusion

On the one hand, the incumbent telecommunication market seems to undergo severe changes towards a fast-
living volatile world and on the other hand "classic" telecommunications modeling and simulation problems pop
up in new and unexpected areas of life.

We think that modeling and simulation can respond to these changes by tackling the following challenges:

— Develop new paradigms for modeling and simulating emerging New Generation Networks, applications
and services that take into account the volatility of product requirements.

— Integrate dynamic models with different levels of abstraction, different paradigms, and different modeling
languages.

— Development of meta-modeling methodology and tools to evaluate the technical and econometric
usefulness of modeling and simulation in every stage of product life cycle.

— Establish sets of clear criteria for modeling and simulation needs for industrial applications, such as the
necessary levels of sensitivity and accuracy and the ability to adapt to requirement changes.

— Establish suitable methods and criteria to verify, validate, and certify model trustworthiness for emerging
systems, devices and their environments, especially when we develop adaptable methods.

— Increase the reusability of model components as well as of data of the real systems measurements and
of simulation results.

— Integrate the methods and tools for design, creation, management and control of telecommunication
products and systems (for a preliminary approach see Caughlin 2000).
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ONMTUMMU3ALMA CTPYKTYPbI CETEN C TEXHONOIMEN MPLS NO
OrPAHU4EHUAM HA NMOKASATENWU XUBYYECTU

Opun 3anyenko, Myxammeapesa MoccaBapu

AnHomauyusi: B Ooknade ccopmynuposaHa npobrema onmumu3ayuu cmpykmypbl cemeli ¢ mexHonozuel
MPLS no oepaHudeHusm Ha 3adaHHbIl yposeHb nokasamenel xusydecmu. [TocmpoeHa Mamemamu4yeckas
modesib 3a0adu U npedroxeH anzopumm ee peweHus, N038ONSIWUL ONMUMU3UPO8amb Cems  NO KpUMepUto
CMOUMOCMU NPU 02PaHUYEHUSIX Ha YCmaHoBleHHbIe nokasamenu xusydecmu Ons pasfuyHbIX kamez2opul
cepauca.

Abstract: The problem of MPLS computer network structure optimization under constraint on survivability is
considered in this paper. The mathematical model is built and corresponding algorithm is suggested allowing to
optimize network structure by cost criterion under constraints on the established level of survivability for different
classes of service.

BBegeHue

Mo Mepe 3HAYNTENbHOTO PacLUMPEHUs MyNbTUMEANAHbIX MPUIOXEHUA 1 TenekoHdepeHuuin, Tpebytowmx Bce
fornee BbICOKMX CKOpPOCTEN nepedayn u Gonee WMPOKOM MOSOCkl NPOMyCkaHWs BO3HMKMNA HEOBXOAMMOCTb B
CO34aHWN HOBOW TexHomoruu, kotopas Obl MpesocTaBuna €AMHbIA TPAHCMOPTHBIM MeXaHU3M NOBEpX CaMbiX
pasHoobpasHbix TexHomoruii, Takux kak Ethernet, Frame Relay, ATM, SONET wu obecneunsana
BbICOKOCKOPOCTHYIO Nepefayy uHdopmauum ¢ TpebyembiM kavecTBoM obcnyxuBanus (QoS). W3BecCTHble
KOMMYHUKaLMOHHbIE TexHomoru Takue, kak IP, Ethernet, Token Ring He nosBonsitoT obecneuntb 3agaHHOe
kayecTBO obcnyxuBaHus U Tpebyembin ypoeHb QO0S. TakoW TexHOMoruen SBASIETCS  TEXHOMOrMs
MHOrONPOTOKOMbHON kKoMMmyTaumn metok MPLS (Multiprotocol Label Switching), kotopas npuwna Ha CMeHy
TexHonorum ATM.

MPLS sBnsieTcs yHuBepcanbHbIM pelueHnem npobnem obecneveHns 3agaHHoro ypoBHa QoS, cToswwmx nepeq
COBPEMEHHbIMM  CETEBbIMM  TEXHOMOMMsIMM, OHa  ODecneuMBaeT  BbLICOKYKD ~ CKOpPOCTb  Nepeaauw,
MacLwTabupyeMocTb, KOHTPOSb, ONTUMM3ALIMIO pacnpeaeneHns Tpaduka, a Takke MapLupyTusauuto [1, 2].

OpHoit 13 BaxHbIX 3agad, KOTOpble MPUXOQMTCS pellaTh B NPOLEcce NMPOEKTUPOBaHMS CETEM C TEXHOMorven
MPLS sBnsietcs 3apava obecneyveHus 3a4aHHOTO YPOBHS ee xuByyecTu. B pabote [4] Obina paccMoTpeHa
3ajava aHanuaa xuByyectn cete MPLS, BBeAeHbI NOKasaTenu XMBYYECTU CETEN W NpeanoxeH anroputM ux
OLIEHKW ANS pasnMyHbIX KNaccoB NOTOKOB. Llenbto HacToswen paboThl SBNSETCS peLleHne 3aaadum onTUMmU3aLmn
ceTen ¢ TexHonormein MPLS no ycTaHOBNEHHBIM OTPaHNYEHUSIM Ha MOKa3aTeNM XUBYYEeCTU CETU NO KPUTEPUIO
MUHAMM3ALMN CTOUMOCTH.

MocTaHoBKa M MaTemaTHyeckas Moaenb 3afaym

3afaHo MHOXeCTBO y3rnoB ceth X = {x j} j= I,_n - mapwpyTusatopos MPLS (tak HasbiBaembix LRS — Label

Switching Routers), ux pasmelleHne no TeppuTopun pernoHa, Habop NPONyCKHbIX COCOBHOCTEN KaHarnoB CBSA3N
D={d,,d,,...,d, } 13 KOTOpbIX BEAETCA CHHTE3 1 UX YAEMbHbIX CTOMMOCTEH Ha ALl C ={c;,C; ..., C, | |
onpegeneHbl knaccel o6cnyxuBanns CoS (Class of Service), M3BeCTHbI MaTpuubl BXOOSLWMX TpebGoBaHNA Ans k-
ro knacca H (k)= th (k)H i,j =lLn; k=12,.,K, e h; (k) — WHTEHCMBHOCTb K-rO Knacca, KOTopbiil

Heobx0OuMo nepefaBaTh 13 yana i B y3en j B €auHuLY Bpemenu (Kbum/c).
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Kpome Toro, BBeaeHbI OrpaHuYeHns Ha nokasatenu kavectsa QoS ans kaxgoro knacca k B BUAE OrpaHuyeHus
Ha cpeqHiolo sapepxky T, , k=1,K w yctaHoBneHbl TpeGOBaHUS Ha YPOBHM MOKasaTenem XuBydyectu

kaxporo knacca P, [ v].

Tpebyetcsa Halth CTpyKTYpy ceTw B Buge Habopa kaHanos cBsisn (KC) {(r s)}, BbIOpaTh MPOMyCkHble

cnocobHocTu (MK) kaHanos cBsi3u { ,urs} , Takum obpasom, 4Tobbl obecneuntb nepenady TpeboBaHMIn BCEX
knaccoB H (k) B nonHom obbeme 1 npu 3TOM Obl BbINOMHSANNCH OrPaHNYEHNS HA YCTAHOBNEHHbIE MOKa3aTenu
KMBYYECTM, @ CTOUMOCTb CeTH Bbina 6bl MUHUMANBHON.

CocTaBuM MaTeMaTU4ECKY0 MOAESb JaHHON 3aAa4m CUHTE3A.

Tpebyetca HalTy:

n{nn}C (M) = Z (,Urs}) (1)

(r,s)eE

npu cnegyroLnx orpaHUYEHNaxX Ha noKka3aTenn XnuBy4ecTu

P{H?(1)>aH,,, ()} > R

1,3a0
P{H?(2)>aH,,,(2)}>P,,,

P{H (k)2 a%H,,,,(k)} >

r3a()

rne HY (k) - dhakTudeckas BenuymHa noToka k-ro knacca, nepefasaeMoro B CeT! Mpu 0TKa3ax; e SNIeMEHTOB
(kaHaroB 1 yanos cBsan).,

H{” - BenuunHa HOMMHaMLHOrO NOTOKA K-ro Knacca,B 6630TKa3HOM COCTOSHMM.

B pabore [5] ana notoka k-ro Kknacca, npu ycrioBuM 4TO OBCMyXuWBaHME B Knaccax MpOUCXOaUT C
OTHOCUTENbHBIMU MPUOPUTETAMA O, B MOPSAKe YBblBaHus Homepa knacca (T.e. o, > p, >...> p, ) Npu
sanarHom Habope MC kawanos {4, } v pacnpeaenern notokos (PM) — F(k)=[f"]6bino nonysexo

crepylolLiee BbipaxeHue Ans cpefHeit sapepxkn 7,

(k) (i)
| Z
o (3
VRS WA TR WiD

i=1

Tcp,k ({:Urs } F) =

K
Mpy YCrIOBIW, 4TO CyMMapHas BENNYMHA NOTOKA B kaHane (,S) yLOBNeTBOPSIET YCIOBMIO z fO=f <u,
i=1

rpe " - BennumHa notoka knacca i BKC (7,s).

B pabote [4] Gbina paccmMoTpeHa 3afjava aHanusa XMBYYECTW KOMMbIOTEPHbIX ceTel ¢ TexHonornen MPLS,,
BBEJEHbI MOKa3aTenu XMBYYeCTW W MpEeLnoXeH anropuTM OueHku nokasatenen xusydectn (MK) ceten ans
pasHbIX KNAacCoB CepBiCa Npu 0TKasax eé aNeMEeHTOB — kaHanoB u yanoB ceasm (KC).

B naHHolt paboTe cTaBuTCS 3a4ada onTUMU3aLmMn CTPYKTYPbI CETE N0 3aAaHHbIM 3HaveHuam K.



262 Networks and Telecommunications

Onucanue anroputMa onTuMn3auuun CTPyKTypbl Npu orpaHu4eHusAX Ha 3afaHHble YPOBHU (1),

[ycTb OQHMM M3 M3BECTHLIX METOAOB, HAaNpUMep NpeanoxeHHeIM B paboTe [3] nonyyeHa 6a3oBas CTpykTypa
cetm E4 B Buae Habopa kaHanoB (r,S) 3apaHHON MPONYCKHOM CNOCOBHOCTU, obecneumnBaloLLmx nepeaady BCex
kateropuit TpeboBaHmMin B NonHoM 06beme B 6e30Tka3oBOM COCTOSHUM.

Llenb anroputma — onTuMmM3aLms CTPYKTYPbI MPU OrpaHnyYeHNsX Ha 3aaaHHble yposHu MK F, | . .npuoTkasax ee

ONIEMEHTOB.

lMNepen Havanom aTana (0 war) paccumTbiBaeM HavanbHble 3HaueHust K ans Bcex knaccos: TpeboBaHuMi

P{H} (k)2 a%H} k=1K ae[50+100]%

[ins aTOro ncnonb3yem anroput™ oueHkK MK, npeanoxeHHoIn B [4].

[anee NpoBepPsEM BbIMONHEHNE OFpaHI/NeHI/IIZZ

P{HY (k)= a%Hy, | > P! (4)

,3a0

Ecnu ycnoswve (4) BbinonHaoTcs Anst Bcex knaccoB k =1, K 1 Bcex ypoBHel a € [50+100]%, TO KOHey
paboTbl anropuTMa, NHaye NePexoa Ha 1-t0 utepamio.

Llel'lb Kaxgom unTepauun  COCTOUT B MNOBbIWEHUN  TEKYLINX 3HaueHun XK, nyTem pesepesnUpoBaHUs
COOTBETCTBYHOLLMX KaHanoB 1 Y3IoB.

[MycTb 3aaaHbl HageXHOCTHbIE XapakTepucTuku kaHanos (KC) u yanos cessu (YC) — k03dhMLMEHTLI FOTOBHOCTM
KC (r.s), k,, - koacpduumeHT rotosHocTn i-ro YC k, i=1,n.
MycTb z, - 0TKa30BOE COCTOsHME, cocTosLee B oTkase KC (7;,s,).

Toraa BepoATHOCTb €ro NosiBIIEHNs ONPeaenuTcs cornacHo [4] Tak

u )5;) krm H kri (5)

P(z)=(010-k
( z) ( I"r".sl ) (r,S)vt(r,» -
fonyctum, yto Mbl pesepsupyem KC (7:,s,) . Toraa BEPOSATHOCTb COCTOSHUA z, MOCME PE3epBUPOBAHNS
onpegensertcs Tak:
f;e's(zi):(l_kfris,»)z (r g)g g)kl"rs kl", (6)
T i=1
13meHeHWe 3TON BENNYMHbI PaBHO
AP(ZO):Ppes(zi)_P(Zi):_kfr,-si (l_kfr,-s,-) H kfrsl_‘[kfi :_kfr,-s,-P(Zi) (7)
(r$)~(175;) i=1
Byaem ouennsath athdexT ot pesepsuposarus KC (7, s;) Tak
AP(z,)
a”isf =T C ( ) (8)
pes I’;-,Si

rope C

s (11>5;) - cTOMMOCTB peepauposanus KC (7, s,).
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Pa3sbuBaeM BCe MHOKECTBO OTKA30BbIX COCTOSHWiA Ha nopmHoxectsa Z, ={z,}, Z, = {z j} , Zy={z,},
Z,={z,} nw Z;={z,}, the z, € Z,, ecin makcAMariHbiit noTok B coctosun z, H,(z,) <90%Hy ;
z,€Z, , ecm Hz(zj)<80%H§ , z,eZ, , ecm Hy(z)<70%H, ; z, €Z, , ecm
Hy(z,) < 60%FH, ; v HakoHey z, € Z, ecrm Hy(z,) < 50%Hy .

OueBMoHO ~ Mexay [aHHbIMM - MOAMHOXECTBAMM  UMEETCH  Criedylollee  OTHOLIEHWE  BKIKYEHMS:
Zic/lZ,cZ,cZ,CZ,.

MoaTomy Ans pesepeupoBaHMs BbibMpaeM B MepBylo O4yepedb COCTOSHUS z, € Z, (T.e. Haubomblume
KPUTMYECKIE OTKA30BbIE COCTOSIHUS).

1-9 utepaums
Paccmatpusaem coctosHne z, € Z, , npefctasnsiowee otkas KC (7;,s,) .

1. Oins Bcex KC (7;,.5,) BblumMcnsieM apeKT OT pe3epsupoBaHus ¢, . Cornacko (8).

2. Bbibupaem KC (rl.*,s;“) C MakcumarbHbIM nokasaTenem apgekTMBHOCTM.

ar* < =max arisi (9)

()

3. Pesepaupyem KC (rl.*,s;) u nepecunteiBaem MK ceTu nocne pesepsrpoBaHus

P HY (k)2 a%H(k)} = P{H? (k) > a%H{ (k)} +|AP(z))| ansecex k =1,K (10)
roe z, - cocTosHue otkaza KC (7, ,s,).
4. I'IpOBepKa orpaHqueHm?l Ha MOKa3aTesim XUBY4YECTU:
P HY (k)2 a%H, (k)} 2 F, ,,, anascex k=1,K (11)

Ecnn ycnosua (11) soinonustotes ans Bcex K, 1o STOP koHel paboTbl anroputma, MHaye nepexop K
cneaytoLleit utTepaumun. YkasaHHble utepauun noBTOpsieM A0 TeX nop, noka ycnoeust (11) He HAYHYT BbINOMHATCA
ans scex K.

KoHew, paboTbl anroputma.

B poknage npuBOAATCA pe3ynbTaThbl 3KCMEPUMEHTANbHBLIX UCCNEeLoBaHMI paspaboTaHHOroO anroputmMa u ero
NPUMEHEHNE AN ONTUMU3ALMK CTPYKTYPbI rNo6anbHOIM KOMNBIOTEPHON ceTh ¢ TexHonoruen MPLS.

3aknouyeHue

1.B pabote cchopmynuposaHa 3agaya CTpyKTypHON onTuMmsauum ceteit MPLS no orpaHnyeHusM Ha nokasaTenu
KUBYYECTU CETU.

2. MNpennoXeH anroput™ CTPYKTYpHOro cuHTesa ceteit MPLS, no3sonstoLmii ONTUMUM3MPOBATL TOMOMOTUK0 CETH
MpU OrpaHNYEHNSIX Ha 3aaHHbIE NOKa3aTeNu XMBYYECTH.
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ONMTUMMU3ALUA XAPAKTEPUCTUK CETEWA MPLS NPU OrPAHUYEHUAX HA
3AJAHHbIE NMOKA3ATENW KAYECTBA OBCITYXXUBAHUA

FOpun . 3ainyenko, Axmea A. M. LLlapaaka

AHHomauyus: B Ooknade copmynuposaHa 3adaya onmumu3ayuu xapakmepucmuk cemeli ¢ mexHonoauel
MPLS, sxntoyarowas onmumasnbHbIl 8b160p nponyckHbIX cnocobHocmel u pacnpedeneHue nomokos (BI1C PrI).
Mpednoxer aneopumm BIIC PI1, nodgonsowul onmumuzupogams nponyckHble chocoBHOCMU KaHanoe ¢easu u
Halmu pacnpedefieHue NnomoKo8 8cex Kameaopuli NO Kpumepur MUHUMU3auyuu CmoumMocmu cemu npu
02PaHUYEHUSIX Ha yCmaHOBMEHHble 3HayeHus nokasamenell kayecmea obcnyxugaHusi. [lpugodsmes
pe3ynbmambi 3KcnepuMeHmarbHbIX uccredogaHull paapabomaHHO20 anaopumma.

Abstract: The problem of MPLS networks analysis and optimization — including optimal capacities assignment
and flows distribution is considered in this paper. The corresponding algorithm of its solution is suggested
enabling to choose optimal channel capacities and distribute flows of all classes minizing the network cost under
constraints on quality of service (QoS). The experimental investigations of the suggested algorithm are
presented.

Keywords: MPLS networks, optimization, capacities assignment, flows distribution.
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BBepgeHue

K coBpemMeHHbIM TENeKOMMYHMKALMOHHBIM (CETEBbIM) TEXHOMNOTMSM MPeabsBNAOTCA TpeboBaHWs nepegayn
pasHblX BUOOB WHGopMauuv (ayauo, BMAEO W AaHHblX) NO OOWMM KaHamam CBA3W C  NOMOLLbIO
YHUULMPOBAHHOTO TPAHCMOPTHOrO MexaHu3ma W 0becneyeHns Npyu 3TOM 3a4aHHOro kayecta 0BCnyxmBaHUs
(Quality of Service) — a UMEHHO cpeaHel 3aaepxkn Tep, U €€ Bapuaumun. CyllecTByIOLLME CETEBbIE TEXHOMOUM
Takve, kak IP, Ethernet, Frame Relay, Token Ring He B coctosHum obecneuutb Tpebyemoe kayecTBo
obenyxusanus. TexHonoruin ATM, koTopasi Bbina paspaboTaHa Ans peLleHns ykasaHHOM npobrembl kayecTsa,
oKasanacb JOPOroCTOSILLEN U He CMOTNa BblAepKaTb KOHKYpeHLMK ¢ TexHonoruen Gigabit Ethernet u IP.

lMoatomy Ha cMeHy eit B koHUe 90-x rofos bbina co3aaHa HoBas TEXHOMOIMS MHOMOMPOTOKOMBHON KOMMYTaLK
MeTtok (Multiprotocol Label Switching-MPLS). E& otnnuutensHbiMu crnocobHocTaMu sBnstoTcs: 1) BBegeHve
pasnuyYHbIX KaTeropuin noTokoB knaccoB obcnyxusaHus (Class of Service); 2) BO3MOXHOCTb obecneyeHus
3afjaHHoro kavectsa obcnyxmsaHus QoS [515 pa3HbIx kaTeropuit; 3) NpefocTaBneHne eanHOro TPaHCNOPTHOrO
MexaHusaMa Ans nepefads pasHbiX BWAOB WH(OPMALMM U HAaKOHeL, BO3MOXHOCTb paboTbl C pasnu4HbIMU
ceTeBbIMM TEXHOMOrMAMM 1 npoTokonamu (Frame Relay, Ethernet, IP, ATM). [1]

BaxHbiMKM 3agadamy KOTOpbIE MPUXOOUTCA pellaTtb B npouecce noctpoeHust cetem MPLS sBnsoTcs 3agava
aHanusa n ONTUMM3aLMM UX XapaKTEPUCTUK, U B YACTHOCTW, OMTUMAsbHbIA BbIGOP MPOMYCKHbIX CNOCOBHOCTEN
KaHanoB CBA3M W pacnpeaerneHne NoTOKOB pasnuyHbIX Knaccos no kaHanam (Pr1).

B paborte [2] 6bina paccmoTpeHa 3agadva ontuMansHoro Buibopa INC kaHanos cessu (BINC) npy orpaHnyeHmsx
Ha YCTaHOBMEHHbIE 3HAYeHWs MokasaTenen kayecTsa obcnyxusaHus (QoS), a UMEHHO CPeaHeN 3afepxKku Ans
Pa3nNYHbIX KNaCcCoB NOTOKOB W OMUCAH anropuTM €€ PeLLEHNs.

B paborte [3] uccnenosaHa 3agaya ONTUMANLHOTO pacnpenenieHns NOTOKOB PasnnyHbIX kaHanos B ceth MPLS
npu OrpaHnyeHunsx Ha nokasatenu QoS u npeanoxeH cootBeTcTByOWMA anroputM Pr1. Llenbto HacTosLwen
paboTbl sBnsieTcs 0600LiEHNE MOMYYEHHBIX PE3ynbTaToB, MOCTaHOBKA W (hopManm3aumust KOMOMHMPOBAHHOM
3agauu BIC PI1, u paspaboTka anroputMa e€ peLueHus.

MocTaHoBKa M MaTemaTUyeckas Moaenb 3afaym

3agaHa cetb MPLS co crpyktypont G =(X,E), roe X :{x j} Jj=1,n — mHOxecTBO Yy3nos cetn (YC);
E= {(r,s)} — MHoxecTBo KC; 3apaH Habop nponyckHbix cnocobHocTen D = {dl,dz,...,d K} W UX yAEenbHbIX

croumocteit C ={c,, ..., ¢y } -

OnpepeneHo 4nMcno knaccoB notokoB k =1,K , 3agaHbl MaTpuubl TpebOBaHMIA BXOASALMX NOTOKOB
H(k)= th (k)” i,j=1,n, rae h;(k) - WHTEHCMBHOCTb MOTOKa, KOTOpbIN HEOGXoAMMO nepedasatb 13 YC

x; B x; (M6ut/c). YcraHoBneHsl TpeboBaHus no obecnevernio 3agaHHoro nokasarens kavecrsa (QoS) - 7, , .

TpebyeTcs Bbibpathb Takue MC Bcex KC { yfs} W HaITW pacnpeaeneHne NOTOKOB BCEX KnaccoB F (k)[ £ (k)]
Mpu KOTOPbIX CTOMMOCTb CETW GyAeT MWHUMarnbHa, a CpedHss 3ajepxka ANs Kaxaoro knacca He Oypet
npeBbillaTh 3aaaHHy BenninHy 7

cp,3a0 "

CocTaBuM MaTeMaTUYECKY0 MOAESb JaHHON 3ahaum.
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TpebyeTcst HaitTh minC; = Y ¢, (4,) (1)

(r,s)eE

npu ycnosusx

(k) .Zk:f(i)
1 rs . rs
(k) _ i=
7—;’p ({lurs})_ H(k) Z k-1 1 k SY—;IJO,K (2)
r,s)ek i i
=) (ﬂrs_z r(v)j(/urv_z r(v)j
i=1 i=1
k .
D SO <y, paecex (.)€ B k=1k (3)
i=l

Hy €D

roe fri") - MHOrOMpOAYKTOBLIM MOTOK i-ro Knacca, npotekawowmn no KC (r,s), npeanonaraetcs u4To
obCnyxuBaHne NOTOKOB B y3nax CeTU (KOMMyTaTtopax) C OTHOCUTENbHbIMU MPUOPUTETaMU, MPUOPUTETLI O,

yBbIBAIOT C POCTOM HOMEpa Knacea, T.e. o, > 0, >...> p, .

OnucaHve anropuTMa pelueHus

Anroput™ COCTOUT 13 NPeABaPUTENBHONO 3Tana 1 KOHEYHOTO YMCNa OAHOTUNHBIX UTEPALUIA.

Ha npensaputensHoM atane Haxogatcs HavanbHble [1C kaHanosB cBfsn ( { 7 (0)} ) ¥ HavanbHoe
pacnpefeneHue notokos Beex knaccos F, (0), k = Lk.

Llenb nocnegytowmx utepaynin — ontummusauus BrC u P no kputepuio cTouMocTy.

MycTb npoBeaeHo r uTepauywin i Hainaewbl MC {4, ()}, pacnpepenetme notokos F'(k)[ £, (r)] v croumocts
cetn Cs.(7).

(r+1)*-utepaums

1. Pewaem 3apavy Pl no kputeputo min Tcpl UCNoNb3ys anropuT™M NpeasioxXeHHsld B [1] n Haxogum
F.(r+1).

2. Pewaem sapady BIC no kputepuio minCy ana PM F, (r+1) npu orparuderusx 7, (k) <T,,, v
Haxoanm {4, (r+1)} .

3. Bomcnaem senuumHy kputepua Cs (+1) v nposepka ycnosus [Cs (1) —Cs (r +1)] < & . Ecnm pa, T0
STOP pacnpepeneHne notokos £ (»+1) un MC {,urs(r+1)} — UCKOMble, WHavye 7 =r+1 n Ha war 1

creayLen utepauuu.

JkcnepuMeHTanbHbIE uccnegoBaHus anroputma BIC Pl

MMpeanoxeHHbIn anroput™ Bbin peanu3oBaH NPOrpamMMHO 1 Bbinn NPOBEAEHb! SKCMEPUMEHTBI MO aHanuay ero
3(hheKTUBHOCTH.

B akcnepumeHTax paccmatpuBanach cetb ¢ n =10 y3noB u m =16 kaHanoB cBs3u. CTpykTypa ceTu
3afaBanacb CnyyarHbIM HabopoM KaHamnoB CBSA3M:

{(1.6); (1.9); (2,3); (24); (2.6); (3,4); (4,5); (4.6); (4.7); (5,6); (5,10); (6,9); (7.8); (7,10); (8,9); (9;10)}.
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Yucno knaccos cepauca k=6.

Habop 6a30Bbix MC kaHanos cBa3u [] 3agaetcs B Tabnuue 1, a Ux yaenbHas CToMMOCTb — B Tabnnue 2.

Tabnuya 1 Habop nponyckHbix cnocobHocmel

TN KC d, d, d; d, d; dg d,
MC Kéur/c 8000 10000 15000 20000 22000 25000 30000
Tabnuya 2 YdensHas cmoumocms KaHana (Ha ed. OnuHbl)

q c, (e Cy Cs c,
YnenbHas
CTOMMOCTb 800 1000 1500 2000 2200 2500 3000
(Bye)

Bbinu 3agaHbl MaTpuubl TpeboBaHWiA NO BceM knaccam cepsuca Hi, Ha, Hs, Ha Hs 1 Hg,

CymmapHbin o6bem ucxoaswmx TpeboBaHuii mo knaccam cepeuca cocTasnsiet (B Kourt/c): HS) =132,

H® =1492, HY =4936, H" =7362, H =12126, H® =18176.

3apaHbl cregylolme orpaHuyeHus no cpegHum 3apepkkam T

3a0,K

npuBeaeHsb! B Tabnuuye 3.

no BCEM KrnacCam cCepBuCa, KOTOPble

Tabnuya 3
K 1 2 3 5 6
. | 00002 | 00003 | 00005 | 00008 | 0001 | o001

B pesynbTate pewenus 3agaun BINC Pl 6binm HangeHbl uckomble MC BCex kaHanoB CBA3M M pacnpegenieHne

noTokoB Bcex kateropun F'(k) k = 1,_6 , a Takke obwas ctoumoctb ceTn: Cy=48300 y.e.

Wckomble MNC npeacTaeneHbl B Tabnnue 5, a cymmapHble pacnpefeneHus notokos B Tabnuue 4.

Tabnuya 4 CymmapHoe pacnpedeneHue nomokog ecex knaccos F'(k)

0 0 0 0 0 6594,75 | O 0 3246 0

0 0 5484 | 3006 | O 9675,75 | O 0 0 0

0 5484 0 4461 | 0 0 0 0 0 0

0 3006 44611 0 8571 4503 0 0 0 0

0 0 0 8571 | 0 8702,25 | 0 0 0 12070,5
6594,75 | 9675751 0 4503 | 870225 0 0 0 11127,75] 0

0 0 0 0 0 0 0 3369,75 | 0 9004,5
0 0 0 0 0 0 3369,751 0 8568 0

3246 0 0 0 0 11127,75] 0 8568 0 2325

0 0 0 0 1207051 0 90045 | O 2325 0
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Tabnuya 5 OnmumarbHbie nponyckHeIe cnocobHocmu KaHasnos cessu (Kbum/c)

0 0 0 0 0 10000 0 0 10000 0
0 0 10000 | 10000 ] 0 15000 0 0 0 0
0 10000 0 10000 | 0 0 0 0 0 0
0 10000 10000 | O 20000 15000 0 0 0 0
0 0 0 20000 | 0 20000 0 0 0 22000
15000 20000 0 15000 | 20000 0 0 0 220000 0
0 0 0 0 0 0 0 15000 0 20000
0 0 0 0 0 0 15000 0 20000 0
15000 0 0 0 0 22000 0 20000 0 15000
0 0 0 0 22000 0 20000 0 15000 0

B nocrepylowmx 3KCnepuMeHTax W3MeHsnMcb MaTpuubl TpeboaHuid H (k) nyTeM YMHOXeHWst Ha
koadpcpuument r; H, (k) =r, - H(k), rae i — Homep aKkcriepumeHTa 1 pelanack 3agaya BrNC P s pesynbtate

yero bbina HaitaeHa 3asucumoctb Cy = f'(7) . CooTBETCTBYHOLLME pe3ynbTaThl NPUBOASTCS B Tabnuue 6.

Tabnuya 6
. 1 1,25 1,5 2 2,5
C, 48300 53200 59400 65000 72000

3aknouyeHue

1.B pabote ccopmynupoBaHa 3agaya ONTUMANbLHOTO BbIOOpa MPOMYCKHLIX CMOCOBHOCTEN M pacnpedeneHns
notokoB (BINCPIM) ans ceten ¢ TexHonornen MPLS npu orpaHuyeHnsix Ha CpeaHio 3aaepky U NocTpoeHa eé
MaTtemaTinyeckas Mogesb.

2. MNpeanoxen anroputm BICPIM gns ceteir MPLS, nossonsiowumii oNTMMM3MPOBaTb XapaKTEPUCTUKM CETH,
NpOMyCcKHble CNOCOBHOCTM 1 pacnpeaeneHie NoToKOB.

3. MpoBeaeHbl akcnepuMeHTarbHbIE UCCEA0BaHNS NPEANOXEHHOMO anropuTMa.
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