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PREFACE

The scope of the International Book Series “Information Science and Computing” (IBS ISC) covers the
area of Informatics and Computer Science. It is aimed to support growing collaboration between
scientists from all over the world. IBS ISC is official publisher of the works of the members of the ITHEA
International Scientific Society.

The official languages of the IBS ISC are English and Russian.

IBS ISC welcomes scientific papers and books connected with any information theory or its application.

IBS ISC rules for preparing the manuscripts are compulsory. The rules for the papers and books for
IBS ISC are given on www.foibg.com/ibsisc. The camera-ready copy of the papers and books should be

received by e-mail: info@foibg.com.
Responsibility for papers and books published in IBS ISC belongs to authors.

The Number 4 of the IBS ISC contains collection of papers concerning themes in the field of Software
and Knowledge Engineering. Papers are peer reviewed and are selected from the several International
Conferences, which were part of the Joint International Events of Informatics “ITA 2008", Varna,
Bulgaria.
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The main ITA 2008 events were:

KDS XIVth International Conference "Knowledge - Dialogue — Solution"

i.Tech Sixth International Conference "Information Research and Applications"

MeL Third International Conference "Modern (e-) Learning"

ISK Second International Scientific Conference "Informatics in the Scientific Knowledge"
INFOS International Conference "Intelligent Information and Engineering Systems"

GIT Sixth International Workshop on General Information Theory

CS Third International Workshop "Cyber Security"

eM&BI  Second International Workshop "e-Management & Business Intelligence”
IMUICT International Seminar "Information Models’ Utility in Information and Communication Technologies"
ISSI Second International Summer School on Informatics

More information about ITA 2008 International Conferences is given at the www.foibg.com.

The great success of ITHEA International Journals, International Book Series and International
Conferences belongs to the whole of the ITHEA International Scientific Society.

We express our thanks to all authors, editors and collaborators who had developed and supported the
International Book Series "Information Science and Computing".

General Sponsor of IBS ISC is the Consortium FOI Bulgaria (www.foibg.com).

Sofia, June 2008 Kr. Markov, Kr. Ivanova, I. Mitov
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INTELLIGENT SYSTEM FOR COMPUTER AIDED ASSEMBLY PROCESS PLANNING
Galina Setlak

Abstract: This paper presents the concepts of the intelligent system for aiding of the module assembly
technology. The first part of this paper presents a project of intelligent support system for computer aided
assembly process planning. The second part includes a coincidence description of the chosen aspects of
implementation of this intelligent system using technologies of artificial intelligence (artificial neural networks,
fuzzy logic, expert systems and genetic algorithms).

Keywords: Artificial intelligence, flexible assembly systems, neural networks, fuzzy logic, fuzzy neural networks,
group technology formatting rules.

ACM Classification Keywords: |. Computing Methodologies, 1.2 Artificial Intelligence, J. Computer Applications,
J.6.Computer Aided Engineering

Conference: The paper is selected from International Conference "Intelligent Information and Engineering Systems"
INFOS 2008, Varna, Bulgaria, June-July 2008

Introduction

The planning of the modern flexible manufacturing systems including the Flexible Assembly Systems (FAS) is a
very complicated and responsible task. It assumed that the FAS are universal enough to be able to connect a
high production capacity with the small quantities of production lots and short cycle time. It should ensure a
production under the conditions of dynamical and sudden changes of the product range, the planed fixed dates
for order realization and also the possibility of fast introducing of product design change into production
[Boothroyd, Knight W., 1994]. According to the opinions of many assembling specialists the module assembly
engineering is the fundamental and most promising direction of the development of the modern assembly
technology [Grabmeier J., A. Rudolph, 2002], [Szabajkowicz, 1998]. The module technology is based on rules of
the group production technology, which dominated in last dozen or so years, it improves and develops it
[Szabajkowicz, 1998]. In addition, the module assembly technology enables a production adjusting according to
market requirements, an easy adjusting oft the assembly system to every change of the product design, adding
new engineering assembly modules. The planning of the flexible assembly modules in accordance with the
modular engineering is the all-important problem at the centers for research and science as well as in design
offices of the leading production companies in the last years.

This work presents the concepts of the intelligent system Computer Aided Assembly Process Planning (CAAPP)
[Setlak,1999] for aiding of the module assembly technology planning. The CAAPP was developed in order to aid
the decision making in the designing and functioning of the flexible assembly systems. In order to fulfill the
identification and clustering tasks for product, parts and assembly unit groups, additional program modules are
used, which include neural networks (Kohonen and Fuzzy Kohonen clustering network). In this paper, we handle
decision making as a classification problem where an input pattern is classified as one of given classes. In this
paper, neural networks are used as classification systems, which eventually could be implemented as a part of
decision making systems. The second part includes a coincidence description of the chosen aspects of
implementation of this intelligent system using technologies of artificial intelligence (artificial neural networks,
fuzzy logic, expert systems and genetic algorithms).

The approach a problem of the modules assembly technologies

The module assembling engineering consists in presenting of the production process as a set of technological
modules. The technological module is considered as a structurally closed part of the processing, which conforms
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to the functionality, integrity and universality requirements. The module assembly means, that the assembly
system has a modular structure and each module realizes a defined function or a limited function range, which
are part of a general assembly process. According to the definition [Szabajkowicz, 1998] a technological
assembly model composes “an integral set of the main and auxiliary activities of assembling, which are realized
in a defined sequence at one station and uses a defined tool set for connecting of surfaces, parts, subassembilies,
assemblies”. The connection of the elementary technological modules lies in a proper development and selection
of technological modules. Each of them realizes a proper design module of construction.

During the planning of the flexible assembly systems with the modular assembly engineering the following stages
can be selected:

o Analysis of the construction of the assembled product and the assembling technologies.

o |dentification and classification of objects into groups and subgroups of the processed parts and
(technological similar) assembly sets. The working out of a typical flow chart (based on common
assembly sequences, similar to the manipulation activities, duration, etc.).

e Separation of autonomic, integrated assembly activities from the flow charts, then assembling the
separated assembly units into groups depending on equipment with instrumentation to carry out these
operations.

¢ Planning of structures and functions of the constructional modules.

e Preliminary planning of elementary technological modules.

o Assembling of the elementary modules and selection of proper, possible variants of the technological
and constructional modules.

e Optimization of the technological module structure and the structure of the constructional module
realized.

o Clustering of the elementary technological assembly modules.

¢ Final planning of the technological assembly modules, the modular technological complexes and of the
corresponding constructional modules.

The analyses of the construction of the assembled product concerns first off all the analysis of a producibility for
the product construction, which is in the present generally made using the DFA methodology (Design For
Assembly). The analysis of the producibility for a construction must be carried out in order to simplify the product
constructions, reducing the part forms and subassemblies number. The questions concerning the producibility of
product constructions assembled automatically were investigated among other in [Boothroyd, Knight W., 1994],
[Lunarski J.,1993]. In these works the fundamental quality and quantity characteristics for producibility of product
constructions for automatically assembling are presented (these are such features, as: interchangeability,
regulation possibility, easy controlling and tool accessibility etc.). Planning products for assembly using the
modular technology the constructional product modularization principle is to be kept. That means that by planning
of units, subassemblies and parts following steps must be taken:

o |dentification, separation of parts and basic surfaces;
o Use of typical assembly diagrams and methods;

e Aspiration to adjust a new product to such a construction, that the existing constructional modules and
technological modules can be used.

By working out the expert system for modular assembly aiding system planning the necessity of integration of the
constructional planning process with the processing planning was taken into consideration in order to utilize better
the existing production equipment and eventually expansion or modernizing of it.

Conception structure of expert system for aiding of planning of the flexible assembly modules

The intelligent system Computer Aided Assembly Process Planning (CAAPP) outlined in this paper uses PC-
Shell 4.0. — domain independent expert system shell, having strong hybrid properties. The PC-Shell has been
implemented in Artificial Intelligence Laboratory (AITECH, Katowice) [Michalik, 1996]. The PC-Shell 4.0 system
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integrates the expert systems shell using blackboard architecture elements and the simulator of the neural
network. It assures the knowledge representation as declarative expressed rules, facts and distributing
knowledge in the neural network. The expert knowledge can contain in some knowledge sources. A conception
model of the expert system for aiding of the flexible assembly module planning is shown in the Figure 1.

New Graphic presentation
product conception or and computer record |« REZIDENT CAD
modernization of of a construction SYSTEM
an existing one _

Y Y

Planning and classification
of technological assembly

\ 4

Analysis and classification.

of products and parts < modules PKTMT
KLASGRUP
[
oot | vy
3 Ekspert System Interface, built on the base of
PC-Shell 4.0 N fuzzy set theory
A

Neural network,
Fuzzification }— genetic algorithm —1’ Defuzzyfication

Fig.1. Conception model of a hybrid expert system.

Hybrid expert systems PC-Shell 4.0, as others classical expert systems, are built upon fundamental components:
¢ a knowledge base, & an inference engine (interpreting knowledge stored in the knowledge base and making
deductions), ¢ knowledge engineering system, # automatic knowledge acquisition, # explanation subsystem, ¢
user interface — one for accessing the knowledge base through the knowledge acquisition module, and another
one for system users accessing the system in the consultation mode or in the explanation (tutor) mode and
additional component part — the neural network.

The PC-Shell 4.0 system integrates the expert systems shell using blackboard architecture elements and the
simulator of the neural network. It assures the knowledge representation as declarative expressed rules, facts
and distributing knowledge in the neural network. The expert knowledge can contain in some knowledge sources.
This system enables procedural knowledge representation too. The PC-Shell 4.0 system makes possible an
integration of the declarative knowledge representation with procedural knowledge representation language,
which enables programming of the system activity. The knowledge representation language SPHINX is a mean
for building intelligent applications. It is the way of integration of particular artificial intelligence systems. The
program in the PC-Shell system consists of instruction set included in the control block. The subset of language
instruction enables the integration of neural network and the expert system.
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The realization of application in the PC-Shell system is following:
o Creating by the NEURONIX subsystem one or some neural application.
e Elaborating knowledge base in form of knowledge sources.
¢ Integration of the elaborated knowledge sources on the level of knowledge representation language.

In this context the cooperation between systems usually follows by data interchange. Each of the subsystems
realizes specifying purposes. It works by autonomous way and transmits results of its activity to the other system.
Especially spectacular and also practically useful are results of expert system and neural network integration. We
can describe following examples of their cooperation [Michalik, 1996]:

o the neural network realizes numeric data processing for the expert system ;
e expert system controls the learning process of neural network;
o the neural network is made for building knowledge base of the expert system;

o the expert system transforms the output neural network data in order to show other suitable for people
interpretation.

A hybrid intelligent system has four major parts: PC-Shell 4.0 and Fuzzy Neural system (Neural networks, the
Fuzzifier, the inference engine, the rule base, and the defuzzifier.

For aiding of the planning of the modular assembly technologies and to solve the problems of identification and
classification of products groups, parts and units, the program modules have been developed, which complete
the expert system CAAPP. These are the program module KLASGRUP and the module PKTMT. The program
module KLASGRUP includes all procedures, which are necessary to carry out the constructional analysis of the
planned or modernized product, and procedures to clustering the processed parts and (technological similar)
assembly units of the mounted parts in order to separate and work out the constructional modules. The module
PKTMT contains procedures for classification and grouping of the technological assembly modules. The details of
the working out and structure of the expert system CAAPP, which technologically aids the assembly production
preparation, are shown in the work [Setlak,1999].

To realize and test the program modules form aiding of the planning of the flexible assembly systems using the
modular assembly engineering the knowledge base must be completed with following data:

e typical constructions;

e constructional features of the product parts;

o typical assembling flow charts and assembly methods;

e machinery data, technical equipment of the production system data;

e production costs for representatives of products from technologically similar groups.

In form of algorithms the constructional product analysis methods and assembly technology are formalized. The
expert system CAAPP has been expanded by two additional modules; in addition a user interface has been
introduced, which enables a presentation of a quality, verbal information in form of referring to adequate primary
fuzzy sets. It enables a use of fuzzy inference engine in the program modules KLASGRUP and PKTMT the
neural networks are used to classify the assembly parts and group the products.

Application of neural networks and hybrid intelligent systems for classification of assembly
parts families

In the literature various classification methods have been proposed (see e.g. [Grabmeier J., A. Rudolph, 2002],).
Some of them are based on neural networks, fuzzy systems and genetic algorithms (see e.g. [Zolghadri Jahromi,
M. Taheri, 2008]). Neural networks are widely used as classifiers [Malave,1992], [Zurada,1992]. Classification
and clustering problems has been addressed in many problems and by researchers in many disciplines like
statistics, machine learning, data bases. The basic algorithms of the classification methods of machine elements
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are presented in [Ed. by R. Knosala, 2002], [Ramachandran S., 1991], [Zolghadri Jahromi, M. Taheri, 2008]. The
application of the clustering procedure can be classified into one of the following techniques [Grabmeier J., A.
Rudolph, 2002]:

e graph -theoretic clustering,

e partitional in which a set is divided into m subsets, where m is the input parameter. These algorithms
minimize the criterion function ( K-means and K-medias);

e hierarchical form trees in which the leaves represent particular objects, and the nodes represent their
groups. In terms of hierarchical methods, depending on the technique of creating hierarchy classes
(agglomerative methods and divisive methods).

o fuzzy clustering,
o methods based on evolutionary methods,
¢ methods based on artificial neural networks.

In this work two approaches have been applied to clustering of parts and assembly units. The Kohonen self
organizing map and fuzzy Kohonen neural network we have used in this work.

As basic method it was used Self Organizing Map (SOM), a class of unsupervised learning neural networks, to
perform direct clustering of parts families and assembly units. SOM is an unsupervised neural network proposed
by Kohonen [37] which consists of only two layers of neurons. Kohonen neural networks are unsupervised
schemes which find the “best” set of weights for hard clusters in an iterative, sequential manner. This type of
neural network is usually a two-dimensional lattice of neurons all of which have a reference model weight vector.
SOM are very well suited to organize and visualize complex data in a two dimensional display, and by the same
effect, to create abstractions or clusters of that data. The SOM can learn to recognize clusters of data, and can
also relate similar classes to each other. SOM networks can also be used for classification when output classes
are immediately available - the advantage in this case is their ability to highlight similarities between classes.
SOM of Kohonen has been applied to classification of machine elements in group technology [Ed. by R. Knosala,
2002], [Setlak, 2003].

The other approach applies fuzzy logic and fuzzy neural systems for classification problems. Fuzzy and fuzzy
neural systems can be employed in order to solve classification problems [Lin, 1996], [Nauck D.. R. Kruse, 1995].

In this work an application of the fuzzy version of the Kohonen self-organizing map network has been considered.

The fuzzy Kohonen clustering network integrates the concept of fuzzy c-means clustering technique into the
learning rate and updating strategies of the Kohonen network [James C., Bezdek 1., 1994]. It can be viewed as a
Kohonen self-organizing type of fuzzy c-means, where the “"size” of the update neighborhood and learning rate in
the competitive layer are automatically determined from training data. The cluster membership values of the input
patterns are computed as a function of the distance between that pattern and the different cluster centers. These
membership functions are used to determine the learning rates for the network weights updating.

The fuzzy Kohonen clustering network uses fuzzy membership values as learning rates, automatically extracted
during learning from the training data. Also the adjustment of the update neighborhood is embedded in the
learning procedure. Moreover, an increased number of fuzzy Kohonen network output nodes produce a better
generalization performance of the modular classification system. The fuzzy Kohonen clustering network is shown
in Figure 2. Combination of fuzzy c-mean and the Kohonen self-organizing feature maps was first considered by
[Bezdek 1., 1994] to make the Kohonen algorithm an optimization procedure. The algorithm combines the fuzzy
membership values of the fuzzy c-mean for the learning and neighborhood size parameters and the update rules
of the Kohonen feature maps.
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Figure 2. The structure of the fuzzy Kohonen clustering network

The update rule for the fuzzy Kohonen algorithm can be given as [Bezdek I., 1994]:
Wit = Wi + Airs (Xk Wi i =,12,...,C;k = 1,2,..., m (1)

where Wit is the centroid of the it cluster at iteration t, xi is the kt" data point (or compound feature set) and ai is
the only parameter of the algorithm and according to Huntsberger

a= (Ut ] 2

where m(t) is an exponent like the fuzzification index in fuzzy c-mean and Uy is the membership value of the
compound x, to be part of cluster i. Both of these constant varies with each iteration t and given as:

Uik =— ! , 1<k<n, 1<i<c
Z(Dik/Djk)2/(n_1) (3)
j=1
Dy = (Xk_Wi)T (e = w) “
m(t)=m0- Am't (5)
A m=(m0-m;)/max iter (6)

where Dy is the distance and m0 is some constant greater than the final value (m;) of the fuzzification parameter
m. The final value mr should not be less than 1.1, in order to avoid the divide by zero error in equation 3.

In the examples below the presented algorithm have been used the method of geometrical description of the units
of machine engines described in [Knosala,2002].

Geometrical features of structural elements were presented in the form of the matrix of properties. This method
consists in exploiting geometrical primitive conditions which basic geometric features of similar are describing.
Next made coding of geometrical features which consists in using wood is B-Rep method in order to receive the
structure of the model in the three-dimensional space (3D). As a result of the division of the model of the element
in three dimensions with the determined resolution to layers a matrix image of the element is received. The
method of geometrical description of the units of machine is shown in figure 3.
The format of input data is being presented as follows:

xX> <y> <>
<nr element> <nr layer > < the number of layers>
X112 <X12> ... <Xt

XKn1> <Xn2> ... <Xmn>

Where three first values means the resolution of the division of the 3D element into classes.
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Grouped elements were written in the digital form at the 16x16x16 division in harmony with the accepted
accuracy of the description of elements. The training data set includes 16x16X16 data items. The Fuzzy Kohonen
neural networks composed of 16 neurons.

\o\o\
\o\e\e\e\ L
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Figure 3. The method of geometrical description of the units of machine

Conclusions

The approach to the aiding of production systems planning based on the modular technology, proposed in this
work, is a very promising direction for research on the field of the new production technologies. In the present the
base problem at a practical realization of the presented expert system is lack of an access to data and work
immensity, necessary to the pre-processing of the input data and to enter them into the knowledge base.

The way of integration of the neural network and the classical expert system presented in this paper is an
interesting solution on the level knowledge representation language. Preliminary tests indicate that the approach
employed in the PC-Shell system is capable of supporting problem formulation in ill-structured problem domains.

Future research in this work will be using the description of properties received as output date in program to the
design CATIA. The research conducted proves that fuzzy Kohonen Neural Networks are a very effective and
useful instrument of classification of the elementary assembly modules and can be employed in order to solve
direct clustering of parts families.
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TRACEABILITY MANAGEMENT ARCHITECTURES
SUPPORTING TOTAL TRACEABILITY
IN THE CONTEXT OF SOFTWARE ENGINEERING

Héctor Garcia, Eugenio Santos, Bruno Windels

Abstract: In the area of Software Engineering, traceability is defined as the capability to track requirements, their
evolution and transformation in different components related to engineering process, as well as the management
of the relationships between those components. However the current state of the art in traceability does not keep
in mind many of the elements that compose a product, specially those created before requirements arise, nor the
appropriated use of traceability to manage the knowledge underlying in order to be handled by other
organizational or engineering processes. In this work we describe the architecture of a reference model that
establishes a set of definitions, processes and models which allow a proper management of traceability and
further uses of it, in a wider context than the one related to software development.

Keywords: Traceability, Software Architectures, Configuration Management, Software Maintenance.

ACM Classification Keywords: D.2.7: Distribution, Maintenance and Enhancement — Documentation; D.2.9:
Management - Software configuration management

Conference: The paper is selected from Sixth International Conference on Information Research and Applications -
i.Tech 2008, Varna, Bulgaria, June-July 2008

Introduction

The main goal in software traceability is to trace all the elements that can be considered relevant enough for the
organization within a particular project or software product. Some classical examples of these elements are
requirements, designs, source code or tests. However there is a number of information that is not considered
carefully in current literature. Emails sent by stakeholders, minutes of meetings, project proposals or cost benefit
analyses are documents that are also an essential part of a software product, retaining a great amount of
knowledge that is required by organizations (e.g. in order to manage process improvement and capability
determination [16]).

The capability to establish and maintain relationships between elements contained in these and other documents
is essential, no matter the typology or stage during the product life cycle in which they arise. Managing all sort of
relationships between whatever elements is what we define as total traceability. Some authors have previously
discussed this term [14], although they have covered only aspects related to the engineering process.

In figure 1 below we illustrate the concept of total traceability that we try in our work. A software project does not
start in the requirements engineering stage, as pointed by many authors [24],[29],[8],[20],[14]. Moreover, we
should not consider requirements as the core in traceability, even when a wider perspective is considered,
including information not directly related to engineering processes as described in [25].

We claim that software traceability should be focused in establishing relationships between the elements that
compose the product, regardless of their type or stage in which they first appear. None of those elements should
be considered the core or the start point in traceability. Only the specific purpose of the traceability itself, in a
particular scenario, is to determine it.

Traceability should conform to an open and decentralized network in which we could include any element of
particular interest in a given scenario.

Figure 1 shows a simplified hypothetic case, that we can easily find in the real world. The product life cycle starts
when a user sends an email asking for some kind of software meeting some high level user requirements in order
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to carry out with some tasks. After this email a project proposal or tender is prepared, covering those
requirements, after a first approach to the problem. Later, a cost benefit analysis is developed, determining if it is
viable to tackle the software. The solution to the problem of the user consists of developing specific software,
carrying out a typical life cycle generating requirements specification, use cases definition, class diagrams and
state charts, sequence diagrams and source code. In order to simplify the concept we avoided including a
number of models and documents that can be considered, but in essence the main idea remains, all possible
information, documents or models are candidates for tracing purpose.

Figure 1 — Basic example on total traceability

Let us now imagine that, after carrying out the cost benefit analysis, the project is not developed because of the
lack of resources. Then, considering a historical approach to traceability, all those emails and documents are not
traced, so it could be potentially impossible to retrieve all knowledge underlying together with their relationships.
What if we tackle the problem, again, after some time? Or if, also later, we decide to take it up again, using
COTS? As long as the organization did not get to requirements engineering stage, no information on the project
is available. How could we evaluate a number of commercial products or components? We should start
everything from a scratch.

On the other hand, if we consider all these information, previous to requirements, we could trace our project
proposal to the specifications given by vendors and take the project up again from the same point in which it was
stopped.

Some of the documentation we are talking about is considered in [15] as essential to software life cycle, however
nor this organization has treated these aspects with such a purpose, even in the new [18] or previously deployed
[17], in which traceability is not considered as the essential part it is to software development.

May the reader appreciate that in some sense our work is not only related to software traceability, but also to
knowledge management in the context of software development and maintenance, focusing traceability in the
knowledge that documents, models or their relationships may provide in terms of the knowledge life cycle
described by Birkinshaw and Sheenan [4].

To avoid misunderstandings, in this paper we will describe element as any item, under configuration management
within an organization, and which may be related, or even not, to a software product in any sense. Also we will
describe trace as any kind of traceability link in the widest semantics of the term.

In our work we considered the following hypotheses, which determine the context in which TRAMA is to be
understood and that we discussed in [11]:
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H1: The lowest level of granularity in traceability shall agree to the granularity established in Configuration
Management.

H2: It shall be established a common framework regarding Configuration Management and Traceability from an
organizational point of view, considering needs and goals of the organization.

H3: The products generated during the software life cycle can be modeled as structured and processable
documents.

H4: Those tools used during all product life cycle and related tasks allow to make information persistent, in
processable and structured formats, such as XML technology. In other case, such formats can be obtained
through exports or digital processing.

Traceability Management Architecture

The basic components of the proposed architecture for traceability management systems are to support a set of
operations that we shall enumerate below. We distinguish four main components: documentation and traceability
data model support, traceability management, information retrieval and interfaces to external tools.

The data models define structures that allow making persistent all that information required to trace elements and
managing traceability.

The traceability management component supports the basic operations allowed within traceability, using the data
in the data models.

Information retrieval provides the capability to search and locate the information, as well as to infer new
relationships and generate candidate lists.

Interfaces to external tools allow integrating the traceability management system to other applications used within
the organization in order to automate the different tasks related, closely or not, to software projects.

In figure 2 below the different components of which TRAMA is composed, and some relationships to software life
cycle processes [15], are shown.
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Figure 2 — Basic architecture for a traceability management system

Regarding data models we suggest to implement two different components, establishing proper relationships
between them.

Documentation model is in charge of storing all information related to configuration items (e.g. projects,
documents, sections of documents). Traceability model supports the storage of the traces established between
configuration items.

Separating each model provides the capability of integrating configuration management systems from third

parties. The purpose is to manage separately the information managed by external tools from the information
managed by the traceability management system, which is the system our work is focused on.
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In our implementation documentation model takes into account, amongst others, the following configuration

items:

o Projects and project stages, as well as staff assigned to the different tasks. These data retain information
about planning, allowing to generate project tracking reports.

o Documents and sections of documents represent a model of the documentation of a project and the structure
of documents.

o Software artifacts, such as requirements and design, coding and testing artifacts represent the deliverables
from engineering tasks in the software life cycle.

o Deliverable templates related to each task in a project support quality assurance and project tracking reports.

o Stakeholders involved in tasks and documents that shall receive the deliverables.

Meanwhile, the traceability model is in charge of storing the traces that establish the relationships between

configuration items. A partial list of traces is described below.

o Dependency traces model the relationship between configuration items, where a configuration item is
dependent on other. We provide a number of semantics for dependency (e.g. parent to child, aggregation,
complement) as well as degrees for the dependency (e.g. full, partial).

e Document and section traces establish the contents of documents and their structure. Contents are always
configuration items (e.g. software artifacts, text, figures).

o Rationale traces allow attaching an explanation to a configuration item.

o Output traces establish relationships between tasks and document templates.

o Drive, Implementation, Test and Verification traces allow attaching different software artifacts to other. Usually
these traces are useful to generate quality assurance reports, as well as to support Change Management.

The information retrieval component is responsible of locating configuration items that match the criteria given by

a user search. User search are defined as patterns that depend on the search type. We provide the following

search types to support different goals:

¢ Locate individual configuration items matching a pattern, such a rationale, content or name.

o Locate configuration items involved in traces to a given configuration item.

o Locate configuration items involved in a specific kind of trace to a given configuration item. This is particularly
useful to calculate impact trees derived from a change (i.e. to support change management).

o Locate software artifacts that satisfy a set of requirements. This feature has been introduced to support
software reuse.

It is also feasible to infer knowledge from the information provided by traces. The main goal is to find new traces
between configuration items, in order to reduce the effort of software engineers while carrying out traceability
tasks. This feature is also important to find incongruence in the models of a given project, and to locate
traceability lacks, as well as to support quality assurance tasks. These are the reasons why we defined two
different components, Inference Engine and Search Engine.

Traceability Management component is in charge of carrying out the functionalities defined in the reference
model, excepting information retrieval and interoperability. Some of these functionalities are:

o Create and delete repositories

o Create and delete projects

o Replicate elements and reuse assets

e Create, alter and delete traces

e Create, alter and delete documents and sections

Interoperability component supports the operations which allow integrating the traceability management system to
external tools (e.g. CASE, configuration management or documentation tools). Information exchange is based on
import and export features through XML and XMI files. An improvement of the features in which we are working
on is to create web services. Web services could make feasible to share information in different tools in soft
real time.
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Related Work

Traceability usefulness, in the area of Software Engineering, has been demonstrated by most related literature.
Processes such as change management obtain substantial benefits from traceability [10],[6]. Traceability links
allow establishing relationships between different items, or knowledge assets, and they are of interest for the
organizations [26]. The capability to reuse software assets, such as documents, models or code, is also a
question closely related to traceability [7], as well as domain and product analysis [8].

However a high effort and cost is inherent to traceability management, as described in [9], and new perspectives
on which elements are more relevant or require more detailed attention, in order to lower the effective costs are
arising, such as the Value Based Software Engineering [5].

The most popular choice when automating traceability consists of the development of systems and frameworks
stating clearly the information related to traceability links, and the way to implement them in a standardized
manner, instead of depending on specific features provided by vendors.

Sherba et al. [28] provide a traceability management system consisting of the integration, through parsers, of
different tools, sharing the project components and models in a common repository. The main problem is to
maintain this duplicated and coupled structure. In [3] we can find some suggestions on how to avoid the problem,
together with a compromise on the granularity or detail level required in this kind of systems.

More efforts in this sense have conducted to establish standardized formats for documents and models, most of
them based in the eXtensible Markup Language, such as XML Metadata Interchange [23].

In [19] a metamodel for traceability management and a set of processes related to software traceability, based in
patterns, can be found. Alarcén et al. [1] describe a software engineering environment, considering an integrated
traceability system, in which documents generated within the environment are stored in an XML compatible
format. Also many efforts in introducing tags within the source code, to provide traceability, have been described
in earlier years [12].

Alves-Foss et al. [2] suggest the use of XMI to represent UML designs, and JavaML for the source code. A set of
DTDs and transformations make it feasible to translate the models into source code and vice versa.

Another significant problem in traceability systems is to determine the proper information retrieval and processing.
Huffman et al. [13] applied information retrieval techniques to create automated candidate traceability link lists.
Marcus et al. [22] used latent semantic indexing to detect links between product documentation and source code,
and Spanoudakis [29] established a set of heuristic rules to analyze links between different elements that resulted
in patterns to determine which candidates where valid.

Regarding elements and relationships, the best analysis we can find is that one by Ramesh and Jarke [25], in
which we can find a complete classification on traceability links and the data that should be considered in
reference models. Different classifications, which provide more information and types of links can be found in
[21], with the goal of supporting conformance analysis and inconsistency finding. In [20] we can find a model to
support traceability management for UML projects, including rationales and stakeholders, as well as many
software artifacts.

Tryggeseth and Nitro [30] classify the relationships in different categories keeping in mind a double structure
related to application structure and documentation, while Riebisch [27] takes into account the link types
depending on the structure of requirements documents. Von Knethen [31] establishes a difference between
traces linking elements in the same abstraction level and those between elements in different abstraction level.
Sherba et al. [28] describe some examples of links that are useful to determine some of the types of relationships
between elements.

Relating the knowledge that should underlie to each link, Ramesh and Jarke [25] suggest to consider six
dimensions: What?, Who?, Where?, How?, Why? y When?.
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Conclusions

Introducing traceability as a part of the methodological definition of the development process could help in
avoiding the historical problems of traceability application, marginally considered in the Software Engineering
processes. The support to other organizational processes could result in decreasing the effective costs on
applying traceability. The specification of ISO 24744 [18] could have been a nice chance to introduce traceability
as an essential part during the definition of software development methodologies. Integrating traceability in such a
standard, which considers all software process aspects, from documentation to tasks, as well as human
resources involved, should have supposed a great step.

If we expect to reach such an ambitious goal, it is necessary to track any knowledge asset. It supposes to
include, under configuration management, any element that shall persist in time. Then, it becomes necessary to
extend configuration management to all areas in the organization, not only to those related to engineering
processes. In this sense it is essential to establish a common framework in the organization regarding
configuration management and traceability, considering also the proper minimum granularity required.

We also discussed how information contained in a traceability management system is not only useful for software
processes, but also to other processes. Multiple uses of this information, especially through information retrieval
and data mining, will result in long and short term benefits in organizations. In such case scenario it could be
worthwhile to implement and introduce traceability management in the industry, as well as lowering the effort
required to manage and maintain these kinds of repositories.

Bibliography

[1] Pedro P. Alarcon et al. Automated Integrated Support for Requirements-Area and Validation Processes Related to
System Development. Proceedings of the 2n International Conference on Industrial Informatics, IEEE. 2004,
pp. 287-292.

[2] Jim Alves-Foss, Daniel Conte de Leon y Paul Oman. Experiments in the Use of XML to Enhance Traceability between
Object-Oriented Design Specifications and Source Code. Proceedings of the 35t International Conference on System
Sciences, pp. 3959-3966. [EEE. 2002.

[3] P. Arkley, P. Mason, S. Riddle. Position paper: Enabling Traceability. Proceedings of the 1st International Workshop on
Traceability in Emerging Forms of Software Engineering, pp. 61-65. ACM. 2001.

[4] J. Birkinshaw, T. Sheenan. Managing the Knowledge Life Cycle. Engineering Management Review, volume 31, issue
3, p. 19. 2003.

[6] Barry Boehm. Value-Based Software Engineering. Software Engineering Notes, vol. 28, issue 2, section Article
abstracts with full text on line, pp. 3. ACM. 2003.

[6] L.C.Briand, Y. Labiche, L. O'Sullivan. Impact Analysis and Change Management of UML Models. Proceedings of the
19t International Conference on Software Maintenance. IEEE. 2003.

[7] Andrea de Lucia et al. Enhancing an Artefact Management System with Traceability Recovery Features. Proceedings
of the 20t International Conference on Software Maintenance, pp. 306-315. [EEE. 2004.

[8] Alexander Egyed, Paul Griinbacher. Automating Requirements Traceability: Beyond the Record & Replay Paradigm.
Proceedings of the 17t International Conference on Automated Software Engineering, pp. 163-171. IEEE. 2002.
[9] Alexander Egyed, et al. A Value-Based Approach for Understanding Cost-Benefit Trade-Offs During Automated

Software Traceability. Proceedings of the 3 International Workshop Traceability in Emerging Forms of Software
Engineering, pp. 2-7. ACM. 2005.

[10] Stephen G. Eick et al. Does code decay? Assesing the Evidence from change management data. IEEE Transactions
on Software Engineering, vol. 27, no. 1. IEEE. 2001.

[11] Hector Garcia. Documentation and Traceability in Software Projects (in spanish). Research Work. Carlos Ill University
of Madrid. 2007.

[12] Ernesto Guerrieri. Software Document Reuse with XML. Proceedings of the 5t International Conference on Software
Reuse, pp. 246-254. IEEE. 1998.

[13] Jane Huffman Hayes, Alex Dekhtyar, James Osborne. Improving requirements tracing via information retrieval.
Proceedings of the 11t International Conference on Requirements Engineering Conference, pp. 138-147.IEEE. 2003.



[14
(15
i
[17
18
(19
[20]
21
22
23
24
25
26

[27]

(28]

[29]
[30]

[31]

International Book Series "Information Science and Computing" 23

Suhaimi Ibrahim et al. Implementing a Document-Based Requirements Traceability: A Case Study. Proceedings of the
9t International Conference on Software Engineering and Applications, pp. 124-131. IASTED. 2005.

International Organization for Standardization. Information technology — Software life cycle processes. ISO/IEC
12207:1995. I1SO. 1995.

International Organization for Standardization. Software Process Improvement and Capability Determination. Juego de
normas ISO/IEC 15504. ISO. 2003 and 2004.

International Organization for Standardization. Information technology — Software Engineering Environment Services.
ISO/IEC 15940:2006. ISO. 2006.

International Organization for Standardization. Software Engineering — Metamodel for Development Methodologies.
ISO/IEC 24744:2007. 1SO. 2007.

Justin Kelleher. A Reusable Traceability Framework using Patterns. Proceedings of the 3% International Workshop in
Emerging Forms of Software Engineering, pp. 50-55. ACM. 2005.

Patricio Letelier. A Framework for Requirements Traceability in UML-based Projects. Proceedings of thest
International Workshop on Traceability in Emerging Forms of Software Engineering, pp. 32-41. ACM. 2001.

Jonathan |. Maletic et al. Using a Hypertext Model for Traceability Link Conformace Analysis. Proceedings of the 2nd
International Workshop Traceability in Emerging Forms of Software Engineering, pp. 47-54. ACM. 2003.

Andrian Marcus, Jonathan |. Maletic. Recovering documentation-to-source-code traceability links using latent semantic
indexing. Proceedings of the 25t International Conference on Software Engineering, pp. 125-135. IEEE. 2003.

Object Management Group. MOF 2.0 - XMI Mapping Specification, v. 2.1. OMG. 2005. Available at
<http://www.omg.org/technology/documents/formal/xmi.htm> [ref. february 11t, 2007].

Balasubramaniam Ramesh. Factors Influencing Requirements Traceability Practice. Communications of the ACM, vol.
41, issue 12, pp. 37-44. ACM. 1998.

Balasubramaniam Ramesh, Matthias Jarke. Towards Reference Models for Requirements Traceability. |EEE
Transactions on Software Engineering, vol. 27, issue 1, pp. 58-93. I[EEE. 2001.

Balasubramaniam Ramesh. Process Knowledge Management with Traceability. IEEE Software, vol. 19, issue 3, pp.
50-52. IEEE. 2002.

Matthias Riebisch. Supporting Evolutionary Development by Feature Models and Traceability Links. Proceedings of the
11t IEEE International Conference and Workshop on the Engineering of Computer-Based Systems, pp. 370-377.
IEEE. 2004.

Susanna E. Sherba, Kenneth M. Anderson, Maha Faisal. A Framework for Mapping Traceability Relationships.
Proceedings of the 2 International Workshop on Traceability in Emerging Forms of Software Engineering, pp. 32-39.
ACM. 2003.

George Spanoudakis. Plausible and Adaptative Requirements Traceability Structures. Proceedings of the 14t
International Conference on Software Engineering and Knowledge Engineering, pp. 135-142. ACM. 2002.

Eirk Tryggeseth, Oystein Nitro. Dynamic Traceability Links Supported by a System Architecture Definition.
Proceedings of the International Conference on Software Maintenance, pp. 180-187. IEEE. 1997.

Antje von Knethen. A Trace Model for System Requirements Changes on Embedded Systems. Proceedings of the 4th
International Workshop on Principles of Software Evolution, pp. 17-26. ACM. 2001.

Authors' Information

Héctor Garcia - Adjunct Professor. Technical University of Madrid. E.U. Informatica. Ctra. de Valencia Km. 7.
E28031 Madrid. e-mail: hgarcia@eui.upm.es

Eugenio Santos - Professor. Technical University of Madrid. E.U. Informatica. Ctra. de Valencia Km. 7. E28031
Madrid. e-mail: esantos@eui.upm.es

Bruno Windels - Researcher. Technical University of Madrid. E.U. Informatica. Ctra. de Valencia Km. 7. E28031
Madrid. e-mail: bwindels@eui.upm.es



mailto:hgarcia@eui.upm.es�
mailto:esantos@eui.upm.es�
mailto:bwindels@eui.upm.es�

24 Advanced Studies in Software and Knowledge Engineering
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Introduction

The article presents the software written in
Builder C++ language that monitors the
process of charging through COM port. Pulsar
is impulse charger made by Elprog. It is a
professional fast impulse charger to charge all
kinds of cells available on the market. The
product won the prestigious prize “Polish
Market” in 2004. Among its qualities are:

1. the speed of charging

2. the reliability of the charger process
3. the regeneration of old cells N
4. the monitoring of charging process. Fig. 1. The charger system during work

Computer program that read the data directly
from charger is a useful tool to analyze the quality of aku pack.
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Fig. 2 The graphical interface of PCGraph program
(the colors determine: blue — amperes, red — temperature, green — volts, yellow — dV/dt)
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The charger system and the graphical interface of PCGraph program is shown in Fig. 1. and Fig. 2.

25

The system is used especially when high reliability is required. The systems work for example in European Space

Agency and Polish Polar Station (Spitsbergen).

The program is written in Builder C++ as an MDI application. Components used are presented in Figure 3.

Fig. 3. The view of chosen forms with components used.

The data flows diagram between the most important components are presented in Figure 4.

Check the Sending the data
new data to the chart
Component] Component
,—t Timerl Chart
\4
> A
Data from | Component| |Component Saving data
charger TRead Memo on the disk
(RS 232) Component]
A Timer2 Component
Timer2

Check if process
of charging is finished

Fig. 4. Data flow diagram of applications.

A serial port is used for communication. The format of protocol (32 bytes long) is presented on Figure 5.

#C0 3 | 5D P0035,12029,+0199,000, 00001

Begin/Number | Cell|Char. Tempera  Energy
frame|of cells | type|Typg Time[s] | Volts[mV] | Curent[mV] ture['C]l  [mAh]

Fig. 5. The charger communications protocol data format

The type of calls determined the kind of process charging (Table 1)
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The charge mode is described with letters — for their meaning see Table 2. The plus and minus sign before the
ampere’s value means charging and discharging.

Table 1 Table 2.
Typeof |  Kind of Charge/ Discharge | Charge mode
calls accumulator mode
. D Discharge
1 Ni-Cd -
: S CH. Simple
2 Ni-MH
R CH. Reflex
3 Pb-bat
P CH. Pb-bat
: RAN L CH. Lith
5 Li-lon - - U
6 Li-Pol sge”-
7 Li-TA ¢ Charge
8 Li-S D Disch
F Format

The reading and correct interpretation of charging and discharging process characteristics that are obtained
enables us to determine the actual quality of accumulator. However, some experience in reading the
characteristics obtained is required. A demonstration of characteristic received with one weaker cell is shown in
Figure 6.

; ]

a) the characteristic of charging process in which b) the example of charging a cell that was completely
after 22 minutes and 30 seconds there was a volt discharged
decrease. This situation means there is one weaker cell
in the package

Fig. 6. The examples of packages of accumulators’ defects characteristic

The program presented enables the recording of several discharging/recharging cycles and to present the data in
graph form. The possibility of such analysis is valuable during the package’s regeneration as well as during the
determination of its consumption in time (see Figure 7).
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a) the graph of separate cycles b) the graph comparing capacity

Fig. 7. A three-cycle discharging/recharging process in which the capacity of an accumulator package was raised
from 1400mAh to 1900 mAh

The monitoring program that collects data and presents them in the form of graphs is therefore extremely useful
to all that increases the functionality of the charger. The reading and proper interpretation of graphs is possible
only after gaining some essential skill by the user which often requires some time and effort.

The Current Research

Research on the process of creation the expert system
that would make reading graphs not essential for the
user is being conducted. Initial analyses using the
artificial neural network were satisfactory. The network
(for the scheme see Figure 8) was prepared as an
expert system stating whether the discharging process
of an accumulator package finished successfully.

The data received during the charging process was
normalized in table of volting level [U1,Uz,..,Us]. The
output vector consisted of two elements (the correct Fig. 8. The scheme of neural network
package and the wrong package). Coincidence of the  ysed to identify the fault of accumulator packages.
network’s learning process was observed during the

experiment. The modeling of neural network was made in STATISTICA NEURAL NETWORKS system. At this
stage collecting more actual data including information about the charging process is crucial. In order to achieve
these purposes the current program version includes the record of extra information about the package.

The Future

It is probable that the next program version would enable sending the collected characteristics directly to the
network server that contains a database. Building an internet server including the expert system is another aim
that should be possible to achieve. It would be attainable for the user to check whether their package is correct
using the current knowledge of server's expert system and the data could increase sources available. Several
possible scenarios of development are shown in Figure 9.

The possibility of building evaluation system that would not only find the package faults but also indicate the type
of damage, e.g. damage of a single cell (or a few cells), complete discharging of one cell in the package, wrong
charging method used (e.g. Ni-Cd accumulators were charged as Ni-MH), wear—out of the package etc should be
examined during future research. The significance of such research is emphasized by the fact that the increase of
the number of mobile devices was observed in recent years and therefore there will be more demand for
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evaluating and repair of accumulator. The charger is also currently utilized by certain services such as police, fire
brigades where the reliability of technical devices is of great importance. The use of data-mining for huge amount
of data might result in development of routine accumulator exchange or inspection standards. The experiments
indicate that the chargers delivered with the equipment often cannot make full use of the device. Also they can
damage the accumulator packages even though they were destined for the concrete type of equipment as it often
happens in different kinds of inexpensive mobile tools. The user exchanges the devices or accumulator packed
which causes the increase of their number on garbage dumps and causes the pollution of environment.
Therefore, the conduction of this research and further development of software presented seems to be
appropriate.

a) Next version of software

Klient
software Data of charge proces
o > Web serwer and
databases
v.
-, Downoload
New version of software _ Anew sSftware version
with skills of expert systems with buid-in expert system (static)
update manually by programer
b) Possibility of development
Klient
software Data of charge proces Web serwer
! . With databases
Information of correctness
€—of charge/discharge And expert system
Y. process creating by web

expert systems |, *
New version of software
with skills of expert systems

c) Future software bases on agent oriented technology.

Fig. 9. The strategy of development of the software presented

Conclusion

1. The use of application to analyze the charger mode expands the device’s possibilities.

The analysis of characteristic obtained requires experience in their interpretation.

The use of expert system to analyzing chosen signals will be possible in the future.

The creation of databases including the characteristics’ history during the usage of separate models of
accumulators might make it possible to forecast the wear—out of packages. In older to do that an analysis
using data-mining should be performed. The current program version includes the mechanism of
accumulator description suitable for such research.

The creation of internet service collecting data from the user that might be automatically integrated with the
program for expert system learning and data-mining seems appropriate.

N
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CORE DESIGN PATTERN FOR EFFICIENT MULTI-AGENT ARCHITECTURE

Kasper Hallenborg

Abstract: Interaction engineering is fundamental for agent based systems. In this paper we will present a design
pattern for the core of a multi-agent platform - the message communication and behavior activation mechanisms -
using language features of C#. An agent platform is developed based on the pattern structure, which is legiti-
mated through experiences of using JADE in real applications. Results of the communication model are
compared against the popular JADE platform.

Keywords: multi-agents, design pattern, C# language features, message based architecture, behaviors.
ACM Classification Keywords: D.2.11 Software Architectures, D.2.13 Reusable Software.
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Introduction

Multi-agent systems, which also are referred to as Distributed Artificial Intelligence (DAI) [Weiss, 1999], are
naturally expected to act and collaborate in a distributed environment and across different hosts. Thus from the
beginning agent platforms have focused on supporting communication between agents across networks.

FIPA has proposed an abstract architecture for agent organization, and the dominating part focuses on message
transport and agent communication. These specifications concern different levels of the communication, from the
low-level message transport and communication protocols to the higher level abstract speech act theories for the
message content. An increasing number of agent platforms try to comply with these specifications, and we find
some of the most popular agent platforms, like JADE and FIPA-OS, in this category, given that they aim to
support all kind of multi-agent systems.

Particularly in control systems, but for many other applications as well, the agents are just virtual representations
of real entities in the application environment. The agents may have a simple bound communication channel to
their physical entity, or the commands of the control unit are sent to PLCs or robots in the production
environment, which performs the real actions. Thus in many situations, there is no need for advanced network
communication support, as the agents are running in the same execution environment, often also in shared
memory. Making just a few assumptions we can boost the performance of messages handling between agents by
eliminating the overhead off network communication. Many existing multi-agent platforms try to avoid this
overhead by grouping agents running on the same machine, but the abstract and general message envelopes
still impact the scalability of the platform, when the communication increase.

In this paper we will present a design pattern and implementation details for a backbone to a multi-agent platform.
The presented code listings for the implemented pattern is coded in C# taking advantage of language features
that are not directly supported in Java. Most open-source platforms are Java based, but a few .Net based
platforms are now available, such as MAPNET, EtherYatri.Net, Agent-Service and CAPNET. The latter two also
being FIPA compliant, but Java is still being the dominating language for the open-source community.

In the next section we will elaborate on how JADE, as one of the most popular agent platforms, handles
communication and messages.
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Related Work and Motivation

Advanced interaction mechanisms are what really distinguish multi-agent platforms from general distributed
architectures. Thus, a key feature of multi-agent systems has always been the mechanisms that allow the agents
able to make intelligent decisions about their interactions and can participate in interactions that not necessarily
were foreseen at design time [Jennings, 2000].

Many agent platforms implement this high level of abstraction by using an agent communication language (ACL)
based on the speech act theory, originally introduced by Searle [Searle, 1969]. Thus most agent platforms are ba-
sed on some kind of message-based interaction, where the message format allows abstract content to be enco-
ded. FIPA-ACL specified by FIPA seems to be the most commonly used in new agent platforms [FIPA, 2002].

Aiming for more cognitive and deliberating agents more advanced interaction frameworks have been build on top
of the message languages, such as goal-directed interactions [Cheong, 2006][Braubach, 2007] inspired by the
BDI architecture, or role-based interactions [Cabri, 2006], but has not matured yet. Many agent platforms are
mostly concerned about the basic message handling, message format, and encoding/decoding.

The JADE agent platform from Telecom ltalia Lab [Bellifemine, 2005] is among the most popular agents platform
available today, and it is rather generic in how it handles interactions, and we had extensive experience with it,
from implementing control a baggage handling system in an airport in Asia [Hallenborg, 2006]. Thus, JADE is an
appropriate candidate for explaining the message handling principle of agent frameworks. Our experience with
JADE for real life applications was also that for many application domains, the rather abstract handling of
message semantics was not required at all, even though you still want the agent mechanisms. This is specially
the case for manufacturing systems and other agent-based systems, which are less spontaneous and more or
less all participants in interactions are known at design time, at least from their characteristics and capabilities.

Similar to other agent platforms JADE has en rather simple and intuitive communication model based on
asynchronous message passing. In JADE each agent lives inside a container, and a JADE platform refers to such
a set of distributed containers, though several containers are allow on the same machine.

As illustrated in figure 1 each agent has a sort of mailbox — a message queue, where received messages are
dropped and the agent is notified, but the receiver is in full control of if; when, and how to react to a new messa-
ge. The common approach of using JADE specifies that each agent has a number of attached behaviors, which
are activated if the message template matches an incoming message. After executing the action of the behavior,
the behavior object will either be detached or start waiting for new incoming messages, depending on its
configuration.

E N Prepare
g Sender i
% _ Agent

Distributed JADE platform

Figure 1: Communication model for the JADE platform

Our experience of applying JADE to this large real life application left no complaints about the architecture and
communication model of JADE. The serious performance problems were due to the internal handling of
messages inside JADE during the message passing process. Running a profiler on the implemented system
everything pointed at the send method of the Agent class as the performance leak. Digging into the source of
JADE the problem could be revealed from an extensive set of tasks being executed every time a message is
sent.
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In the short version the send method of Agent delegates the call to the handleSend method of AgentContainer-
Impl class that always requires a clone of the message’, not only for a message with multiple receivers, but for a
single receiver as well. Besides making a deep clone of the message object, which include several byte array
copies of the many string fields in a message, the message is wrapped in a generic command object that is
processed after credentials of the sender is set in the message. The processing step includes a number of
filtering steps of the message, which perform some extensive checking of the message before it is actually sent to
the receiver. The extensive copying and processing is just one part of the problem, and usually irrelevant if the
communication is low, but it scales very badly when the communication level increase. At the bottom this is due
to numerous of synchronized methods in the filtering and processing steps, which slows the execution caused by
massive scheduling.

All this is done even if both sender and receiver is within the same container in the same executive space, where
message handling should be as simple as moving a memory reference, under just a few assumptions. And this
performance flaw has nothing to do with the semantics or abstraction level of the content being encoded into the
message, the content could be a simple as an integer and the procedure would still be the same.

For the real life applications we are working with, such as the baggage handling problem, the performance
overhead in the communication model kill all advanced decision logic of the agents, and even with some
modifications to the JADE source implementation, it has become evident that a much simpler approach should be
pursued.

s 888588

PR .
Fender agang ®

o

Figure 2: Average message sending time — many agents Figure 3: Average message sending time - few agents

Figure 2 and 3 show how JADE scales with the communication level in a very basic test application with the
purpose of just sending and receiving simple messages. In large systems (figure 1) with up to 500 agents the
average message sending time is kept under 22 ms if all 500 agents sends 1 message concurrently to a random
receiver from a pool of 500 receivers, but it increases dramatically if we increase the number of receivers for the
same message. If the 500 agents send the message to 80 receivers the average message time the time is
approximately 10 seconds on average for just a single message. The measured time reflect solely the time an
agent spends on executing the send method.

Behavior based Agent Architecture

We were quiet satisfied with the simple behavior and communication model of JADE, so similar features should
be available in a new approach as well. Instead of doing serious hacking in the JADE source, we decided to
create a simple agent platform from scratch, which were implemented under two important assumptions, at least
for the first version.

¢ All agents were running in the same execution space with shared memory
o Receivers would not modify received message objects

! One of the parameters to handleSend. The send method of Agent is final, so it cannot be overridden.
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With all agents in shared memory on the same machine, remoting could be avoided and message transfers could
be handled by moving a simple memory reference. Especially due to the second assumption, because there
would be no need to clone message objects if receivers do not modify the content.

The choice of using C# over Java was based both on ease of system integration with the rest of our application
setup, but mainly due to the advantageous language features about events and delegations. With only a few
modifications the pattern can also be implemented in Java.

The architecture is basically the same, as illustrated in figure 4. Agents are still connected to a container, but at
the moment, there is no support for distributed containers. The container manages all the agents and put
messages into the message queue of a receiver, and the same message object goes into all receivers.

<<Agent>>
Sender oortther Container ot Receiver |—--— container — send{msg})
™ H -
- (msg) -— i [~ send(msg) add(msg) - -
R — notify() Fe——— msg = guele — deguevef]
Message for ail b in behaves
! - if b — geiType() = msg — gefType()
getType() for afl ¢ in mag — getReceivers() | b — action{msg)
getReceiver() r— addfmsg)
content S <<Behaviour>>
MessageQueue
| E— gefType()
enquetie) action()
]

ConcreteBehaviourA ConcreteBehaviourA

Figure 4: Pattern Structure

Message passing is in focus in figure 4, where both sender and receivers are instances of an agent class. Sender
passes a message object to the container, which look up all the receivers and add the message object to their
message queue. All receivers are then awaked by a notification and messages from the message queue will be
processed, which means that for all behaviors attached to the current receiver the action method of the behavior
will be invoked if the message type matches the type of the message.

Thus the communication principle is rather straight forward and is based on a pure asynchronous communication
model. The sequence diagram of figure 5 illustrate the message being sent through the container and end up in
the message queue of the receiver, which notifies and wakes up the receiver agent. The receiver agent then
extracts the message from the queue and activates the appropriate behaviors in its own thread, and the sender
agent can continues its own task as soon as it has delivered the message.

Sender Container Receiver MessageQueue Behaviour

A

7 » i

Figure 5: Sequence diagram for the communication model
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Implementation

The pattern design presented in figure 4 represents the core architecture of the agent platform, which basically
provides a communication platform for the agent-based systems. Therefore we also constrain the discussion of
implementation details to this part of the agent platform.

In order to make the platform valuable the communication must be lightweight and the event mechanisms for both
notifying receivers and activating behaviors must be very efficient.

Agent body: Sending message from the sender through the container management is rather straight forward.
Instead it is not trivial to decide how receivers should activate their behaviors based on incoming messages.

All agents have their own thread and if not active performing some tasks, they will be sleeping, waiting for input,
such as message. The main run loop of the thread body of a basic agent is given by the listing below

1: private void MainLoop()

2: {

3: m_Alive = true;

4: while (m_Alive)

5: {

6: m_SyncEvent._WaitOne();

7: while (m_MessageQueue.Count > 0)

8: {

9: Message msg = null;

10: lock (m_MessageQueue)

11: msg = m_MessageQueue.Dequeue();

12:

13: if(m_Behaviours.ContainsKey(msg.GetType()))
14:

15: BehaviourActionMsgDelegate behaviours = m_Behaviours[msg.GetType()];
16: if (IsBehavioursAsync)

17:

18: foreach (BehaviourActionMsgDelegate bh in behaviours.GetlnvocationList())
19: bh.Beginlnvoke(msg, null, null);
20: }
21: else
22: behaviours. Invoke(msg);
23: }
24: 3}
25: 3}
26: 3}

The activeness of the agent is controlled by a WaitHandle (m_SyncEvent in line 6), which can be signaled
whenever new messages in the message queue are ready to be processed. When the agent is awakened it will
process all messages in the message queue before it falls asleep again.

For each message the agent checks if it has behaviors that match the received message type (line 13).
m_Behavior is a mapping of BehaviourActionMsgDelegate objects, which extends the MultiCastDelegate C#
type that can chain delegates. So whenever a new behavior is added to an agent, it is just added the particular
chain of the message types it matches.

This chain of delegates will be invoked with the current message object either sequentially or by asynchronous
calls (line 16-22) based on the IsBehaviourAsync property of the Agent that can be modified by the programmer.

Behaviors: The consequence of invoking behaviors, using the simplified principle of delegates as presented
above, is that behaviors must have a single invocation point, which can be activated after instantiation. JADE has
a similar approach with the action method that runs the behavior, so the core task can be isolated from
instantiation, recycling, etc. of the behavior object.

Delegates, which are method pointers in C#, are a perfect mechanism to achieve an even more flexible solution,
which is not tied to a specific method name. For convenience programmers are still encouraged to implement
invocation points as methods with the name action. Thus a simple behavior could look like

public class ConcreteBehaviour : Behaviour

{
ConcreteBehaviour(...) { -.. } // Constructor

public void Action(Message msg)

// TODO : the tasks of the behavior
H

©CO~NOOUODWNE
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Remember that behaviors are matched against the message type, so an efficient way for a behavior to match a
message is to provide action methods that take subtypes of Message as their single argument. This also
overcomes another classic problem with JADE of having behaviors that should react on different messages. In
JADE the problem can be solved by a more complex message template, or synchronizing behaviors with a
shared data store to transfer data between the behaviors, which is rather non-intuitive for beginners.

With this approach the programmer simply add action methods to the behavior object for each of the message
types to be matched, as exemplified below

1: public class ConcreteBehaviour : Behaviour

2 {

3 ConcreteBehaviour(...) { ... } // Constructor

4:

5: public void Action(ConcreteMessageA msg)

6-

7 // TODO : the tasks of the behavior when message type A is received
8 3

9

10: public void Action(ConcreteMessageB msg)

11:

12: // TODO : the tasks of the behavior when message type B is received
13: }

14: 3}

The final thing missing is how delegates for the invocation points of the behavior are coupled to the agent. In
order to make it as simple as possible for the programmer, an addBehaviour method on an Agent provides a
standard way of adding a behavior to the agent.

internal protected void AddBehaviour(Behaviour behave)
{
IEnumerator<Type> enumerator = behave.GetEnumerator();
while (enumerator.MoveNext())
if (!m_Behaviours.ContainsKey(enumerator.Current))
m_Behaviours[enumerator.Current] = behave[enumerator.Current];
else
m_Behaviours[enumerator.Current] += behave[enumerator.Current];

11: behave.MyAgent = this;
12: 3}

The behavior super class simply supports iteration by implementing the IEnumerable<Type> interface, so we can
loop through all the message types that a behavior will respond to, and they are added to the mapping of
behaviors in the agent (line 7 and 9).

The only part missing to be explained is how the delegates are created and how we can enumerate the
invocation points for any sub types of the behavior class. As shown in line 7 and 9 above we use the special
indexer language construct of C# to get a delegate of a certain type for a behavior. The indexer create the
delegate for the right action method

1: public BehaviourActionMsgDelegate this[Type msgType]

2: {

3: get

4: {

5: foreach (MethodInfo mthinfo in this.GetType().GetMethods())

6: {

7: if (mthinfo.Name == ACTION_METHOD_NAME)

8: if(mthinfo.GetParameters()[0]-ParameterType.Equals(msgType))
9: return delegate(Message msg) { mthinfo.lInvoke(this, new object[] { msg }); };
10: }

11: return null;

12: 3}

13: }

We simply use reflection to find the right method that takes the correct message parameter, create a new
delegate for this method, and return it. Finally, the enumeration implementation searches through the behavior
object using reflection and create a list of supported types, but it skips super types whenever one matching
method have been added.

1: public IEnumerator<Type> GetEnumerator()

2: {

3: List<Type> tempList = new List<Type>();

4: foreach (MethodInfo mthinfo in this.GetType().GetMethods())
5: {

6: if (mthinfo.Name == ACTION_METHOD_NAME)

7:

8: // Only add if a sub-type not allready has been added
9: Type mthType = mthinfo.GetParameters()[0].ParameterType;
10: foreach (Type type in tempList)

11: if (type.IsSubclassOf(mthType))
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12: goto Found;

13: tempList.Add(mthType);
14: Found:

15: continue;

16: 3}

17: }

18: return tempList.GetEnumerator();
19: 3}

One could claim that reflection and the rather general approach for adding and invoking behaviors presented
above are not very efficient, but for the applications in mind the setup of agents and behaviors are done at
initialization. Thus there is no performance overhead of reflection and iteration during runtime, where all activation
is handled though lookups in mappings (constant time) and efficient delegates.

Results

As mentioned in the introduction our motivation was primarily based on bad experiences of performance when we
implemented a baggage handling system using JADE [Hallenborg, 2006]; a large complex real life system with
extensive communication for coordinating the activities. The system has now been re-implemented using the
presented agent platform, which fully eliminated the performance problems.

Figure 2 and 3 showed the lack of responsiveness of agents in JADE as the communication increase. Corre-
sponding results for our platform is showed in figure 6.
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Figure 6: Average message sending time for this agent platform

Apart from a few non-consistent spikes in the case of just one sender agent, the graph clearly illustrates that the
average message sending time is constant regardless of the number of sender agents and the number of
messages they transmit. The average message time is between 0.5 to 1.0 ms, even for 500 agents each sending
160 messages. A factor 10,000 less than the result in figure 2 for 500 agents sending 80 messages (the highest
number possible to generate on the test machine).
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Truthfully, the average message time and responsiveness is just one side of the story. The total computation time
of the system is another important factor. Figure 7 and 8 illustrate how our agent platform outperforms JADE.

The results are very clear. Even with only one message sent per agent, where message duplication not should be
a problem in JADE, our platform is still a factor 4-7 times faster than JADE. Keep in mind that these implementa-
tions are the simplest possible to test the communication model, no advanced encoding and decoding of mes-
sage content are included, which would slow the JADE solution ever further. In figure 8, where the communica-
tion increases dramatically our platform could send and receive the 90,000 message within 18 seconds, but it
took more than 16 minutes in JADE. The test machine could not complete the 500 times 500 example in JADE.

Conclusion

We have presented a pattern structure to implement the core communication model of an agent platform.
Implementations details that take advantages of special language constructs in C# to efficiently activate and
invoke the behaviors of an agent are outlined. The implemented agent platform is compared to agent implemen-
tations in JADE, and the presented platform clearly outperforms JADE in all situations, and especially when the
communication increase. So for the applications domains in mind (large complex manufacturing and logistics) we
have created a very efficient agent platform.
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Abstract: A Case-Based Reasoning (CBR) tool is software that can be used to develop several applications that
require cased-based reasoning methodology. CBR shells are kind of application generators with graphical user
interface. They can be used by non-programmer users but the extension or integration of new components in
these tools is not possible. In this paper we analyzed three CBR object-oriented framework development
environments CBR*Tools, CAT-CBR, and JColibri. These frameworks work as open software development
environment and facilitate the reuse of their design as well as implementations.
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Introduction

CBR is based on psychological theories of human cognition [Watson, 1997]. It rests on the intuition that human
expertise does not depend on rules or other formalized structures but on experiences.

Since late 70s many CBR applications have been developed by research institutes or industrial companies in
order for solving specific domain problems. In addition, there are several tools or shells have been built to
facilitate the building of a CBR application by non-programmer users. Most of these tools aim to provide
Application Programming Interfaces (APIs) which provide a set of functions that deal with CBR algorithms and
methodologies. They intended to help programmers to embed these APIs in their application development. In
order to access more complex problems the research goes to provide an open development environment that
lead users to more uniform tool at the level of design [Jaczynski & Trousse, 1998].

The concept of object-oriented frameworks has been introduced in the late 80’s and has been defined as “a set of
classes that embodies an abstract design for solutions to a family of related problems, and supports reuses at a
larger granularity than classes [Johnson & Foote, 1988]".

Frameworks allow the reuse of both code and design for a class of problems, giving the ability to non-expert to
write complex applications efficiently. A framework can be considered as a semi-complete application than can be
specialized to produce custom applications [Bello-Tomas et al. 2004]. A framework can be applied in a wide
range of domain, and can be enhanced by the adding of new components.

This paper gives a survey on some of CBR shells, shows the need for the development of CBR tools based on
open framework environment and discusses three object-oriented based CBR frameworks CBR*Tools, CAT-
CBR, and JColibri. The paper shows the importance for developers of CBR applications to move from shells to
object-oriented frameworks that facilitate the reuse of their design as well as the code to implement the intended
CBR application. The paper is divided into five sections. Section one is this introduction. Section 2 gives a
theoretical background on case-based reasoning. Section 3 discusses some of the CBR shells and developing
environments. Section 4 discusses the importance of moving to object-oriented frameworks and studies the three
proposed frameworks. Finally, section 5 concludes for the work.
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Theoretical Background

In case-based reasoning (CBR) systems expertise is embodied in a library of past cases, rather than being
encoded in classical rules. Each case typically contains a description of the problem, plus a solution and/or the
outcome. The knowledge and reasoning process used by an expert to solve the problem is not recorded, but is
implicit in the solution. To solve a current problem: the problem is matched against the cases in the case base,
and similar cases are retrieved. The retrieved cases are used to suggest a solution that is reused and tested for
success. If necessary, the solution is then revised. Finally the current problem and the final solution are retained
as part of a new case.

CBR is a five-step problem solving process. Figure 1 shows the CBR cycle.
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Figure 1: The CBR Cycle
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Representation: Given a new situation, generate appropriate semantic indices that will allow its classification and
categorization. This usually implies a standard indexing vocabulary that the CBR system uses to store historical
information and problems. The vocabulary must be rich enough to be expressive, but limited enough to allow
efficient recall [Kolodner, 1993].

Retrieval: Given a new, indexed problem, retrieve the best past cases from memory. This requires answering
three questions: What constitute an appropriate case? What are the criteria of closeness or similarity between
cases? How should cases be indexed? Indexing a case is essential in establishing similarity, because the indices
help define the important elements of a problem, those that should be considered when studying the problem.
Thus, part of the index must be a description of the problem that the case solved, at some level of abstraction.
Part of the case is also the knowledge gained from solving the problem represented by the case [Kolodner, 1993].

Retrieving a case starts with a (possibly partial) problem description and ends when best matching cases found.
The subtasks involve identifying a set of relevant problem descriptors, matching the case and returning a set of
sufficiently similar cases; and selecting the best case from the set of cases returned.

Adaptation: Modify the old solutions to confirm to the new situation, resulting in a proposed solution. With the
exception of trivial situations, the solution recalled will not immediately apply to the new problem, usually because
the old and the new problem are slightly different [Kolodner, 1993].

Reusing the retrieved case solution in the context of the new case focuses on: identifying the differences between
the retrieved and the current case; and identifying the part of a retrieved case that can be transferred to the new
case. Generally the solution of the retrieved case is transferred to the new case directly as its solution case.
Validation: Determine whether the proposed solution is successful. Checking a solution can take many forms,
depending on the domain. Whatever the means, after the system checks a solution, it must evaluate the results of
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this check. If the solution is acceptable, based on domain criteria, the CBR system is done with reasoning.
Otherwise, the case must be modified again, and this time the modifications will be guided by the results of the
solution’s evaluation [Kolodner, 1993]. Revising the case solution generated by the reuse process is necessary
when the solution proves incorrect. This provides an opportunity to learn from failure.

Update: If the solution fails, explain the failure and learn it, to avoid repeating it. If the solution succeeds and
warrants retention, incorporate it into the case memory as a successful solution and stop. The CBR system must
decide if a successful new solution is sufficiently different from already-known solutions to warrant storage. If it
does warrant storage, the system must decide how the new case will be indexed, on which level of abstraction it
will be saved, and where it will be put inside the case-base organization [Kolodner, 1993].

Case-Based Reasoning Shells and Development Environments

CBR shells are kind of application generators with graphical user interface. They can be used by non-
programmer users but the extension or integration of new components in these tools is not possible. There is a
clear difference between a CBR application and a CBR shell. A CBR application is a direct implementation of
CBR methodology to a specific domain problem in order to solve this problem. On the other hand, a CBR shell is
an application that enables developers to develop a domain specific CBR application.

In the late 1980s, the U.S. DARPA program funded a series of workshops on CBR and the development of a
CBR tools [DARPA, 1991]. This tool became Cognitive System's ReMind and marked the transition of CBR from
purely academic research in cognitive science and artificial intelligence into the commercial area.

Many CBR shells have been developed to make the theory practically feasible [Watson, 1997]. Table 1 shows a
summary of the key features of the major CBR shells. In addition to the previous tools there are three major CBR
development environments CASPIAN, CASUEL, and CBR-Works.

Table 1: A Summary of the Major CBR Sheels [Watson, 1997]

Product Platform Representation Retrieval Interface
flat attribute:value pairs Fully featured GUI
ART Enterprise PC, Workstation supporting a full range Nearest-neighbor builder
of variable types
Flat records supporting Mearest-neighbor and Use Netscape
CaseAdvisor PC Windows text and weighted knowledge-guided
questions
Flat records supporting Mearest-neighbor and CasePoint available as a
CBR3 PC Windows text and weighted knowledge-guided DLL or APl and CGl
questions scripts
Any ANSI C environment Flat attribute Nearest-neighbor Mo interface, only
Eclipse supply as a Clibrary
Case can be nested Nearest-neighbor with Simple form-based GUI
ESTEEM PC Windows inductive weight builder
generation
KATE PC Windows and UNIX Hierachical cases Mearest-neighbor and ToolBook interface can
induction be customized

CASPIAN [Pegler & Price, 1996] is CBR tool in the public domain developed at the University of Aberstwyth in
Wales. It was used as the CBR component of the Wayland system. It has a simple command line interface, but
can be integrated with a GUI front end if required. CASPIAN is written in C and can run on MS-DOS, MAC or
UNIX but without the GUI. CASPICAN performs nearest-neighbor matching and used rules for case adaptation. It
stores a case-base, including adaptation rules, in ASCII file. An individual case comprises a series of attributes
and a solution. CASPIAN has an internal engine sophisticated enough to allow its use in industrial applications.

CASUEL [Manago et al., 1994], the Common Case Representation language developed by the European
INRECA project (Integrated Reasoning from Cases), is the interface language between the INRECA component
systems. It is also intended to serve as the interface language between the INRECA integrated system and the
external world, and as a standard for exchanging information between classification and diagnostic systems that
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use cases. CASUEL is a flexible, object-oriented, frame-like language for storing and exchanging descriptive
models and case libraries as ASClII files. It is designed to model naturally the complexities of real cases. CASUEL
represents domain objects in a class hierarchy using inheritance, slots being used to describe the objects, with
typing constraints on slot values, as well as different kinds of relationships between objects.

CASUEL also supports rule formalism for exchanging case completion rules and case adaptation rules, as well as
a mechanism for defining similarity measures. CASUEL is more concise than flat feature values vectors for
representation of objects with a large number of potentially relevant attributes of different types, only a few of
which are applicable to any given case. Its use reduces the number of information-gain calculations needed for
induction systems or similarity computations required for case-based reasoning.

CASUEL does not require applications to use all of them. CASUEL is a keyword-driven language that allows
different system components to ignore irrelevant definitions. CASUEL is also open in the sense that new features
can be defined, if necessary for a particular kind of application of component [Watson, 1997].

CBR-Works can be seen as a CBR-Shell providing all necessary tools to model, maintain, and consult a case
base [Schulz, 1999]. CBR-Works comes from the German company TECINNO, running on MS Windows, Mac,
0S/2, and various UNIX platforms. Written in SMALLTALK, it supports an object-oriented model and flexible
retrieval methods. It also supports the definition of concept and type hierarchies to help define similarity of
symbolic concepts. CBR-Works includes an attribute editor, a rule editor, similarity criteria editor, distributed
processing support and is easily integrated to existent applications. CBR-Works can import case-bases from
Microsoft Excel and in the CASUEL case format.

Table 2 shows a summary of the three discussed CBR development environments.

Table 2: A Summary of the Major CBR Development Environments

Product Platform Representation Retrieval Interface

CASPIAN DOS, MAC, or UNIX Attribute-Value for Nearest-neighbor Can be integrated with a
feature representation GUI

CASUEL Portable Frame-like language for Not Applicable Not Applicable

storing and exchanging
descriptive models as

ASCII files
CBR-Works MS Windows, MAC, or Flat records supporting Nearest-neighbor with Fully featured GUI
UNIX text and weighted support of feature
questions weights

Case-Based Reasoning Object-Oriented Frameworks

Most of the CBR tools presented in scientific papers aim to provide Application Programming Interfaces (APIs)
which provide a set of functions that deal with CBR algorithms and methodologies. They intended to help
programmers to embed these APIs in their application development [Jaczynski & Trousse, 1998]. Usually these
APIs can be extended by the programmer to modify the provided algorithms. However, none of these tools are
designed to provide an open development environment that lead users to more uniform tool at the level of design
[Jaczynski & Trousse, 1998].

The concept of object-oriented frameworks has been introduced in the late 80’s and has been defined as “a set of
classes that embodies an abstract design for solutions to a family of related problems, and supports reuses at a
larger granularity than classes” [Johnson & Foote, 1988].

The goal of a framework is to capture a set of concepts related to a domain and the way they interact. In addition
a framework is in control of a part of the program activity and calls specific application code by dynamic method
binding. A framework can be viewed as an incomplete application where the user only has to specify some
classes to build the complete application [Jaczynski & Trousse, 1998].
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Frameworks allow the reuse of both code and design for a class of problems, giving the ability to non-expert to
write complex applications quickly. Frameworks also allow the development of prototypes which could be
extended further on by specialization or composition. A framework once understood, it can be applied in a wide
range of domain, and can be enhanced by the adding of new components [Jaczynski & Trousse, 1998].

Before exploring the CBR frameworks, there are some points inside the framework that need to be addressed
[Jimenez-Diaz & Gomez-Albarran, 2004]:

- Users must know the type of application which the framework can be used. Users should understand whether
or not the application could be developed based on their choice of the framework.

- The mapping between application domain concepts and framework classes should be well studied to avoid
the normal indirect mapping between domain entities and framework class.

- The framework users need to know behavior of elements within the framework in order to identify the
hierarchy of classes that will be involved in the design of the application.

- Users need to study carefully the communication between the classes of the framework in order to avoid the
integrity problem of the framewaork.

- Some problems like the duplication of functionality and extension of some parts of the framework can be
avoided by the knowledge of framework architecture.

The following is a discussion of three object-oriented CBR frameworks CBR*Tools, CAT-CBR, and JColibri. We
discuss their architecture and how CBR methodologies are applied in them.

CBR*Tools [Jaczynski, 1998] is an object-oriented framework for CBR which is specified with the Unified
Modeling Language (UML) notation [Booch, 1994] and written in Java. It offers a set of abstract classes to model
the main concepts necessary to develop applications integrating case-based reasoning techniques: case, case
base, index, measurements of similarity, reasoning control. It also offers a set of concrete classes which
implements many traditional methods (closest neighbors indexing, Kd-tree indexing, neuronal approach based
indexing, standards similarities measurements). CBR*Tools contains more than 220 classes divided in two main
categories: the core package for basic functionality and the time package for the specific management of the
behavioral situations. The programming of a new application is done by specialization of existing classes, objects
aggregation or by using the parameters of the existing classes.

CBR*Tools delegates each CBR step retrieve, reuse, revise or retain to a different object. Each class defines an
abstract interface to a step of the reasoning while the Reasoner class defines how to control the reasoning. The
step classes must be specialized to implement a specific reasoning. The Reasoner class allows the
implementation of different reasoning control methods. In order to ensure that the reasoning step
implementations and the reasoning object are consistent, the ReasonerFactory class is provided. Figure 2 shows
the class diagram of CBR*Tools object model.
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Figure 2: CBR*Tools Object Model
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CAT-CBR platform uses a library of CBR components to guide the user in the development of a CBR application
[Abasolo et al., 2002]. These components describe the different tasks that can appear in a CBR system and also
the problem solving methods that can be applied to these tasks. The CAT-CBR platform has been developed on
Noos platform [Arcos, 1997]. Noos uses feature terms as representation language.

Universal Problem-solving Methods Language (UPML) has been used to describe the CBR components used
inside the framework [Abasolo et al., 2002]. Two levels can be differentiated in a component description: a
specification level in which UPML is used and an operational level in which the Noos is used.

CAT-CBR uses two processes to enable users to develop a CBR application the configuration process and the
operationalization process. The configuration process focuses on selecting different components and connecting
them in order to specify an application. CAT-CBR has an interactive tool where users choose the components
that need to be included in an application. This tool is built over a CBR system that guides and gives support to
users during the configuration process. The operationalization process takes an application specification and
generates an executable application. The platform generates a file that links with Noos methods following the
structure of the configuration of components. Figure 3 shows the process of developing a CBR system. It is done
in three steps: Configure, Enable, and Enact.
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Figure 3: CAT-CBR Process of Developing a CBR System [Abasolo et al., 2002]

The goal of the Configure step is to decide which technique will be used in the CBR system. Only general
information about the desired CBR system is required; this information is about general objectives (i.e. classify),
or performance characteristics (i.e. noise tolerance). As result of the configure step, users get a configured CBR
system; this configured CBR system is a task-method decomposition of components from the CAT-CBR library.
This configured system specifies also which models will be used by each method.

The goal of the Enable step is to link the configured system with the concrete domain. In this step user have two
options, first, they can assign the concrete models that the configuration needs to be carried out; second, they
can use methods to acquire these models that the configuration needs and they are not currently available.

Enact: Finally in the Enacting step, the configuration and models will be translated into an executable code. As
the platform is developed over Noos framework the resultant code will be Lisp functions. Once the configuration is
operationalize, the application can run to solve new problems.

JColibri: The application framework of JColibri [Bello-Tomas et al., 2004] comprises a hierarchy of JAVA classes
plus a number of XML files. The framework is organized around four main elements: tasks and methods, case-
base, cases, and problem solving methods.
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Tasks and Methods: XML files explain tasks supported by the framework and the methods to solve these tasks.
Tasks are the key elements that represent the method goal and can identify it by name and description in an XML
file. Users can add task to the framework at anytime.

Case Base: jColibri has a memory organization interface that assumes that whole case-base can be read into
memory for the CBR to work with it. It is not feasible for big size. JColibri implemented a new interface who allows
retrieving cases enough to satisfy a SQL query. A second layer of case base is a data structure which will
organize cases after they loads into memory. The two layer approach is efficient enough to allow different
strategies for retrieving cases.

Cases: jColibri represent cases in a very simple way. A case is individual which has number of relationships with
other individuals. Framework is supported by different data types which define any simple case.

Problem Solving Methods: JColibri deals with the CBR methodology as follows:

- Retrieval: Main focus of methods in this category is to find similarity between cases. Similarity function can be
parameterized through system configuration.

- Reuse: a complete design where case-based and slot-based adaptation can be hooked is provided.
- Revise: Itis not supported by JColibri framework.
- Retain: Process of updating the case base is totally based on implementation of the case-base.

Conclusion

In this paper three object-oriented CBR frameworks have been studied CBR*Tools, CAT-CBR and JColibri.
CBR*Tools is an object oriented framework implemented in JAVA. The framework identifies the delegation of
reasoning steps, the separation of case storage and case indexing, the design of indexes as reusable
components, and the design of adaptation patterns. CAT-CBR uses UPML for specifying CBR components and
provides: a library of CBR components, a language and a graphical editor to specify new components and syntax
to implement their operational code, and a broker service that allows specifying the requirements of a target CBR
application and the available models in a domain. JColibri is an object-oriented framework implemented in Java. It
uses XML to configure its data which make it interchangeable between computers. The development framework
of JColibri supports the simple to most complex knowledge support.

The move to object-oriented CBR frameworks has many advantages including modularity which helps improve
software quality, reusability that leverages the domain knowledge and prior effort of experienced developers in
order to avoid recreating and revalidating common solutions, and extensibility which enhanced by providing
explicit methods that allow applications to extend its stable interfaces. So, it is recommended for researchers or
for industrial applications that need to solve their domain problems to use the available CBR frameworks.
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Abstract: There have been multifarious approaches in building expert knowledge in medical or engineering field
through expert system, case-based reasoning, model-based reasoning and also a large-scale knowledge-based
system. The intriguing factors with these approaches are mainly the choices of reasoning mechanism, ontology,
knowledge representation, elicitation and modeling. In our study, we argue that the knowledge construction
through hypermedia-based community channel is an effective approach in constructing expert’s knowledge. We
define that the knowledge can be represented as in the simplest form such as stories to the most complex ones
such as on-the-job type of experiences. The current approaches of encoding experiences require expert’s
knowledge to be acquired and represented in rules, cases or causal model. We differentiate the two types of
knowledge which are the content knowledge and socially-derivable knowledge. The latter is described as
knowledge that is earned through social interaction. Intelligent Conversational Channel is the system that
supports the building and sharing on this type of knowledge.
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Introduction

There have been multifarious approaches in building expert knowledge in medical or engineering field through
expert system, case-based reasoning, model-based reasoning and also a large-scale knowledge-based system.
The intriguing factors with these approaches are mainly the choices of reasoning mechanism, ontology,
knowledge representation, knowledge elicitation and knowledge modeling. In our study, we argue that the
knowledge construction through hypermedia-based community channel is an effective approach in constructing
expert's knowledge. We define that the knowledge can be represented as in the simplest form such as stories to
the most complex ones such as on-the-job types of experiences. The current approaches of encoding
experiences require expert's knowledge to be acquired and represented in rules, cases or causal model. The
development time and cost upsurge with the amount of knowledge encoded in the system. Our approach
emphasizes on collaborative knowledge construction where experts such as engineers can post their basic
knowledge such as simple facts or a more complicated one in the form of stories in the interactive conversational
channel. There are experiences that cannot be modeled, as they need to be visually observed in order to grasp
the understanding. Our Intelligent Conversational Channel supports other hypermedia such as video, graphics,
audio, video, animation, or images as part of knowledge entity in order to handle these types of knowledge. Each
member of the community can build his/her own personal knowledge unit or ontology that will then be integrated
as a larger form of expert knowledge, so-called expert community knowledge. We introduce an intelligent
technique for knowledge integration such that this knowledge can be organized and retrieved by other community
members for sharing purpose. We also introduce the knowledge sharing protocol that imposes certain restrictions
for security and to prevent repudiation, spoofing of the knowledge being posted. Members are registered for
identification but their personal information is not reflected to public as part of the knowledge content. This
suppresses the chances of using personal status as a way to force one’s understanding to the others. The
personal knowledge unit can be protected by the owner at the same time it allows other members to patch their
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knowledge to the existing knowledge unit. We believe our approach offers a low construction cost with minimal
development time. The knowledge is more naturally encoded and represented and it is continuously maintained
by the community for validity and update.

The paper is organized by firstly differentiating theoretically between the content knowledge and socially-
derivable knowledge. This is essential as the system we developed; so-called Intelligent Conversational Channel
(thereafter, ICC) emphasizes learning on socially-derivable knowledge. Secondly, we describe the process of
knowledge construction technology through the Intelligent Conversational Channel. Thirdly, a demonstration of
simulated scenario of ICC usage is given for illustration purpose. The paper concludes the discussion in the final
section with the future work.

What is content knowledge and socially- derivable knowledge

If one asked a group of people to draw three symbols with different shapes such as rectangle, circle and triangle,
the results for each of the participant will differ by the interpretation of the size, position on the paper of each
symbol, relative position of each symbol to each other and also other additional imaginative features such as
color or dimensions. In different example, a group of people witnessing a car accident is questioned by a police
officer. Each witness contributes few pieces of the jigsaw puzzle that eventually shape up an overall
understanding of the scene. In the above examples, there are two types of knowledge, which are the content
knowledge and socially-derivable knowledge. Content knowledge is the fundamental theory about the knowledge
that every learner has to know. Socially-derivable knowledge is about learning the knowledge produced by other
learners in terms of its interpretation, analysis, ways of applying the concepts etc. In the former example, the
three basic symbols (triangle, circle and triangle) are the content knowledge, which becomes the basic theory for
everyone. The varieties of the construction and perhaps the explanation given by the individual who draws it are
the socially-derivable knowledge. In the perspective of science and engineering, the formulas, physical laws,
rules are examples of content knowledge, which everyone agrees and globally accepted. The approach and
methods of applying the content knowledge differs among engineers especially how they interpret the problem,
choose suitable techniques and analyze the solution.

Knowledge-shaping

In this paper knowledge-shaping is referred to how knowledge is formed using certain approach. There are many
approaches to knowledge-shaping. Among them are knowledge acquisition, building expert system, building
qualitative model and constructing case-based system. Knowledge acquisition tool is designed to acquire
knowledge from a single expert. In some applications, multiple experts are used in encoding the knowledge into
the knowledge base. However, the knowledge framework in the knowledge acquisition tool is rather rigid and
designed by taking the perspective of few experts. An expert system is known to be a knowledge acquired from a
single human expert. It contains the experience in the form of rules or frames of a single expert. Reasoner
system, which is built on the qualitative model, describes the content knowledge that is modeled using qualitative
terms and relationships. The qualitative model represents a single model for reasoning on multiple aspects of a
problem. Case-based system contains a library of past case collections by an expert that is stored in the system
and retrieved by the best-match method. We argue that these knowledge-shaping approaches are best applied in
developing content knowledge. Expert system such as MYCIN or case-based learning tool can be used to train
professional doctor or engineer into a more specialized skill based on the experience of an expert built on the
system. However, the learner does not have the opportunity to learn skills from other experts, which are not
encoded in the system he/she is using. Similarly, system that performs reasoning and explanation that is built on
qualitative model, is mould to cater for a specific type of learning. The learning method, which is adopted from the
current pedagogy theory, is tuned into the system. We claim that these technologies offer know-how knowledge
in performing a specific task while in the real world, the process of acquiring knowledge and managing problems
are rather ill-structured and difficult to be modeled.
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The characteristics of socially-derivable knowledge towards knowledge-shaping are spelled out as follows:

o Multiplicity in learning objects — knowledge in the real world is delivered or obtained in different forms. The
objects, which are used as part of the learning whether directly or indirectly is called learning, object as
described by Community of Practice [Wenger, 1997]. Radio, television or LCD screen used for advertising are
examples of broadcasting system that contribute to one’s knowledge. Newspaper, magazines, leaflets or
brochures are pieces of information, which transform into one’s knowledge when he/she reads them. Other
forms of learning objects are the working colleagues, animated or unanimated artifacts such as the copier
machine, pets at home, video movies and neighbors whom one socialize with. In this respect, the expert
knowledge does not come from a single source as well as the multiplicity in methodology for delivering the
knowledge. Expert's talk in the open seminars or television is examples of learning objects.

¢ Open-world assumptions — assumption is needed when one designs a system to be used as problem-solver.
The assumptions are perspective that draws the boundary of the intended world in order for the system to
work successfully within the specified limit. In modeling the content-knowledge, close-world assumption is
always used. Unlike the content knowledge, socially-derivable knowledge does not specify the assumption as
the knowledge is not modeled but shared in its original form. The knowledge contains the description about
the real world problems and solution rather than the hypothesized.

o Rapid knowledge-building — content knowledge requires a system builder to analyze and study, to model the
solution, to build the system and test its performance. These processes are rather time-consuming and costly.
On the other hand, the socially-derivable knowledge is built by the community in a progress manner and can
be learned immediately without the need of highly mechanistic and sophisticated process. Knowledge is
presented in a human-readable format rather than machine-readable format.

Unorganized, ubiquitous but retrievable — content knowledge built in an expert system is meant to be organized
and frequently validated by the truth maintenance technology. The purpose is to avoid conflict of facts and retain
consistencies in delivering solution. The retrieval of the solution depends on the reasoning technique employed in
the system. Socially-derivable knowledge is rather unstructured and ubiquitous. The knowledge allows conflict
solutions to a single problem as it can be treated as having choices of different perspectives. Learners are not
confined to solution of a single expert in this case as knowledge is contributed by several experts or non-experts
who is involved in the knowledge construction process. The socially-derivable knowledge is retrieved through
social interactions and dialogues with the communities.

Knowledge construction technology through ICC

There are many related literature concerning learning through social interaction [Wenger, 1997;Thomas,
2004,Thomas, et al, 2001]. Knowledge building developers have realized the inclusion of community in the
process of knowledge building is an essence to the social knowledge building [Stahl, 2000].

In this section we describe the three components of ICC that supports knowledge construction process. This is
followed by the three fundamental knowledge construction process which are the knowledge-building process,
the knowledge-sharing process and knowledge conversational process.

Components of ICC

We describe the community as the group of people participating in the knowledge-building process. In the actual
application, the community could be a group of experts, engineers, scientists or layman such as managers or
consumers. The three major components of ICC are the hypermedia-learning space, the discourse
communicator, and the discourse analyzer in which all these are connected to the community channel as shown
In Figure 1.

The community channel consists of several channels of knowledge units. Each channel is set up for a different
set of community, which discusses separate issues. Each channel has a series of knowledge unit as shown in
Figure 2.
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The three channels A, B and C are exclusive as they may be used by different organizations that do not demand
the knowledge to be shared. Nevertheless, in some cases the channel can be made available with some sharable
property such as viewing. Knowledge can be expressed in a simple natural language using structured and
unstructured language. Structured language labels the written text so that the semantic meaning is identifiable by
the system without the need to perform micro processing of the sentence. The unstructured language will be
treated as a block of sentence in which the semantic is unknown. The learning objects are composed of any
multimedia objects such as video clips, audio files, electronic documents or web pages. They are posted to the
community channel together with the text describing or summarizing their contents. The hypermedia-learning
space is a collection of learning objects that can be accessed by members in the community channel. Discourse
communicators are collections of software agents that form the virtual community. They perform two tasks; firstly
to simulate interactions and dialogues which have been transpired in the community channel on behalf of the
community; secondly, to interact with individual member in the community when query is posted to the virtual
community. The discourse analyzer functions as a social network analyzer that determines the density of
participation in terms of the members a well as the popularity of the discussion topic posted by the members. In
building expert community knowledge, we assume that the density of participation is not a critical factor as the
community of experts is people of high skills and knowledge. The discourse analyzer is built to analyze if there
exist spiral of silence of some individuals or unpopular topics, which are overlooked by the community.

Knowledge building process

The two main properties in knowledge building when the community manages it, is dynamism and multiplicity.
Dynamism emphasizes on the speed of knowledge creation, knowledge update and knowledge maintenance.
Knowledge can be created in a fast mode as it can be represented with a simple knowledge piece such as written
text. For a more complex knowledge piece, such as a scene of oil drilling or injection molding process, the
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knowledge can be presented using video clips or images. The knowledge in a lengthy document with a complex
concept can be easily extracted and shared with a simple annotated text attached to it. A collection of several
annotated texts (posted by different members) for a document helps a new reader to understand the content
without the need to spend time reading its detail. In a collaborative learning strategy, different main points
highlighted by different members form a uniform understanding about the document. Knowledge is updated
communally such that not only by the knowledge creator but also other members. The members can update
knowledge by issuing argumentative statements such as support, disagreement, suggestion or just a general
remark. Knowledge is maintained by installing security feature such as password to the knowledge unit so that
vital knowledge will not be deleted. The security feature can be set by the creator of the knowledge unit or
otherwise will be set by other members if the creator did not set it initially.

Multiplicity describes the varieties of knowledge sources. Gordon Bell predicts that in year 2047, all physical
objects such as buildings, cars, home appliances and also humans will be online [Bell, 2004]. Taking this
speculative statement into account, the learning objects are not confined to the present application software or
multimedia formatted files, which are accessible by computer system but also any objects surrounding a person’s
life that are directly connected. In the previous paper, social values can be part of learning objects which can be
extracted the evidences in the community of practice [Syed Mustapha, 2004].

Knowledge sharing process

Surrogating strategy is used for knowledge sharing where each member may ride on someone’s knowledge in
order to develop hisfher own understanding. In order to enable the knowledge sharing process, the learning
objects have to be made sharable in a learning space. Few collections of learning objects, which are attached to
the text object is called knowledge unit. Each knowledge unit may consist more than one representative term,
which are contributed by other members in the channel. This idea is depicted in Figure 3.
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Figure 3 Schematic diagram of knowledge
sharing process
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The top layer consists of representative terms, which are submitted by the community members. The
representative terms are the argumentative terms determined by the community such as “support”, “argue” or
“suggest. They are structured language, which are machine-readable. In Figure 3, there are two examples of
representative terms that are symbolized by the triangle and diamond shapes. Each representative term is
associated to each story object as shown in the middle layer. Story objects have to be created before the
representative terms can be linked to it. Story objects can be contributed by one or many members. In response
to the submission, other members will create the representative terms (structured language) and tag it to a written
text (unstructured language), this couple is called as argumentative bead that hangs to the story object. A series
of the argumentative bead will continue to regenerate the knowledge cycle of a given concept in the story.

The bottom layer is the hyper-media learning space, which contains learning objects. At present, the community
channel supports the multimedia objects such as video clips, audio, web documents, Microsoft office files that are
commonly used by the community in sharing resources. Each story object can be associated to more than one
the learning object. The learning objects are the artifacts, which act as the medium of knowledge sharing and
knowledge exchange among the communities.

Knowledge conversational process

ICC creates the knowledge conversational environment through virtual community that represents the expert
community. The virtual community consists of animated agents who speak on behalf of the expert community.
They can be activated when query is entered into the system. The system will search for stories, which are
relevant to the query and organize several agents to simulate the discussion. This session is called “interact with
agent”. This approach is taken to enable knowledge to be converse in a more natural way i.e. through dialogue or
question and answer. The knowledge unit in the community channel can grow very large that it is difficult to be
read and searching certain entry is like searching needle in a haystack.

As the system is running on the web platform, the virtual agents that form the community and the type of
discussion are personally tailored to the query being entered by the member. That means the conversational
environment is different from user to user.

The conversational knowledge process is demonstrated in Figure 4. Each agent is assigned to response to a set
of story objects. The sequence of the story object follows the entry order in the community channel. This
replicates the actual dialogue order that is transpired in the previous session. Each agent will take turn in
communicating the knowledge in the story object. The member can listen to the dialogue just like the actual
conversation taken place by the real human. The conversation can be intercepted with other query and a new
knowledge conversational environment will take place.

2 Story object

Figure 4. Virtual community in the conversational knowledge process
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A simulated scenario of building expert knowledge community through ICC

Story-telling has been accepted as a form of knowledge exchange and sharing for scientist and engineers. Steve
Denning [Denning, 2000] described an incident when Pakistan government wanted to new technology for to fix
their widespread failure of pavement on the highway. The cost to maintain them is no longer affordable and new
solution is needed. Since, the world bank team in Pakistan has no experience on that, they have to make a global
contact with their partners. Colleagues in New Zealand reported that they had encountered similar problem in
South Africa and they had developed a technology for that problem. At the same time, partners from Jordan
shared their views after managed to solve the problem alike in Jordan with a promising result.

What can be learned from the above true story is that, the engineers do not share the content knowledge as all
engineers are well-equipped with that knowledge through formal education and experience. Instead, they share
the socially-derivable knowledge which are simply exhibited through simple discussion or video movie.

The scenario given above, the conversation can take place on the phone or video conferencing. However, the
knowledge generated disappeared without being recorded. In our approach, the problems and solutions have to
be stored for future retrieval. Similar to building expert system that is to retain human expert knowledge for reuse,
the expert community knowledge is accumulative, retainable and referable.

The example of how expert community knowledge can be built is given in the following three scenarios.

3 &
&g &4—» Qa

Scenario 1. Expert Scenario 2.An expert was Scenario 3.Expert consults the expert
externalizing their experience, contacted and consulted for an community knowledge through the virtual
knowledge or ideas into the advice in solving a problem community
community channel

Scenario 1 shows the knowledge building process where experts encode their experience, knowledge or ideas
into the community channel. Some may create story objects for new ideas or response to someone’s idea using
representative terms. Scenario 2 shows an expert was contacted by his colleague about a problem. Being a
member to the ICC, he decided to consult the system. In Scenario 3, the expert acquires socially-derivable
knowledge from the expert community knowledge which had been incorporated earlier.

Conclusion and Future Works

In this paper we emphasize the two different types of knowledge, which are content knowledge and socially-
derivable knowledge. Many computer-based learning system such as intelligent tutoring system, computer aided
learning, educational courseware are mainly to train learners to acquire content knowledge. The socially-
derivable knowledge is not obtainable from formal sources such as books or formal training but rather by talking
to colleagues or counterparts. Without making a claim that ICC is a substitute to other computer-based training
system, ICC is rather a complement to the other training system including the traditional learning methods.

The strength of ICC in supporting knowledge construction is to allow complex knowledge that is implicit to be
presented in a simple form through story-telling. Consequently, the process of knowledge extraction is made by
the human effort collaboratively which adds up to the speed of system development. At the same time, the
community is given freedom to design the knowledge and shape its content according to the interest of the
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community. The traditional approach in expert system or case-based system only allows the knowledge to be
designed according to a specific human expert when the system is developed. However, the knowledge in the
ICC depends on the community who builds them continuously and the structure is fluid rather than rigid.

The system can be extended in many ways. Among them, the immediate ones are to enable agents to access the
learning space where the multimedia objects can be processed and the knowledge can be extracted. The agents
can assist the community by not relying totally on the knowledge extraction done manually by the community
through story telling.
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Abstract: Contemporary web-based software solutions are usually composed of many interoperating
applications. Classical approach is the different applications of the solution to be created inside one
technology/platform, e.g. Java-technology, .NET-technology, etc. Wide spread technologies/platforms practically
discourage (and sometime consciously make impossible) the cooperation with elements of the concurrent
technologies/platforms. To make possible the usage of attractive features of one technology/platform in another
technology/platform some “cross-technology” approach is necessary. In the paper is discussed the possibility to
combine two existing instruments — interoperability protocols and “lifting” of procedures — in order to obtain such
cross-technology approach.
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Introduction

In [Maneva, Manev, 2008] different models for development and distribution of software (MDDS) and their role for
the efficiency of the developed software products were discussed. Especially it was stressed the status quo of the
contemporary models for development and distribution of web-based business-oriented software solutions. Many
negatives of the existing models were outlined that lead to high costs or to low quality of the implemented web-
based solution in medium and small companies, as well as in the state administration. As a result, the necessity
of a new model concept was formulated. In conclusion, the following features of such model were identified:

¢ |t has to guarantee the independence of the user from the technologies, i.e. the user has to be free to chose
for each component of the solution the existing technology that is the best for this component;

o It has to guarantee that the user will obtain a service with a quality, which is relevant to the paid cost;

o |t will be very good if the model has the tolerance for the qualification of the users and to allow them to
extend and update solution, etc.

Dependence of the users from the technologies was identified as a crucial element of the existing models. The
notion independence is not new in the domain of development of software products for the business. For
example, one of the main goals of the very popular approach Model Driven Architecture of OMG [OMG, 2008] is
to liberate the process of conceptual design of the solution from the technologies of the implementation. It is used
by many developers. Following the MDA concept they first design the solution in conceptual (or technology
independent) level and than, automatically, semi-automatically or manually, map the elements of the solution in a
chosen technology/platform.

It is true that MDA gives some independence from the technologies. More precisely MDA gives full
independence, but only in the stage of conceptual design. In the stage of implementation of the conceptual
design there are two possibilities. The fist is to implement all applications with one “clean” technology and to
make the solution totally dependent from this technology. The second is to use different technologies in the
different applications of the solution. If the second possibility is chosen, then some additional efforts will be
necessary for homogenization of the interfaces between interoperating applications. The developers rarely do the
efforts to develop the homogenization from scratch and usually rely it to corresponding software (middleware),
making the product dependent of the middleware.
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In this paper we will consider the dependences from the technologies, which are generated on the second
stage of applying some concepts, similar to MDA. We will try to investigate the possibility to give to the users
more independence from the technologies or middleware. The main objective is that each technology has its own
positive elements as well as its shortcomings — a single technology, due to different reasons, could not be
ideal. We will try to estimate the possibilities to integrate some of the best features of different technologies on
the base of homogenization of the interfaces among languages, proposed by these technologies. We will call
this a cross-technology software development approach.

In the second section of the paper some terminology and necessary basic knowledge are introduced. In the third
and fourth section two instruments are considered that are necessary for implementation of our idea. Some
advantages and shortcomings of these instruments are stressed. The idea itself is presented in the fifth section.
In the last section some conclusions are given.

Basic notions

In this paper we will call technology (or platform) some general concept or approach for development of software.
Part of the technology or platform are also some preliminary tailored components (classes of objects, small
program modules — applets, servlets, etc., and even not very large “stand alone” applications) that implement the
concept or approach, as well as the corresponding tools (programming languages, IDE, API, DB-interfaces, etc.)
dedicated to support creation/integration of the software solutions (i.e. Java-technology of SUN, or .NET-
technology of Microsoft).

With the term dependence on the technology we will denote different kind of limitations that the users have to
obey if choose specific technology/platform for creating/integrating the necessary solution. For example, any
attempt of the user for appending new functionality to the solution, developed with a specific technology, has to
be implemented “within” the technology. Issuing of a new generation of the elements of the technology could lead
to necessity of total upgrading of all bought to the moment elements and, probably, reintegrating of the solution.
And more, when an element of the technology is of low quality, comparing with the concurrent products with the
same purpose, it is very difficult to eliminate this element from the solution and to replace it with a better one.

Following [Ousterhout, 1998] we have to agree that the contemporary web-programming is really gluing
components (GUI-components, small applications providing content or services, etc.) in a solution. The
components are usually written in some system programming language (like C, C++ or Java) and as a gluing
instrument different scripting languages (like Unix-shells, Java Script, PHP, Perl, Tcl, Python etc.) are used. It is
possible that some components are also written in a scripting language. The opposite, gluing of the solution with
a program written in system programming language is rather nonrealistic — these languages are not dedicated to
such purpose.

One of the main objectives for the promoted in this paper cross-technology approach is that the components
written in different languages (both system and scripting) are not always able to cooperate in run time. Developed
technologies/platforms resolve this problem with some “inner”, built-in, interoperability of one or more system
programming languages with one or more scripting languages (C — Unix-shells, Java — Java Script, etc.). We are
proposing a way to achieve such interoperability in a cross-technology level, i.e. among languages for which
built-in co-operability mechanism does not exist.

Interoperability protocols

One of the possibilities for achieving run-time interoperability of components is to use some interoperability
protocol. Examples of such mechanism for achieving interoperability of different processes written in C/C++ that
even could work on different computers, is Remote Procedure Calls (RPC), developed for Unix-like operating
systems by Sun [Marshal, 1999]. For applying RPC a unique number is assigned to each interoperating program
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and, for a given program, a unique number is assigned to each procedure inside the program. Call of a remote
procedure is made trough a corresponding RPC-client (executing function rpc_call() in the calling
process). Beside the traditional list of parameters of the called procedure, many other parameters have to be
provided also — the identification of the host, the unique numbers of the program and of the procedure that is
called, etc. The calling program is waiting as usual to obtain the result or some indication that the remote call
failed (timed out, for example) and then continues the work.

The RPC-client is responsible for serialization of the given arguments of standard types, i.e. translating them to
an inner RPC form, which is suitable for transportation in the net. Serialization of user defined types is
responsibility of the user. For this purpose RPC provide a set of standard procedures and the corresponding
procedure has to be called for each included in the user defined type variable of standard type. The request is
composed following the rules of the protocol, sent to the host and processed by RPC-server. The server performs
deserialization of arguments, identifying and calling the procedure and serialization of the obtained result, which
is sent back to the RPC-client. Finally, the RPC-client performs deserialization of the result and returns it to the
calling process.

The system RPC is developed to support communication among processes, the code of which is written in
C/C++. There are samples of systems for generating interoperability protocols for other languages, well checked
and proved as mentioned RPC - RMI for Java [Java RMI, 2007], RPyC for Python [RPyC, 2007], CORBA, SOAP,
etc.) — that could also be used as a model. There is no popular sample of protocol generating system that is able
to provide interoperability of components, written in different languages. For achieving interoperability of
processes, the code of which is written in different languages, additional efforts will be necessary and we will
discuss them below. We will take some existing systems as models and will try to extend the idea to a system,
which is able to provide interoperability protocols for processes written in different languages — homogenization
protocols.

The advantages of such homogenization protocols are obvious. They could be a first step toward obtaining a total
independence of the developer from the technologies or platforms. In such way each component of the solution
could be created in the most appropriate language, within most favorable technology or platform. Different
components could be executed on different machines and even under different operating systems.

Obvious shortcoming of the homogenization protocols will be the significant amount of time, necessary for the
execution of the procedure call. Each call is passing through a complex process of structuring and parsing of the
request, serialization and deserialization of arguments and results, etc. As a result the additional time could be
many times bigger than the time necessary for the local call. That is why such kind of homogenization is
inappropriate for relatively small and simple tasks. There is no sense to organize a remote call (especially to a
procedure written in another language) for finding the sum of two integers, for example. Homogenization
protocols have to be used only for requesting services that could not be obtained locally or could not be obtained
in reasonable price.

Some negatives of the approach could be observed on the example of RPC also. The function rpc_call ()
that performs remote call has 8 arguments due to the rules of he protocol — coding of such call could take time
and the probability for giving a wrong argument is significant. One of the arguments is the identification number of
the program, which contains the called procedure, and, if the system is implemented as in RPC, the developer
has to keep in mind large amount of such identification numbers (in RPC the numbers reserved for programmers
are from 0x20000000 to 0x3FFFFFFF). And finally, we described above a very simple scheme of RPC. Really,
the approach is much more complex and could be used only by very experienced programmers. All these
negatives are not generic and could be surmounted in one well planned implementation.

“Lifted” procedures

On the road for achieving cross-technological interoperability of components written in different languages, we will
use one other approach too that we will call lifting of procedures. As it was mentioned above, for creation and
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integration of software solution, languages of different level of abstraction are used. The idea is to choose one
language as a basic, to create a library of necessary procedures in this language and than to “lift’ each procedure
to each of the other languages being in use. With “lifting” of the procedure we will denote the process of making
basic procedures accessible from programs written in languages different from the basic language. The
assumption is that the basic language is of the lowest level among all used languages. That makes the candidate
for a basic language almost unique — the C language. The level of C is low enough. C++ and Java, as well as
many of the most used scripting languages inherit the syntax of C and are appropriate for the “lifting” process.

Example of a tool for liting of procedures is the system SWIG [SWIG, 2007]. It is a typical “open source” project
developed and maintained by some enthusiasts on voluntary principle. As mentioned on the official page of the
system: “SWIG is a software development tool that connects programs written in C and C++ with a variety of
high-level programming languages.” Nowadays the most popular scripting languages as Perl, PHP, Python, Tcl
and Rubby, as well as non-scripting languages as Java, C#, Common Lisp, etc. are supported by SWIG.

The system SWIG was written initially (by Dave Baezley in 1995) for C as a basic language. In 1996 the system
was rewritten for C++ as a basic language. Obviously a bit more high level of C++ was not suitable for the goals
of the system because since version 3.1 the software migrated back to C. This confirms our observations that the
basic language has to be of as low level as possible.

The idea of lifted procedures originally was to ameliorate the performance of programs written in a specific
scripting language, providing a mechanism for calling procedures written in the language C, through which the
scripting language was interpreted. The idea happens to be very helpful and soon some versions for other
scripting languages interpreted trough C or C++ were created. Finally, the idea happens to be universal and soon
versions for non-scripting languages and, which is more important, genetically not connected to C and C++
appeared too.

The lifting of procedures practically has no shortcomings beside the fact that for each new language a specific
module of the system has to be created. Fortunately the most of used in the contemporary web-solutions
programming languages are supported by the current version of SWIG; the software is relatively wide spread and
well tested. A few small shortcomings could appear from the peculiarities of some language that could make one
universal lifted procedure inefficient in this language. In such case a specific version of the procedure has to be
written for each such language.

There is an objective that we have to keep in mind when plan to use “automatic” tools like SWIG. It is quite
possible that such automatic tool does not support all constructions of the basic language. For SWIG and C
language this seems not to be true, but for SWIG and C++ such problems exist. Fortunately, the systems like
SWIG are with open code. This gives a possibility to qualified users to re-develop some specific modules in order
to solve some specific problem and, as a result, to contribute to extension and amelioration of the tool.

“Lifted” interoperability protocols

The general idea of this work is to mix the two approaches — interoperability protocols and “lifted” procedures — in
order to obtain interoperability of applications written in different languages. As a beginning, let us take some tool
for achieving interoperability through interoperability protocols. It could be RPC or some modification of RPC, if
some features of RPC are not suitable for implementation of the idea. It could be some other tool with the same
functions also. Finally it is possible, following the model of RPC and another existing system, to create a new tool
for implementation of interoperability protocols. Let us call this tool Basic Interoperability Protocols (BIP). The
language of creating of BIP has to be as low as possible — most probably it will be the C language.

Schematically BIP could be split in three parts (see the Figure) — BIP-client creator, Core and BIP-server creator.
The Core part is independent of any used language and is dedicated to provide a transportation mechanism
between applications (including applications that are working on different computers). The BIP-client creator and
the BIP-server creator are dedicated to enable communication of the Core with calling procedure and called
procedure, respectively. Both creators could have a part, which is independent of the used languages. But the
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essential for them is the part that depends of the language of calling/called procedure. It is very probable that
these parts will have more than one version (because of the mentioned above particularities of the used
language) but we will prefer to refer them as integral elements of the system — the front-agent and the end-agent.

WEB-SOLUTION
Applicaton written in Applicaton written in
language L+ language L»
| |
“Lifted” front-agent “Lifted” end-agent
for programs written for programs written
in language L+ in language L.
i i
7 7
Front-agent Core End-agent
Client-creator Server-creator
Figure

The front-agent and the end-agent of the BIP system (really they are set of written in C functions) are lifted to the
level of all used languages. Initially the lifting could be maid by existing SWIG processors. Some additional lifters
written in SWIG-style could be created if necessary (for example, when some of the existing SWIG processors
are not appropriate for BIP, or when a language not supported by SWIG is used).

Really, lifting of front-agent and end-agent are different kind of processes. It is possible to say that liting of the
front-agent is a classical use of SWIG-like mechanism and lifting of end-agent is an attempt to extend the
possibilities of the tool with a new functionality that was not initially presumed. Lifted front-agent has to provide to
procedures written in high-level language a possibility to call procedures written in low-level language. In our case
these are the procedures of the interoperability protocol that have to transport the remote call to the called
procedure. Lifted end-agent practically makes the opposite — provides to procedures written in low-level language
a possibility to call procedures written in high-level language. In our case these are the called procedures. It will
be more correct to say that the end-agent is “taking down” the level of these procedures.

Because initially SWIG-like mechanisms were not designed for taking down the level of procedures, this process
will not be as easy as lifting of the level. Anyway, there are mechanisms for solving the problem and one of them
is the “callback” mechanism. For some reasons, different of discussed in this paper, the callback of procedures
was implemented in SWIG and, even if it is not working very smoothly (see for example [SWIG, 2002]), it could
be used for our purposes.

Conclusions

The discussions and the innovative ideas presented in this paper are results of some experiments. The current
versions of RPC, as a generator of interoperability protocols, and SWIG, as an instrument for liting of
procedures, were used. First, some experiments with SWIG system were made. Procedures (containing relatively
heavy calculations) were written in C/C++ and were lifted to some of the most popular scripting languages (PHP,
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Perl and Phyton). The lifting process passed smoothly and the results were encouraging — using of lifted
procedures led to significant decreasing of execution time, compared with the time necessary for same
calculations but written in the corresponding scripting language.

The second experiment was dedicated to execution of call (local, not remote) of procedure written in C from
procedure written in scripting language. One of the standard interoperability protocols, created with RPC, was
extended to a front-agent and lifted to Python-level. Then a procedure written in Python called successfully a
procedure written in C. Some experiments for remote call of procedure written in C from procedures written in
scripting language are in progress. It is clear, that more efforts will be necessary for implementing of the end-
agent.

As a result of experiments we could make the following conclusions:

e Proposed in the paper approach is quite realistic and could be used for achieving cross-technological
interoperability of the applications in a web-based software solution;

e The proposed approach is very promising in sense of time consuming and could be much more
appropriate than some other approaches — for example, using XML as an interoperability mediator;

e The proposed approach could be implemented with minor extensions of the existing tools for creation of
interoperability protocols and lifting of procedures. RPC and SWIG are very good base for start of the
implementation;

o Both discussed mechanisms are not easy and their usage will be a true challenge for some developers. That
is why a corresponding interface (shell) for ordinary users has to be provided too.
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POSITION PAPER: IMPROVING SOURCE CODE REUSE
THROUGH DOCUMENTATION STANDARDIZATION

Rubén Alvarez-Gonzalez, Sonia Sanchez-Cuadrado, Héctor Garcia

Abstract: In the context of Software Reuse providing techniques to support source code retrieval has been
widely experimented. However, much effort is required in order to find how to match classical Information
Retrieval and source code characteristics and implicit information. Introducing linguistic theories in the software
development process, in terms of documentation standardization may produce significant benefits when applying
Information Retrieval techniques. The goal of our research is to provide a tool to improve source code search and
retrieval In order to achieve this goal we apply some linguistic rules to the development process.
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Introduction

In the area of Software Reuse research projects have obtained promising results since the decade of 90’s [Prieto-
Diaz, 1991]. Some major concerns are reducing effort and cost, increasing competitiveness, through reusing
documents, models or source code. The first steps in Software Reuse consisted of reusing source code. Since
then, researchers have been increasing continuously the possibilities of reuse. However much work is still
required to provide proper methods, techniques and repositories allowing source code reuse.

As long as source code is basically text, the application of Information Retrieval (IR) techniques is a common
approach. These techniques have proven its usefulness for purposes such as document retrieval. The similarities
between text documents and source code make IR a good candidate to support source code reuse.

However the application of IR techniques to source code retrieval is not exempt of troubles. Reserved words of
languages are to be considered as empty words in IR, while some of them could be important in Natural
Language Processing. Programmers may define meaningless identifiers that are considered correct in the
context of compiler theory; however this does not help in applying IR techniques. The difficulties found while
automating semantics processing of source code are also a matter of fact.

In our research we are proposing a tool to ease retrieving source code (e.g. classes) from a repository. As long
as many management applications are developed under the Object Oriented paradigm we chose to focus on it,
particularly the .NET framework.

The purpose was to define a repository to store the source code from developed applications, already tested,
after checking that they are consistent enough to be reused. A search engine is to be deployed to allow searching
the repository. IR is applied to comments, once they have been written compliant to the standard we have
defined. Also we focus the search in source code (e.g. class name, method signature). The purpose is to provide
the users the capability to find non exact matches, but to retrieve variations on the query terms (i.e. words with
similar morphology). Finally, ranking techniques are applied to the results.
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Related work

Some applications have been deployed in order to provide to users source code retrieval capabilities. Swik or
Google Code Search are applications oriented to find full open source code to Internet users. As long as these
applications are focused on the community it is difficult to use them within an organization where sharing code is
not an option.

The work by Sindhgatta [Sindhgatta, 2006], named JSearch, provides a plug-in for Eclipse development
environment. The goal is to provide programmers the location of source code that may be used as an example,
useful while developing new applications. The source code assets are already developed libraries or classes, in
the context of the same organization. However this may not be considered as Software Reuse.

JSearch applies IR techniques, modified for the specific purpose of source code retrieval. The tool provides a
source code transformation module. This module extracts and modifies some features in order to properly model
and index a class or library. It is focused on users that know exactly what they look for, but have little knowledge
on how to use them. This is to say, it finds code assets that use a specific class or method. Then, if a user looks
for functionality instead for a similar example the system returns unexpected results.

The same situation is found in the results obtained by [Krugle, 2008] and [Koders, 2008]. Both tools assume that
the programmer have deep knowledge of the structure of the source code to be located.

In a more general context, when the exact name of a class or method to be found is not known, comments may
be useful to override the problem. As long as comments should describe briefly the functionality provided by a
source code asset they can be used to understand source code. The main concern is that it can not be assumed
that comments are correct or represent properly the functionality. This fact affects significantly to the goodness of
obtained results.

The work by Ying, Wright and Abrams [TT Ying, 2005] describes a feasible classification for the different types of
comments in source code. In the case of source code search engines described above the comments such as
“do not delete this line or execution shall produce errors” are considered as proper comments. It will not help in
obtaining appropriated results. This is why good comments are a must if it is desired to provide support for
Software Reuse.

Due to the limited IR capabilities of the tools available at Internet we described above we evaluated [Lucene,
2008] and [Google Desktop, 2008]. The purpose of the evaluation was to infer which third-party IR capabilities
may be reused for the purpose of source code reuse. We chose these tools because they can be used in both
local and centralized environments, and because we did not incurred in licence fees.

These tools provide the capability of finding documents containing syntactically close to those in query criteria.
The test consisted on designing a corpus that consisted on a set of source code documents. After indexing the
corpus three different query types were executed:

¢ Queries with only one search term that is located, at least, in an indexed document. The purpose is to check if
the results contain documents with exact term matching.

¢ Queries with a term containing the same root of the first query (e.g. plurals, derived words). The purpose is to
check if the results of the first query are included in the results of the second.

e Queries with shorter forms of those in the first query. The purpose is to check the deviation on the results
derived from loosing specificity.

With Google Desktop we needed to use only two Spanish terms: “entrada” and “entradas” (in English “input” and
“inputs”). With de first term the search engine found one document. But with the second term, it could not found it.
This, drove us to conclude that Google Desktop looks for exact term matching.

The same results were obtained during the tests for Lucene. Also we used two terms, in this case “Developer”
and “Developers”...
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Software reuse, documentation and linguistic theories

In this section we describe the tool we are proposing in order to improve the results of IR applied to source code
retrieval. First we will show the architecture of the tool, and then we are to analyze the characteristics of a high
quality comment. Finally we suggest some techniques which application may lead to the improvement of the
results.

The tool is intended to receive, from programmers, a text file containing the definition of one or more classes.
Once the file has been received each class is separated from the rest in the same file. Each class is processed
separately, obtaining a model of the class in the form of a digest document. Information retrieval techniques are
applied to these documents. The information in documents contains:

e Class name

o (Classes in import clauses

o Names of the inherited classes
o Adigest from method signature
e Comments from source code

Comments to be considered have been reduced in order to improve the results for queries looking for
functionality instead for specific resource usage. For such a purpose selected comments are those compliant to
NET style from Visual Studio 2005. Figure 1 shows the structure of a source code asset. Imports, identifiers and
selected comments have been highlighted.

________________ > Comments
7

-

PJle:.C Shar
Method name and tvpe
Figure 1. Commented Visual Basic .NET source code asset

In Figure 1 the structure of .NET comments is shown. In the particular case of method comments an extra
advantage is obtained. The text is the one shown when debugging code in Visual Studio, so most programmers
tend to describe widely the semantics of the functionality. Then it may be reduced the effort required to integrate
the tool in the development process.

The architecture of the tool is divided in three main modules. Code Incorporation Module is in charge of uploading
source code files, transforming them into documents and including documents in the repository. Documents
Retrieval Module is in charge of executing queries over the corpus through IR techniques. Finally, Code Retrieval
Module is in charge of processing the results obtained and get the source code related to each document and
provide it to the user. In figure 2 a schema of the architecture is shown. User may upload source code assets to
Code Incorporation Module. This module stores the code in the repository used by Document Retrieval Module,
which sends the results of queries to Code Retrieval Module. Code Retrieval Module returns the code to the user.
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In this process, as we mentioned, it is essential that comments available do not contain arbitrary semantics.
Getting high quality comments depends on understanding the purpose of comments. Ambler [Ambler, 2000]
establishes that the goal of source code documentation (i.e. comments) is to provide a clear idea on code
functionality and design. Hence, a comment is of a better quality the better it eases code comprehension.

Source Code ource Codes

Document

Fiaure 2. Basic architecture

Main aspects to consider when deciding if a comment is a quality one or not are:
e Comment contents depend on comment type

o The proper granularity level of comments is not related to comment length, but on the precision. Comments
should include description of technology, functionality and design criteria.

e How comments are written. The better comments are expressed the better the quality of the comments.
Incorrect or ambiguous expressions in comments may be worst than writing no comments, as long as they
may affect to further maintenance.

Expressing correctly the comments is, then, crucial for further comprehension. Gutiérrez [Gutiérrez, 2007]
provides some suggestions on how to write leaflets. These suggestions are of interest, as long as comments are
close to leaflets in the sense of providing critical information in a concise manner. This means that quality
comments are easy to read and understand, so they meet some requirements:

e They are written using simple terms
o Phrases are as short and clear as possible

o Phrases are written using active form, instead of passive form. Concatenation of sentences, pronouns, and
similar linguistic resources are avoided. This is particularly important when writing in Spanish, because it is
widely believed that long complex phrases indicate higher knowledge of the language.

Hence, correct writing implies ordered phrases subjected to the basic subject-verb-predicate form.

However some considerations are to be kept in mind regarding the difference from a leaflet to source code.
Technical documentation shall be non ambiguous, while leaflets may not comply it because of their nature.
Ambiguity is a marketing technique to attract customers asking for additional information. Attracting programmers
asking about comment semantics is not the marketing we look for in Software Reuse. Only a meaning should be
obtained from a given comment, this is the goal that leads to avoid the following elements from a language:

o Conditional forms of verbs. No speculation may arise, the subject of the description already exists and its
behaviour is deterministic.
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¢ Ambiguous terms, such as “further”, “some”, open lists, etc. These are the terms that we use to avoid while
writing technical documents (e.g. software requirements specifications). We shall keep in mind that source
code comments are a part of technical documentation.

TxReadability [University of Texas, 2007] evaluates the legibility of a given text in Spanish, English or Japanese.
The feasibility on using this tool was previously shown by Gutiérrez [Gutiérrez, 2007]. Tools such as FLAVER
[Santana, 1997] are capable to detect automatically the verbal form used in a phrase.

Finally it is required to decide which techniques are to be used by Documents Retrieval Module. To support
expected features it is needed to provide a corpus containing grammatically categorized terms from Spanish
languages [Sebastian-Gallés, 2000], using those tags from EAGLES [Monachini, 1996].

The Stopwords technique is to be used in order to optimize search. This reduces the size of the term index. An
empty word does not provide useful information when selecting a document from the corpus. These techniques
are implemented using EAGLES tags. Anyway we are to store the full text in order to provide exact matching
capabilities.

In order to avoid restrictions derived from exact matching we decided to implement stemming. Stemming
identifies the root of each term to search [Brants, 2004]. Roots are used to keep in mind, during search process,
terms similar from those on the search criteria. The reason to avoid using directly the roots as search criteria is to
distinguish two terms sharing the same root. This allows ranking on upper positions documents matching exactly
search criteria.

Vectorial model [La Serna, 2004] has been selected to rank search results. Applying this technique requires
correlation between terms and documents. On the one hand, we store the terms in a document, as well as the
number of occurrences of the term. On the other hand, we need to store also the position of each occurrence. It is
also required to keep in mind that those terms written in different forms, or belonging to different grammatical
categories, are processed as different terms.

Conclusions

The tool described in this work intends to reach two goals. First goal consists of improving the quality of the
comments within the source code. Second goal is to ease the introduction of the reuse culture in organizations,
focussing on developers. In some cases programmers are who reject proper software reuse, while they receive
the benefits of source code reuse.

Increasing comment quality relies on analyzing the characteristics that a good comment shall comply. The
analysis we conducted allowed providing to programmers, at Technical University of Madrid, guidance on how to
document the source code.

The proposal of constructing a tool meeting exposed requirements allows creating a repository containing source
code. The purpose of the repository is properly reusing code safely, and locating source code through searching
for functionality instead for specific and exact terms.

Further research, while prototypes are under development, is to solve the problems derived from supporting a
wider spectrum of programming languages.
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A LOG TOOL FOR SOFTWARE SYSTEMS ANALYSES
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Abstract: The article presents a new type of logs merging tool for multiple blade telecommunication systems
based on the development of a new approach. The introduction of the new logs merging tool (the Log Merger)
can help engineers to build a processes behavior timeline with a flexible system of information structuring used to
assess the changes in the analyzed system. This logs merging system based on the experts experience and their
analytical skills generates a knowledge base which could be advantageous in further decision-making expert
system development. This paper proposes and discusses the design and implementation of the Log Merger, its
architecture, multi-board analysis of capability and application areas. The paper also presents possible ways of
further tool improvement e.g. - to extend its functionality and cover additional system platforms. The possibility to
add an analysis module for further expert system development is also considered.

Keywords: Knowledge Base, Software Systems Analyses, Log Tool, Telecommunication System.
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Introduction

Nowadays Telecommunication Infrastructure feels growing consumers’ demand for high performance systems
due to the changed character of traffic and increasing number of subscribers. The situation requires the particular
level of system reliability and availability - both are the essential characteristics of a modern telecommunication
system.

Such strict requirements should be supported by appropriate architectural solutions, such as redundancy of all
the elements in the platform and mechanisms (both in hardware and software parts of the platform) providing
rapid automatic recovery from failures.

But the growth of a system leads to the increase of data level required for comprehensive systems state analysis
and supervision and life cycle description. The majority of this information is represented as log files — text files
consisting of time-stamped status and error messages detailing the operational history of a given piece of
software.

As it was already mentioned system state and lifecycle are described by the huge amount of jumbled data
produced and distributed by multiple software units. These data represent the behavior of each unit on a long
time scale.

The problem is that during system analysis (failure investigation for ex.) the search for information is time-
consuming. Maintenance engineer should manually filter and sort data from all the log files to assess system
state and its behavior. The situation can be more complicated in case of log files allocation in different network
nodes (multi-board systems). The developed software tool helps the raw data to be automatically collected,
analyzed, reordered and filtered according to engineer's needs in each particular case.

Further along in this paper, we will consider the existing methods and tools and share a new approach that has
been successfully used by the authors in their work.
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Overview of the existing methods for log capturing and analysis

Nowadays there is a great amount of systems, which are focused on the log capturing and analysis. Generally
these programs are meant for solving this problem in definite fields. For example there is a great deal of such
systems oriented on Web Log File Analysis. One of them FlashStats 2006 [4] analyzes web site's log files and
provides comprehensive information about the web traffic. Another one is widely known site optimizing system
Semonitor, which includes a proxy server logs analysis application Proxylnspector [5].

We can name a lot of systems like these, but every system type has its own advantages and disadvantages, as
well as limitations, such as ability to work with local database only, or not enough accuracy and work speed.

All in all there is no common approach to the problems of information capturing, filtering and analysis from log
files. It can be partly explained by the fact that every field of science or production has its own system
architecture. It is precisely this fact that explains the necessity of a new tool creation.

So the article deals with the tool, focused on gathering, filtering and useful presentation of information from log
files, found in the complex telecommunication system.

Architectural Approach

1. Experimental Approach

It is true to say that there is no value in simply collecting raw log data, the value comes in how it is presented,
structured and how clear the problem is from that data.

What is the approach?

The system consists of several boards of different types to provide functionality with the required level of
reliability, which works under Linux system. Each board contains particular set of tasks depending on its type,
which supports required functionality.

According to this information it was decided to take next fields as primary keys for log events:
- Board name (type + slot number)
- Task name
- Timestamp

Setting up the filter parameter board name and task name user is able to choose boards and tasks from which
logs are likely to be gathered. It is extremely important option as there are a lot of boards and tasks in the system.
Also the time interval can be set in order to collect only needed information as well as white and black lists are
assigned for the same purpose.

White list can be used to gather only logs which contain particular word(s). For example, if you want to analyze
logs where the word “error” appears you should write it down in the white list. On the other hand, if you do not
want some words to be contained in logs you should write it down in the black list.

2. Development tools selection

From the very beginning it was decided that an execution should be supported not only on a target platform, but
also on local machines with a provided log folder or an archival file (for more info see section 3). These platforms
work under different Unix/Linux systems. So it was decided to take Perl which obvious advantage is that there is
no need to compile different executables for various platforms. Perl script can be easily modified. Perl is good for
fast development in this area and is obviously aimed at work with text structures. Also Perl Tk allows easily create
required GUI.

3. Overview of Log Merger Architecture
The simplified system architecture is presented in Figure 1.
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GUI collects the user information, creates filters and
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receive merge file. After this file is received it is
represented in text window and user can browse
and modify it. Also there is no need to run remerge
process if user wants to reduce number of observed
tasks and boards. GUI allows switching on/off
events from tasks and boards of initial filter, which
was used during merge procedure previously,
without rerunning engine again. At the end user can
save a final file in PDF format with different colors
for various types of events (board + task) — this
functionality is provided by the PDF Generate
module.
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2) Unpack, Pre-Engine and Log Converter modules

One of the most important problems for this type of tool is reusability. Different systems have different folders and
logs structures. Moreover, in some systems log files are dumped into one archival file. So it was decided to
separate out the following functionalities — Unpack module which unpacks archive file and returns the name of the
directory with a specially organized file set and Pre-Engine and Log Converter modules which will convert
different files to one input format for Engine module. It was also decided to implement a rule engine which will
process files according to the rules. At the moment these rules are processed one after another, and the
possibility to use Rete algorithm [1][2][3] is reasonable to be investigated in further studies.

3) Engine
There are two possible sorting modes:
- Ordering by timestamps

- Ordering by tasks, boards and then ordering by timestamps

SI=I|
Start ime (mm/dd/yyyy hh:mm:ss format or leave empty)

End time (mim/ddiyyyy hh:mim:ss format or leave empty)

@ act_part .- shy_part
Start | Ccancel |

=

Figure 3: Graphic User Interface
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For sorting by timestamps we used heuristic algorithm (See Figure 4) based on the statement that each log file is
time ordered inside itself. So we receive the list of time ordered log files and should merge them according to the
rules.
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Figure 4: Timestamp sort

4) Work Remote module - Network Support
One of the most important features of the system

is the network mode support which is provided by @* @** E_

the Work Remote module. I e K
Our application is working on the local machine iiﬂ ol
I
=

connected to the target platform through several
network gateways (Figure 5).

K ||
£ | st

WWDD DD G LS &L

The module connects to the target machine and Local raching Target rnachine
sends required scripts there. When it is necessary
the application starts gathering of the required
logs on the target machine and then starts
merging process. After execution it removes script files and sends the result file to the local machine.

Figure 5: Work process in network mode
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5) Introduction of analysis module as a further development

As a further development analysis module based on the knowledge and analytical skills of system experts should
be added to the application to form an expert decision-making system together with the knowledge base
generated by Log Merger. Rule engines (e.g. inference rule [6]) can be used for such purpose. Such system will
automatically collect and investigate information from log files and then simply give the results freeing
maintenance engineers of the necessity even to look through log files.

Conclusion

So we have developed a new type of system backed up by easy to perform common techniques which can be
used on almost every platform both through the graphical user interface (GUI) and by the command line so that
the user who does not possess libraries required for the GUI work can work with this system by calling scripts —
the help file is given. Two run modes — local and network — enable user to gather required information from log
files allocated either on the local machine or on remote machines without copying all log files to the local
machine. As a result the structured information from different boards is collected in one file which could be
defined as a knowledge base and can be used to develop an expert analyzing system.
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ADAPTIVE SOA INFRASTRUCTURE BASED ON VARIABILITY MANAGEMENT
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Abstract: In order to exploit the adaptability of a SOA infrastructure, it becomes necessary to provide platform
mechanisms that support a mapping of the variability in the applications to the variability provided by the
infrastructure. The approach focuses on the configuration of the needed infrastructure mechanisms including
support for the derivation of the infrastructure variability model.
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Introduction

Adaptability of IT infrastructures is one of the prerequisites that provides the necessary potential for allowing the
realization of application variants (for instance in a software product line context). Usually, application
configuration is a task that is driven by application feature selection. The corresponding selection of the
appropriate infrastructure is a task derived thereof. It can be supported and automated to a great extent by
exploiting dependencies and constraints between variation points and variations in variation models. This is
obviously also the case in a SOA context where, as an additional requirement, configuration tasks are expected
to be particularly flexible and supposed to be performed during all stages from design until run time.

The central idea of our approach is thus, to use a given configuration, that is, a particular resolution of the
variability model of the given product line, and to derive the appropriate configuration of the infrastructure by
exploiting dependencies, requirements and constraints described in the variation model.

Automated support of the derivation of the infrastructure configuration assists the application developers in
selecting the best fitting infrastructure services and mechanism with appropriate quality of services and relieves
them from the burden of investigating infrastructure properties again and again. It facilitates taking into account
infrastructure usage patterns and best practices based on the knowledge of infrastructure experts (re-use of
infrastructure knowledge). In the case of run time configuration, an automated support becomes inevitable.

Approach

Our approach particularly focuses on the derivation of the needed infrastructure configuration for a given
application (that is, a given derivation in a product line). However, in order to provide support for this, an adequate
description and a proper formalization of the available diversity of the infrastructure is a necessary prerequisite.
Thus, we address the establishing of a variability model (VM) of the infrastructure and concentrate on the
derivation of the infrastructure configuration from a given application configuration.

Identifying an appropriate infrastructure configuration is based upon the thorough understanding of the potential
for adaptation of the available infrastructure services because they have to be mapped onto the requirements
posed by the product variants derived from the given product line. To gain such an infrastructure variability model,
we envisage three possibilities:

e The first step is to establish such an infrastructure variability model “manually”; that means that domain
engineers knowledgeable of the infrastructure define it in the usual way by identifying the variation points in
the infrastructure and the related available features (respective variants).
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e The second step is to derive the infrastructure VM from the product line VM. This means to first identify the
variation points of the product line that are related to infrastructure issues, then to collect the existing
descriptions of the respective infrastructure services and mechanisms (for instance, descriptions of service
models, bundles, etc.), and eventually to derive their constraints and dependencies. This results in an
infrastructure VM that is precisely tailored to the infrastructure requirements formulated in the product line VM.

o The third step is a combination of the automated and a manual derivation of the infrastructure VM. Here, the
challenge is to integrate the delta coming from the domain engineers into the infrastructure VM. A similar
mechanism copes with evolutions in the product line and it's VM, adding the thereby emerging delta
variability. This approach provides for the evolution of the infrastructure VM.

Having the infrastructure VM in place is prerequisite to identifying the relations between the infrastructure VM and
the product line VM which in turn is needed to identify the appropriate infrastructure services/mechanisms from a
specific application configuration.

Establishing the relations between the two VMs has to be done explicitly in the initial case where the
infrastructure VM is defined manually. In the second case, these relations are established together with the
construction of the VM. In the hybrid case, the manually defined VM delta has to be analyzed and the respective
relations with the product line VM and its extensions have to be identified.

The derivation of an infrastructure configuration from a given application configuration is essentially based upon
the two VMs, the product line and the infrastructure VM, and their relation as established by the previous subtask
(in the following, we call this relation VM-relation). It also relies upon the behavior description (probably given as a
business process model, etc.) of the given application.

In order to obtain an initial infrastructure configuration, the VM-relation has to be exploited, thereby identifying the
specific infrastructure services/mechanisms required by the given application configuration. The infrastructure VM
with its own dependency relations and constraints then provides the information for the eventual concrete
configuration of the infrastructure.

Reacting to the need of a run time re-configuration of the application follows the same lines; however, the
challenge here is to take into account that — since only a part of the original application configuration is changed -
only as much modifications of the infrastructure are feasible as absolutely necessary (run time re-configurations
have to be as less invasive as possible). For instance, through changing QoS requirements the re-configuration
of only the infrastructure becomes necessary. Checking back with the original application configuration (for
keeping the constraints and dependencies valid) will ensure the correctness of the revised infrastructure
configuration.

Processing Adaptability

Requirements are variable in time by nature. Building SOA-based software product lines relies on the idea to
achieve variability and therefore dynamic adaptability. The approach requires that all requirements have to be
specified not only — as classically suggested — in a structured list of requirements, but also — as proposed in
[Pohl, 2005] - in the form of a variability model. Consequently, the requirements layer has to get extended with an
additional formal model, that means that, for instance, groups of requirements R1 and R2 have to be
synchronized with Variant 1 and Variant 2, respectively (see Figure 1).

Typical problems, which regularly occur during the life-time of an application, comprise but are not limited to the
following cases: data formats or data semantics varying from service to service, unexpected behavior not
foreseen during design, missing required functionalities related to implementation errors, altered values of non-
functional properties and changing QoS requirements. Adaptability would mean that parts of the software
application should be changed in order to cover newly upcoming requirements or to avoid emergent issues. In the
business process driven SOA-infrastructure this implies either a change in the part of the workflow, or a
substitution of some of the subprocesses with different functionality. Obviously, utilizing the second possibility is
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less costly. It can be realized by using already existing processes from other components/services of the related
software product line keeping already existing functionality and extending it with required features.

Variant 2

Variant 1

Traffic Computing Traffic Control
Algorithms

Ecological Norms

requires

Traffic
Computing

Requirements
Layer

Ecological
Computing __;

Business Processes
Layer

Figure 1. Extension of the Requirements Layer with VM

Managing business process specifications with a variability model can be done using rule-based mechanisms like
the Object Constraint Language (OCL), Prolog or others.

A SOA-based infrastructure is built on top of existing services and their models which usually are available in
repositories for easy access.

Replacing one subprocess by another is usually not sufficient. The whole dependency chain of related services
has to be taken into account (so, a substitute, for instance, may require different protocols and access methods; it
may show incompatibility with neighbor services and interface inconsistencies; or different semantics of the input
values require further changes or imply the need to find similar services). This means that the whole related
information within the infrastructure should be checked and taken into account. Dependency information is
specified in form of dependency relations, extensions, and extension points (as defined in OSGi specification
[OSGi, 2008]). This allows to extend existing variability models, and thus to provide for more reliable solutions.
Such a task can be performed by using existing OSGi and SCA (see [SCA, 2008]) specifications for building
dependency graphs, and further transforming that information into a variability model.

Use Case

Consider as an example a large traffic system built on top of a distributed SOA infrastructure. This means there
are a lot of participants involved in an application such as permanent entities - traffic lights, cameras and sensors
- and temporal entities like cars, bikers and pedestrians, all brought together to interact and to perform various
services. The distribution of a SOA infrastructure allows defining particular algorithms for specific places (like
townships, crossroads, or sections of a road), depending on the environment and its conditions. A typical task of
such a large traffic system is to avoid traffic jams based on the information about the current traffic situation, the
traffic density in neighboring roads, the concentration of pedestrians and the local traffic policies (probably
including policies to enforce ecological regulations). Each entity can be represented by a service and provides
necessary information, like speed of the cars, estimated fuel consumption, grade of air pollution, traffic light
status, etc. Such an application is configured according to the particular requirement of the place it is located. If
the situation changes it has to adapt itself — taking into account the environ of neighboring roads — by managing
traffic lights and applying new strategies, for instance, changing driving directions on multiline highways (when
this is possible).



International Book Series "Information Science and Computing" 73

“"Local Application 1 ‘

Traffic Computing  Traffic Control

Algorithms

) “\ requires ,‘/
Location 1 Traffic
el Computlng
,,,,,,,,,,,,,,,,, ¥ T e
e t e -
i L ReqUeS = ooW\PU“

- Eco P"O”ty e oS Qs

i g N

e requires Traffic
—— Ecg\og\ca (;ompu““g o
5 e ggmut\ -‘ Pl
Yge‘“‘aﬂ\c > odu C't uin ) e x'Sti”gSF)llrjutslofrom the partic!
Lo d S covery cation™ .
(SOP\'base o ¥ D'sml various 27" L ocation 2
" Local Application 2 \
’/' Ecological Norms Traffic Computing Traffic Control \‘\
Algorithms \
requires requires
Ecological Traffic

Computlng Computin_g___,«"""‘

Figure 2. Large Traffic System

The whole large traffic system provides local applications, which are heterogeneous and designed for a particular
local use. Thus, the appearance of an unexpected situation which is not covered by an application is not a
surprise. Thereby, real time evolution for an application is a must. It can be achieved by using variable
mechanism of the infrastructure.

Consider a situation, when a motorway is blocked by an incident, and cars have to take a bypass through a small
town, where such a situation was not foreseen. The sudden appearance of a large number of cars is rather
critical, thus, there is the necessity to take measures, for instance, to prevent air pollutions by applying strategies
not planned beforehand.

The proposed approach assumes the existence of a variability model for the whole large traffic system and a
monitoring system, which tracks changes in the behavior of local applications. If, for instance, a device
recognizes increased air pollution, it gives a signal whereupon the traffic system changes its signaling patterns:
because fuel consumption depends on the number of the cars’ stops-and-goes, streets with heavy load will get a
prolonged phase of “green light”. This re-configuration of the local application relies on selecting appropriate
features and tracing their dependencies within the variability tree (see Figure 3).

Ecological Norms Traffic Computing Traffic Control
Algorithms
requires
requires
Ecological Traffic

Computing Computing

Figure 3. Part of the product line VM “Large Traffic System”
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Initially, as it was mentioned above, the actual application uses only traffic-related policies without covering
ecological constraints. To cope with the new situation, “Traffic Computing” and “Ecological computing” are
combined to satisfy the new requirement “eco priority”.

The presented approach suggests an easy way of identifying an already existing business process from another
local application that satisfies the new requirements. It could be part of already existing applications tailored to
bigger cities, where considering ecology was already foreseen.

The next step is a combination of the initial process with a new one, where replacement of the activities implies

the change in the whole set of required services and infrastructure settings, i.e., installation of the necessary
protocols or extending a process with new services.

Conclusion

Adaptive mechanisms for SOA infrastructures are becoming more important with the increasing number of
available SOA applications. In fact, without reliable and safe adaptive solutions, it becomes impossible to change
existing and to build new services satisfying varying or versatile requirements. The proposed approach together
with variability management guarantees that derived composite services with an appropriate infrastructure remain
compliant to the varying situations.
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GRID APPROACH TO SATELLITE MONITORING SYSTEMS INTEGRATION
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Abstract: This paper highlights the challenges of satellite monitoring systems integration, in particular based on
Grid platform, and reviews possible solutions for these problems. We describe integration issues on different
levels: data integration level and task management level (job submission in terms of Grid). We show example of
described technologies for integration of monitoring systems of Ukraine (National Space Agency of Ukraine,
NASU) and Russia (Space Research Institute RAS, IKI RAN). Another example refers to the development of
InterGrid infrastructure that integrates several regional and national Grid systems: Ukrainian Academician Grid
(with Satellite data processing Grid segment) and RSGS Grid (Chinese Academy of Sciences).
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Introduction: Specifics of Earth Observation Problems

At present global climate changes in the world made rational land use, environmental monitoring and prediction of
natural and technological disasters the tasks of a great importance. The basis for solving these problems is the
use of data of different nature: modeling data, in situ measurements and indirect observations such as airborne
and spaceborne remote sensing data. However, mutual disarrangement of heterogeneous data and
measurement technologies, spatial and temporal inconsistency of measurements are limiting potentials of
modern technologies for solving actual problems of environmental monitoring and forecasting of disasters. Thus,
development of effective technologies for heterogeneous data integration is a very important issue.

Nowadays Earth Observation (EO) data play a major role in solving problems in different domains. Satellite
observations enable acquisition of data for large and hard-to-reach territories, can provide continuous
measurements and human-independent information, etc. EO domain, in turn, is characterized by large volumes of
data that should be processed, catalogued, and archived. For example, GOME instrument onboard Envisat
satellite generates nearly 400 Tb data per year [1]. EUMETCast system that is part of global GEONETCast
system [2] of GEOSS enables acquisition of more than 50 Tb of processed and unprocessed information per
year. Moreover, the processing of satellite data is carried out not by the single application with monolithic code,
but by distributed applications. This process can be viewed as a complex workflow that is composed of many
tasks: geometric and radiometric calibration, filtration, reprojection, composites construction, classification,
products development, post-processing, visualization, etc. [3].

To enable processing and management of such volumes of data sets and information flows an appropriate
infrastructure is needed that will support [1, 4]: access to distributed resources; high flexibility; portal enabling
easy and homogeneous accessibility; collaborative work; seamless integration of resources and processes; allow
processing of large historical archives; avoid unauthorised access to/use of resources.

Grid can provide appropriate facilities for high-performance computations and efficient data management in EO
domain. Grid computing is an emerging paradigm for global computing and a very active research domain for
complex, dynamic, distributed and flexible computing and resource sharing [5]. Grid computing belongs to main
trends of on-line environment development among with web services, semantic web and peer-to-peer networking.
The integration on these technologies is essential for the next generation networks.

Grid systems are recognized to be very efficient for EO and geospatial community for a number of reasons:
geospatial data and associated computational resources are naturally distributed; the multi-discipline nature of
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geospatial research and applications requires the integrated analysis of huge volume of multi-source data from
multiple data centres; most geospatial modelling and applications are both data and computational intensive. The
aggregated computational power of Grid system can provide for the application.

In this paper we highlight the challenges of satellite monitoring systems integration, in particular based on Grid
platform, and review possible solutions for these problems.

State of the art: Grid-based systems for EO data processing

At present, Grid technologies are widely applied in different domains, in particular EO domain. EU-funded
European DataGrid Project (EDG) was one of the first Grid-enabled projects allowing European Space Agency
(ESA) to gain firsthand experience in the use of emerging Grid technologies [1]. Based on the gained experience
European Space Agency (ESA) and European Space Research Institute (ESRIN) are developing Grid Processing
on Demand (G-POD) for Earth Observation Applications (http://gpod.eo.esa.int). Online access to different data is
enabled within this project, in particular to data provided by various instruments on Envisat satellite
(http:/lenvisat.esa.int), SEVIRI instrument onboard MSG (Meteosat Second Generation) satellite [6], ozone
profiles derived from GOME instrument, etc. One of the most important applications is the analysis long-term
data. Grid Web Portal provides access to the “Grid-on-demand” resources enabling: personal certification,
time/space selection of data directly from the ESA catalogue, data transfer, job selection, launching and live
status, data visualization.

DEGREE (Dissemination and Exploitation of GRids in Earth science) project (http://www.eu-degree.eu) is initiated
within EGEE/EGEE-II. A major challenge for DEGREE is to build a bridge linking the Earth Science and GRID
communities throughout Europe, and focusing in particular on the EGEE-II Project. Grid provides appropriate
infrastructure enabling international cooperation within GMES and GEOSS. The following problems are within the
scope of DEGREE: earthquake analysis, floods modeling and forecasting, influence of climate changes on
agriculture

Japan Aerospace eXploration Agency (JAXA) and KEIO University started establishing “Digital Asia” system
aimed at semi-real time data processing and analyzing. They use GRID environment to accumulate knowledge
and know-how to process remote sensing data. The Digital Asia project is the part of bigger Sentinel Asia project
that is targeting on building natural disasters monitoring system [7].

CEOS Wide Area Grid (WAG) project is initiated by CEOS Working Group on Information Systems and Services
(WGISS), and aims at providing horizontal infrastructure enabling efficient integration of resources of different
space agencies. WAG testbed infrastructure is currently under development within ESA Cat-1 project “Wide Area
Grid Testbed for Flood Monitoring Using Spaceborne SAR and Optical Data” (no. 4181) [8]. Within WAG project
Space Research Institute NASU-NSAU have developed testbed that integrates resources of Ukrainian Grid
segment (Ukrainian Academician Grid) with resources of international organisations (ESA, RSGS-CAS).

Tendencies of globalization and integration of satellite monitoring systems

Nowadays there is a trend for globalization of monitoring systems with purpose of solving more complex
problems and reducing collaboration expenses. EO data are naturally distributed over many organizations
involved in data receiving and processing. This leads to the need of integration of existing systems for solution of
complex problems. The development of GEOSS (Global Earth Observation System of Systems) [9] is coordinated
by Group on Earth Observations (GEO) [10] that was launched in response to calls for action by the 2002 World
Summit on Sustainable Development and the G8 (Group of Eight) leading industrialized countries. GEO is a
voluntary partnership of governments and international organizations that provides a framework within which
these partners can develop new projects and coordinate their strategies and investments. It is recognised that
GEOSS work with and build upon existing national, regional, and international systems to provide
comprehensive, coordinated Earth observations from thousands of instruments worldwide, transforming the data
collected into vital information for society.
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Modern tendencies of globalization and development of “system of systems” GEOSS lead to the need of
integration of heterogeneous satellite monitoring systems. Integration can be done on different levels: (i) data
exchange level, (i) task management level. Data exchange level is supposed to provide tools for sharing data
and products. This infrastructure enables data integration where different entities provide various kinds of data to
support joint solution of complex problems (Fig. 1). Task management level envisages running applications on
distributed computational resources provided by different entities (Fig. 2). Since many of the existing satellite
monitoring system rely on Grid technologies appropriate approaches and technologies should be evaluated and
developed to enable Grid system integration (so called InterGrid).
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Fig 1. Data integration level Fig 2. Task management level

The next sections will highlight main challenges and possible solutions for satellite monitoring systems integration
on both levels, and provide description of case-studies for both cases.

Levels of integration: main problems and possible solutions

Integration on data exchange level could be done by using common standards of EO data exchange, common
user interfaces, and common data and metadata catalog. As to task management level the following problems
additionally should be solved: joint computational infrastructure setup; development of jobs submission and
scheduling algorithms; load monitoring enabling; security policy enforcement.

Data exchange level. At present the most appropriate standards for data integration is OGC standards. Data
visualization issues can be solved by using the following set of standards: WMS (Web Map Service), SLD (Style
Layer Descriptors) and WMC (Web Map Context). O0GC’s WFS (Web Feature Service) and WCS (Web Coverage
Service) standards provide uniform ways for data delivery. In order to provide interoperability on the level of
catalogues CSW (Catalogue for Web) standard can be applied.

Since data are stored on geographically distributed sites there can be issues regarding optimization of
visualization schemes. In general, there are two possible ways for distributed data visualization: centralized
visualization scheme and distributed visualization scheme. Advantages and faults of each scheme were
described in [11].

Task management level. In this subsection we present main issues and possible solutions for Grid-system
integration. Main prerequisite of such kind of integration is certificates trust. It could be done, for example, through
EGEE infrastructure that nowadays brings together the resources of more than 70 countries. Another problems
concerned with different Grid systems integration are as follows: enabling data transfers and high-level access to
geospatial data; development of common catalogues; enabling jobs submission and monitoring; enabling
information exchange.
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Data transfer. GridFTP is an appropriate and reliable solution for data transfer. The only limitation is the
requirement of transparent LAN (local area network) infrastructure.

Access to geospatial data. High-level access to geospatial data can be organised in two possible ways: using
pure WSRF services or using OGSA-DAI container. Each of this approach has its own advantages and
weaknesses. Basic functionality for WSRF-based services can be easily implemented (with proper tools), packed
and deployed. But advanced functionality such as security delegation, third-party transfers, indexing should be
implemented by hands. WSRF-based services can also pose some difficulties if we need to integrate them with
other data-oriented software.

OGSA-DAI framework provides uniform interfaces to heterogeneous data. This framework makes possible to
create high-level interfaces to data abstracting hiding details of data formats and representation schemas. Most of
problems in OGSA-DAI are handled automatically, e.g. delegation, reliable transfer, data flow between different
sources and sinks. OGSA-DAI containers are easily extendable and embeddable. But comparing to WSRF basic
functionality implementation of OGSA-DAI extensions is more difficult. Moreover, OGSA-DAI requires preliminary
deployment of additional software components.

Task management. There are two possible approaches for task management. One of them is to use Grid portal
(Fig. 3) supporting different middleware platforms, such as GT4, gLite, etc. Grid portal is an integrated platform to
end-users that enables access to Grid services and resources via standard Web browser. Grid portal solution is
easy to deploy and maintain, but it doesn't provide application interface and scheduling capabilities.

' gLite Grid

| | GTiGrid |
| |
| segmen | Segment |
L Seamen | :
NV )

gLite froniend GT4 frontend
nodes nodes

i}@ \i}@@

Fig. 3. Portal approach to Grid system integration
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Another approach is to develop high-level Grid scheduler (Fig. 4) that will support different middleware by
providing some standard interfaces. Such metascheduler interacts with low-level schedulers (used in different
Grid systems) enabling in such way system interoperability. Metascheduler approach is much more difficult to
maintain comparing to portals; however, it provides APl with advanced scheduling and load-balancing
capabilities. At present, the most comprehensive implementation for the metascheduler is a GridWay system. The
GridWay metascheduler is compatibility with both Globus and gLite middlewares. Starting from Globus Toolkit
v4.0.5 GridWay become standard part of its distribution. GridWay system provides comprehensive documentation
for both users and developers that is a important point for implementing new features.
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In the next section we show the examples of application of described approaches to integration of satellite
monitoring systems and development of InterGrid environment.

Implementation: lessons learned

Integration of satellite monitoring systems. The first case-study refers to the integration of satellite monitoring
systems of NSAU (Ukraine) and IKI RAN (Russia). The overall architecture for integration of data provided by two
organizations is depicted in Fig. 5. The proposed approach is applied for the solution of problems for agriculture
resources monitoring and crop yield prediction. Within integration NSAU provides WMS interfaces to NWP
modelling data (using WRF model) [12], in-situ observations from meteorological ground stations in Ukraine, and
land parameters (such as temperature, vegetation indices, soil moisture) derived from satellite observations from
MODIS instrument onboard Terra satellite. IKI RAN provides WMS interfaces to operational land and disaster
monitoring system. Both NSAU and IKI RAN provides user Web-interfaces to monitoring systems that support

OGC WMS standards.
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I
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Fig. 5. Architecture of satellite monitoring system integration
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In order to provide user interface that will enable visualization of data from multiple sources we use open-source
OpenLayers framework (http://www.openlayers.org). OpenLayers is ‘“thick client’ software based on
JavaScript/AJAX and fully operational on client side. Main OpenLayers features also include: support for several
WMS servers, support for different OGC standards (WMS, WFS), cache and tiling support to optimize
visualization, support for of both raster and vector data. The provided data and products are accessible via
Internet http://land.ikd.kiev.ua. The example of OpenlLayers visualization of data from multiple sources is depicted
in Fig. 6.

S !

Fig. 6. OpenLayers interface to multiple data

InterGrid testbed development. The second case-study refers to the development of InterGrid for
environmental and natural disaster monitoring. InterGrid integrates Ukrainian Academician Grid (with Satellite
data processing Grid segment) and RSGS Grid (Chinese Academy of Sciences) and is considered as a testbed
for Wide Area Grid (WAG) implementation—a project initiated within CEOS Working Group on Information
Systems and Services (WGISS).

The important application that is being solved within InterGrid environment is flood monitoring and prediction. This
task requires adaptation and tuning of existing hydrological and hydraulic models for corresponding territories and
the use of heterogeneous data stored on multiple sites. Flood monitoring and prediction requires the use of the
following data sets: NWP modelling data (provided by Satellite data processing Grid segment), SAR imagery from
Envisat/ASAR and ERS-2/SAR satellites (provided by ESA), products derived from optical and microwave
satellite data such as soil moisture, precipitation, flood extent etc., in-situ observations from meteorological
ground stations and digital elevation model (DEM). The process of model adaptation can be viewed as a complex
workflow and requires the solution of optimization problems (so called parametric study). Satellite data processing
and products generation tasks also represent complex workflow and require intensive computations. All these
factors lead to the need of using computational and informational resources of different organizations and their
resources into joint InterGrid infrastructure. The architecture of proposed InterGrid is depicted in Fig. 7.

GridFTP was chosen to provide data transfer between Grid systems. In order to enable interoperability between
different middleware (for example, Satellite data processing Grid segment is using GT4; RSGS Grid is using
gLite 3.x; Ukrainian Academician Grid is based on NorduGrid) we developed Grid portal that is based on
GridSphere portal framework (http:// www.gridsphere.org). The developed Grid portal allows users to transfer
data between different nodes and submit jobs on computational resources of the InterGrid environment. The
portal also provides facilities to monitor statistics of the resources such as CPU load, memory usage, etc. The
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further works on providing interoperability between different middlewares are directed to the development of
metascheduler using GridWay system. In the nearest future we are intended to provide integration with ESA's EO
Grid-on-Demand infrastructure.
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Fig. 7. InterGrid architecture

Conclusions

This paper focuses on the problems of integration of satellite monitoring systems, in particular those using Grid
platform. We described two possible levels of integration (data level and task management level) reviewing
possible solution for implementing each of them. Considering data integration level we found that integration
could be provided by using existing standards for geospatial data, in particular OGC standards. We demonstrated
applicability and usability of this approach for integrating existing satellite monitoring systems of Ukraine and
Russia for agriculture applications. The use of standard OGC interfaces makes it possible to standardise and
facilitate development of integrated satellite monitoring systems (based on existing ones) to exploit synergy and
acquire information of new quality.

As to integration on task management level we reviewed two solutions: portal-based and metascheduling
approach. We implemented portal solution based on GridSphere framework for the InterGrid environment that
integrates several regional and national Grid systems. In order to provide advanced scheduling and load-
balancing capabilities the further works will be directed to the implementation of metascheduler based on
GridWay system. Also we are intended to provide integration with ESA’s G-POD. Further investigations will be
directed to integration of distributed monitoring systems with SensorWeb networks to provide automatic delivery
of data from heterogeneous sources.
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DATA PROTECTION AND PACKET MODE
IN THE DISTRIBUTED INFORMATION MEASUREMENT AND CONTROL SYSTEM
FOR RESEARCH IN PHYSICS

Sergey Kiprushkin, Nikolay Korolev, Sergey Kurskov, Vadim Semin

Abstract: The present paper is devoted to creation of cryptographic data security and realization of the packet
mode in the distributed information measurement and control system that implements methods of optical
spectroscopy for plasma physics research and atomic collisions. This system gives a remote access to
information and instrument resources within the Intranet/Internet networks. The system provides remote access
to information and hardware resources for the natural sciences within the Intranet/Internet networks. The access
to physical equipment is realized through the standard interface servers (PXI, CAMAC, and GPIB), the server
providing access to Ethernet devices, and the communication server, which integrates the equipment servers into
a uniform information system. The system is used to make research task in optical spectroscopy, as well as to
support the process of education at the Department of Physics and Engineering of Petrozavodsk State University.

Keywords: distributed information measurement and control system, equipment server, PXI server, CAMAC
server, GPIB server, distance learning.

ACM Classification Keywords: H.3.4 Systems and Software: Distributed systems.

Conference: The paper is selected from Sixth International Conference on Information Research and Applications —
i.Tech 2008, Varna, Bulgaria, June-July 2008

Introduction

A distributed information measurement and control system was implemented at the Department of Physics and
Engineering of Petrozavodsk State University (Russia) to fortify research in the field of optical spectroscopy and
facilitate academic activities [Gavrilov et al, 2003], [Kiprushkin et al, 2004 — 2005)].

The system is quit unique because it integrates various tool interfaces into one network functioning on the basis
of the TCP/IP protocol stack.

The client-server technology was chosen as the key element of the system; in addition, an application protocol
[FaBpunoe et al, 2002] over the TCP/IP was developed to access physical experimental equipment — which
enables the system to function in the Intranet/Internet networks. It was necessary to create our own protocol
because common Web-technologies lack flexibility in experiment monitoring since, in this case, experimental
procedures are run by executable codes, saved on the computer directly connected to the experimental setup,
rather than client programs [e.g. 3umuH et al, 2006]

The heterogeneous system includes client programs, that run the experiment, a communication server, the key
element of the system, equipment servers (CAMAC server [Zhiganov et al, 2000], GPIB server [Kawwyba et al,
2002], PXI Server, Intel MCS-196 microcontroller server, the Ethernet devices server [Kiprushkin, Kurskov,
Sukharev, 2007], the server of access to GDS-840C digital oscilloscope etc.), measuring and execution units of
the experimental setup, and a database server [Kiprushkin, Kurskov, Semin, 2007]. The scheme of the distributed
information measurement and control system is presented in Figure 1.

Output protocoling and database storing are realized on the basis of DBMS Oracle 9i. Client programs call it
directly, bypassing the client server, because the latter has no information on the type of the ongoing experiment.

The communication server, the equipment servers, and client programs are realized as Java applications. The
data exchange among them is based on TCP stream sockets provided by Java.net information packet, which is
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included into Java API standard packet. The methods of using the input-output ports for the access to the
interface controllers are written in C programming language.

Administration of the distributed system is based on server-side Java servlet.

The goal of this project was to switch the information measurement and control system to the SSL protocol
(Secure Socket Layer) and to upgrade it with the packet mode.
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Figure 1. The scheme of the distributed information measurement and control system

Data Protection

The SSL protocol is a standard protocol based on the TCP/IP protocol stack with an encrypted connection
between the client and the server. The SSL protocol follows invariable communication security steps — which are
an advantage and a disadvantage - on the one hand, it operates time-proven methods, on the other hand, there
is often a lack of flexibility when it comes to develop a unique system that requires more advanced methods. It is
crucial to note that the majority of modern software products support the SSL protocol - that reflects a growing
importance of security in information technologies.

The SSL protocol is a connection protocol developed by Netscape Communications Corporation. It runs over the
TCP/IP. The SSL protocol provides confidentiality via data encryption, protection of data integrity with Message
Authentication Code (MAC), client and server authentication and validity. The SSL protocol may be used by
higher-level protocols such as, for example, the HTTP. The SSL protocol Version 1 did not become popular while
Version 2 was introduced by the Netscape Company in the first version of Netscape Navigator. The third version of
this protocol is the most modern and widely-spread. The TLS protocol (Transport Layer Security) developed by
the Internet Engineering Task Force (IETF), broadens capabilities of the SSL protocol Version 3 regarding
authentication. The WTLS protocol (Wireless Transport Layer Security) is a version of the TLS protocol for
wireless networks.

The developed system of cryptographic security of the information measurement and control system is double-
leveled in terms of security policies. The communication server works as a core element that distributes secret
keys and authenticates all public keys. It is an issuer, i.e. it issues certificates to public keys. It is completely
trusted. A certificate is a means of client and server authentication when establishing the connection. A certificate
is a block of data that contains information required for principal’s identification. This information contains
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principal's public key, information on the principal, period of validity of the certificate, issuer's information
signature.

Java 2 has a keytool utility that allows monitoring of keystores. The keystores contain generated keys and trusted
certificates. Key generation is a private key plus a sequence of X.509 certificates that authenticates a
corresponding public key. The keytool utility does not support symmetric keys; instead, during an SSL connection
a secret session key (temporary keys) is generated for traffic encryption.

Data security in the system is based on Java Secure Socket Extension (JSSE), that is, basically, a standard API-
interface for the SSL protocol versions 2 and 3 and the TLS protocol (class library — file jsse.jar). Cryptographic
features of the SSL protocol are hidden from the programmer.

Client and server applications that use the SSL protocol based on SSL-sockets are generated in a similar way:
the route to the keystore location, its type and password as well as a certificate authority and trusted certificate
authorities are indicated in the program. The utility keytool facilitates generation and use of key stores. It enables
a user to set the following parameters of a key: an alias, an encryption algorithm, a size, validity, and a keystore
location. Option defaults are as follows: -alias “mykey”, -keyalg “DSA”, -keysize 1024, -validity 90, -keystore the
file named keystore in the user's home directory. If the main algorithm is of type "DSA", the signature algorithm
option defaults to "SHA1withDSA". If the underlying main algorithm is of type "RSA", -the signature algorithm
defaults to "MD5withRSA".

To establish an SSL-connection, the server and the client first have to export public keys’ certificates to the file,
then exchange and import them to their keystores.

The use of SSL-sockets reduces the costs of encrypted communications and broadens capabilities of the system.
Whereas, one of the disadvantages is that SSL-sockets do not support all cryptographic algorithms.

The former cryptographic classes [Kiprushkin, Korolev, Kurskov, 2005] developed for this system are still of
importance because they can be used to secure cryptographically almost any information measurement system.

Packet Mode of Distributed System

As for the second part of this project, it is necessary to point out that client-server architecture enables users
(clients) to get a secure access to information, independent from hardware and software combinations. The
client-server model fortifies the use of new automation technologies, brings data processing closer to the client,
simplifies the use of graphic interfaces and transition to open systems.

However, an experimental complex can be run directly by the commands of a client program only if the
connection is secure and the network capacity is sufficient. Otherwise, there is a risk that the experiment will be
delayed or results lost.

The packet mode enables the program to send the client command packets instead of single commands.

The packet mode makes it possible to reduce data volume transmitted over the net as well as shorten the timing
of useful data transmission. This is crucial when organizing distance lab activities for students studying off
campus.

To realize the packet mode, we developed modules (classes) that allow transmission and processing of blocks of
commands. In addition, method libraries of equipment servers connected to physical setups were upgraded with
methods that do not require client’s interference in experimental measurements (for example, a procedure of
setting up the monochromator to the chosen wave length or measuring the impulse counting rate from the
photomultiplier tube).

Let us take a closer look at how the system functions in a standard mode and a packet mode (without considering
security procedures).

In a standard mode, a client asks a server to reserve a resource. Then, a communication server verifies that an
equipment server has this resource and that is not being used by another client. Depending on the output, the
server responds to the client that the resource is available, being used by another user reserved by this user or
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does not exist. If the resource is available, the client sends the first command to the communication server, the
latter checks and forwards it to the equipment server. The equipment server, having processed the command,
sends the output to the communication server that sends it then back to the client. After that, the client may send
the next command. Having done working with the resource, the client sends the communication server a
command that the resource is available.

The system works differently in a packet mode. In the beginning, just like in a standard mode, a resource is
reserved. After that, the client communicates to the server that packet transmission is initiated. Following this
command, the communication server starts to send the equipment server the commands received from the client
without waiting for them to be executed. The equipment server, having received a packet transmission begin
command, stores all consecutive commands in a file until the packet transmission is over. After that, the
equipment server starts to execute the commands reading them from the file. At this time, the client may
disconnect from the communication server since there is no need to remain connected. When the server has
finished executing the commands, the client can ask it to send an output packet.

Command or output packet transfer is run by single frames with a server or a client confirming the reception of
each frame.

During the development of the packet mode, the interface of the communication server CServerProtocol was
upgraded with the following commands:

o CS_GETHSERVERSTATUS - check the status of the addressed equipment server;

o CS_RECEIVEPACKET - a command that switches the communication server to the receive packet mode
(begin packet) ;

o CS_ENDPACKET - a command that ends packet transmission (end packet);
o CS_SENDPACKET - send an output packet.

Likewise, the commands of equipment servers were upgraded with the commands that do not require any
response from a running client program. For the CAMAC server they are as follows:

e CMS_WRITE_WITH_L — write data and wait for L-request;
o CMS_WAIT_L - wait for L-request;
o CMS_CHECK_Q - check the status of signal Q;
e CMS_BEGIN_LINE - set up the monochromator to the chosen wave length;
e CMS_SPECTRUM - register the spectrum in a set wave length diapason;
e CMS_FUNCTION — write the excitation function of a spectral line in a set diapason of energy collisions;
o ctal
Commands stop running and communicate an error if there is no L-request within a set time period.

Conclusion

This distributed information measurement and control system is based on the modular approach implemented
both in the structure and in the software. Clients and equipment servers are built into the system according to the
unified rules and interact on a unified protocol by the principles of open systems. Note that an open system is a
system that implements open specifications or standards for interfaces, services and formats in order to provide
software portability with minimal changes in a wide range of systems (mobility) as well as interaction with other
applications on local or remote systems (interoperability) and users (user mobility). In particular, distributed
systems are based on OSE/RM model that describes systems by client/server architecture.

The use of the SSL protocol working over the TCP/IP protocols in data encryption significantly simplified traffic
encryption between a client and a server ensuring information integrity and confidentiality. The SSL protocol is
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particularly worth-using in distributed information measurement and control systems that are normally utilized in
research and academic labs with less strict data and equipment security requirements.

As for the developed packet mode, it considerably increases system security in general by preventing
experimental data loss due to lost connection with the client and reduces network load.

It is necessary to point out that the developed distributed information measurement and control system is used for
the beam and plasma object analysis with the help of optical spectroscopy methods [Kurskov et al, 2006],
[KawybBa, 2006]. In particular, the researches on excitation processes of atomic collisions with inert gas atoms’
participation are carried out with its help as well as the laboratory works with senior students of the Department of
Physics and Engineering of Petrozavodsk State University.
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THE COMPLEX UNIFIED EVOLUTIONARY APPROACH TO THE CREATION
OF THE MULTILEVEL DISTRIBUTED CONTROL SYSTEM
OF A GAS-TRANSPORT COMPANY

Victor Borisenko, Bogdan Kluk, Jury Ponomarev, Anton Starovoytov

Abstract: the objects of a large-scale gas-transport company (GTC) suggest a complex unified evolutionary
approach, which covers basic building concepts, up-to-date technologies, models, methods and means that are
used in the phases of design, adoption, maintenance and development of the multilevel automated distributed
control systems (ADCS).. As a single methodological basis of the suggested approach three basic Concepts,
which contain the basic methodological principles and conceptual provisions on the creation of distributed control
systems, were worked out: systems of the lower level (ACS of the technological processes based on up-to-date
SCADA), of the middle level (ACS of the operative-dispatch production control based on MES-systems) and of
the high level (business process control on the basis of complex automated systems ERP).

Keywords: gas-transport company, distributed control system, concept of the creation of the complex distributed
control system, unified integration platform, adaptive expandable data-pump, modified FDD-design-technology,
evolutionary strategy, corporate maintenance methodology.

ACM Classification Keywords: H.4.2 Types of Systems

Conference: The paper is selected from Sixth International Conference on Information Research and Applications —
i.Tech 2008, Varna, Bulgaria, June-July 2008

Introduction

The main characteristics of the up-to-date gas-transport enterprises as control objects are:
- ramified, multilevel, geographically distributed (more than 37 000 km) logistical structure;

- continuous, technically difficult and explosive technology of gas transportation through high-pressure pipe
main lines;

- essential influence on the country's economy (considerable percent of the government budget input of the
country).

That's why considerable reliability, increase of effectiveness and safety of the gas-transport system based on the
creation of a complex multilevel distributed control system is a very important and an actual task.

The principal logistical, technological and economic characteristics of the up-to-date nets of the gas mains and
gas-transport enterprises it is necessary to take into account as control objects

1.The creation concept of distributed ACS TP based on modern SCADA

In 2005-2006 the research and development institute of the gas-transport ACS worked out the“Creation concept
of the automated distributed control systems of technological processes (ADCS TP)” for the enterprises of the
national stock company (NSC) “Neftegaz Ukraine” (further the ADCS TP Concept).

This first basic conceptual document was adopted as a normative-methodological branch standard. It contains
the basic methodological principles, functional requirements and conceptual provisions on the creation of
distributed control systems: of the lower level (ACS of the technological processes based on up-to-date SCADA).

Nowadays the ADCS TP Concept is rather widely used by all design organisations and developer companies for
unification, standardization, quality improving and increase of effectiveness of designing new means and
modernization of present ones, complexes and automatization systems of technological objects and also for
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solving one of the most important problem of system-wide integration of all interstitial local systems into one
complex distributed control system based on using where possible unified type decisions, which passed
preliminary testing.

2. The creation concept of complex ACS of business processes based on ERP system

In 2006-2007 the institute worked out the “Creation concept of complex automated control systems (CACS) of the
basic business processes (BP) of the national stock company (NSC) “Naftogaz Ukraine” (further the CACS BP
Concept).

This second basic conceptual document was also adopted as a normative-methodological branch standard that is
used by the creation of systems of the upper level of hierarchy of managing the company. CACS BP Concept
contains complex hierarchial analysis of all basic occupations and business processes of enterprises, which
affiliate the company, basic principles, system-wide and specialized requires, and also the main conceptual
provisions on the creation of CACS BP as a complex distributed system: the upper level of managing the
company.

In the CACS BP Concept the method of building of its basic part (data-pump) based on buying and implementing
of a complex highly parametrized “brand name” from the system Enterprise Resource Planning (ERP) was
chosen substantially. Nowadays as basic ERP-system was substantially chosen SAP Enterprise Business Suite
Companies SAP AG.

3. The creation concept of ACS of the operative-dispatch control based on MES-systems

In 2007 the institute worked out the “Creation concept of automated operative-dispatch control system for the
subsidiary company (SC) “Ukrtransgaz” on the basis of MES-sytem (further the MES Concept).

This third basic conceptual document is ment for the creation of systems of the middle level of hierarchy of
managing the company. MES Concepts cover also analytic description of all main functions of the system of this
kind, review of the main range of application and the main members of the domestic and external economic
markets of the most famous developers of these systems.

Thereby after the creation and confirmation of the MES Concept as a common a normative-methodological
branch basis all main hierarchy levels of managing the objects of the Ukraine's gaz-transport system.

4. The modified flexible Feature-Driven Development

For the effective support of the design phases and the software engineering (SW) of a complex multilevel
distributed control system of the gaz-transport company the modified Feature-Driven Development ( mFDD)
based on expanded for the creation of multilevel distributed applications from the pattern library (design patterns)
is suggested. In addition the modification of the methodology aimed at creation of the set of unified
methodologies and technologies oriented on engineering specificity of the modern three-level distributed
management-information systems.

The suggested methodology m FDD bases on the following systems engineering principles. The software
engineering is represented as a single integral system process containing a set of EFT and the developers of
these projects. For a well-organized low-level working at the project the unified FDD-batches are used as
instruments for the automated engineering documentation and the realization of the unified basic processes
within the projects.

5. The evolutionary strategy and the corporative creation and adoption technology of the system

As a principle of the creation and the adoption of ADCS GTC the evolutionary strategy was taken, that realizes
the modern screw model of the system's creation.
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The practical realization of the suggested evolutionary strategy bases on the multiphase technology of the EFT-
engeneering. In the first phases as a result of the realization of basic EFT a common expandable data-pump of
the system based on the adoption of the chosen set (batch) of the universal purchased parametrized components
is created. In addition in the first phases the integration of new and inherited applications is carried out.

In the further phases the expansion of the data pump functions and also the engineering, integration and
adoption of the new applications , which automatize isolated, specific and ad-hoc functional task complexes.

For the efficient regulation, unification and standardization of realization of the suggested evolutionary strategy
the common corporate methodology control of the system's project maintenance control was worked out.

For a more convenient application by users (project teams) a burst of normative-methodological documents was

created, which includes user guide, interactive handbook on how to use the principal provisions of the
methodology, tutor with many working models.

Conclusion

As a result of the pursued researches a range of conceptual, methodological, strategic provisions and
engineering developments was suggested, it allows ensuring of efficient support of the engineering processes,
design, adoption, maintenance and development of multilevel distributed control systems aimed at the gay-
transport branch.

To support the design phases and the phases of speciality application-dependent software of ADCS GTC
efficiently a modified FDD-methodology based on expanded for the creation of multilevel distributed applications
from the pattern library (design patterns) is suggested. As a principle of the creation and the adoption of ADCS
GTC the evolutionary strategy was taken, that realizes the modern screw model of the system's creation. For the
efficient regulation, unification and standardization of realization of the suggested evolutionary strategy the
common corporate methodology control of the system's project maintenance control was worked out.
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KEY AGREEMENT PROTOCOL (KAP) BASED ON MATRIX POWER FUNCTION’

Eligijus Sakalauskas, Narimantas Listopadskis, Povilas Tvarijonas

Abstract: The key agreement protocol (KAP) is constructed using matrix power functions. These functions are
based on matrix ring action on some matrix set. Matrix power functions have some indications as being a one-
way function since they are linked with certain generalized satisfiability problems which are potentially NP-
Complete. A working example of KAP with guaranteed brute force attack prevention is presented for certain
algebraic structures. The main advantage of proposed KAP is considerable fast computations and avoidance of
arithmetic operations with long integers.
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Introduction

After the sound Diffie-Hellman key agreement protocol (KAP) some attempts have been made to construct this
protocol using hard problems in infinite non-commutative groups. The ideas were based on either conjugator
search problems or decomposition problems (double co-set problems) which were reckoned as potentially hard
problems for construction of one-way functions (OWF). One of the first ideas appeared in [Sidelnikov et. al.,
1993]. From this time main attempts were directed to the suitable platform group or semigroup selection.

In 1999, first algorithms appeared using braid groups as a platform groups. In [Anshel et. al., 1999] the KAP was
based on both simultaneous multiple conjugator search problem and so-called membership problem. Authors
pointed out that the realization of proposed algorithm could be perspective using braid groups. In [Ko et. al., 1999]
the multiple conjugator search problem in braid groups was used.

But nevertheless, it was pointed out [Shpilrain and Ushakov, 2004], that using conjugator search problem in braid
groups is unnecessary and insufficient condition for KAP security. Moreover, authors noticed that the main
problem for construction of cryptographic primitives in infinite non-commutative groups is to reliably hide the
factors in the group word. In some groups the hiding procedure can take almost the same resources as to reveal
these factors. Hence, one of the directions of investigations in this field is to combine together at least two hard
problems in infinite non-commutative groups [Shpilrain and Ushakov, 2005].

The papers presented above can be interpreted as an investigation direction based on hard problems in infinite
non-commutative group presentation level, i.e. using the group combinatorial theory [Magnus et. al., 1966]. This
approach is also named symbolic computation.

The cryptographic application of group or semigroup action in finite dimensional vector spaces or, more generally,
in some module is presented in [Monico, 2002]. This action is related with multidimensional generalization of
classical modular exponent in cyclic group. This generalization pretends to be an OWF with higher complexity
when compared with one based on classical exponent function in cyclic group related with discrete logarithm
problem (DLP).

The idea to use non-commutative infinite group (e.g. braid group) representation was also used for construction
of the other kind of OWFs as a background of both digital signature scheme and key agreement protocol
[Sakalauskas, 2005], [Sakalauskas et. al., 2005]. The (semi)group representation level allows us to hide the

" Work is partially supported by the Lithuanian State Science and Studies Foundation
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factors in the publicly available group word in a very natural way. However, the original hard problems, such as
conjugator search or decomposition problems in (semi)group presentation level are considerably weakened when
they are transferred to the representation level. Therefore in this case these problems must be considerably
strengthened by simultaneously adding other additional hard problems.

The construction of KAP presented there is based on some matrix semiring & action on matrix set M. The set
M is not specified as a closed set with respect to some internal operation. Both R and M are defined over two
different algebraic structures. R is defined over some commutative semiring S and M over some finite
semigroup J. The KAP is constructed using two external action operations of R on M. These operations are
named matrix power functions and were used for matrix power S-box construction [Sakalauskas and Luksys,
2007]. In some sense they are linked with well-known decomposition problem in infinite non-commutative
(semi)groups [Shpilrain and Ushakov, 2005], but in contrary they are based on external action operation. The
functions so defined have some indications as being one-way functions (OWF).

Matrix power functions

The classical definitions and notations in this section can be found in [Van der Waerden, 1967] and [Birkhoff and
Bartee, 1974]. Let R be a matrix semiring consisting of m-dimensional square matrices with entries in some
commutative semiring S, i.e. R is a matrix semiring over S. The elements of R we call a set of operators and
denote them by X, Y, Z, and etc. The matrix edition and multiplication in & are defined in a convenient way, so
since § is commutative, the matrix multiplication satisfies the associative law. We assume that these operators
(matrices) are acting on some set of m-dimensional square matrices denoted by M over some finite semigroup
J. Hence we defined some action of matrix ring & on a set of matrices in M. More precisely this action is the
action of elements of & on elements of M in a particular way, i.e. for any Xe R there exists some action function
fx: M—M. Then for all Qe M and all Xe R there exist some A in M, such that fx(Q)=A. Hence we assumed
that set JM is closed under the action of R. According to classical definition, the action function corresponds to
the left composition function fx( ) which arguments are in L. Then for any such function fx( ) the corresponding
left action operation can be defined, which we denote by > : RxM—.M and

f(Q)=X> Q=A (1)
Alternatively, assume that for any left composition function fx( ) on M there exists right composition function ( )fx.

Analogously to the action of left compositions functions we can define the corresponding right action operation
which we denote by <: MxR—M. Then for any Ye R there exists some Be M satisfying equation

(Qfy=Q<Y=B. (2)
Definition 1. Functions fx( ), ( )fr and the corresponding action operations >, < are bi-associative, if
(X> Q)< Y=X>(Q<Y). (3)

Further action operations ™, < we interpret as functions. These functions are defined in abstract algebraic
structures. For KAP construction we present below a more concrete realization of these functions.

Using matrix notation we write matrices as sets of their elements, i.e. X={x;}, Q={qi}, Y={y«}, A={au} and B={bj}.
Since matrices are of the m-th order then the indexes are ij,ke{1..., m}.

To define the left action function ™ of X on Q yielding the matrix A, we write the following formula relating the
elements of these matrices

a, =14 “
J=!

Analogously, the result of right action operation < of matrix Y on Q is the matrix B which entries satisfies the
following equations
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m

b,=119% - )

k=1
These functions were introduced in [Sakalauskas and Luksys, 2007] for the matrix power S-box construction.

To illustrate action of functions > and < let us assume that matrices A, B, X, Q and Y are of the 2-nd order, i.e.
having two rows and two columns. Then m=2 and (4), (5) can be rewritten in the form

AZXDQZ(XH XIZJD[QU qlzjz( illlqiiz qul]‘]z?] (6)

X1 Xy 9 49» Qi D 9129

B:quz(%l Q12J<](211 212j=[4ﬂ114i:f1 %yfz%yznj_ (7)
9, 9» Zy Zp G1'dn Dy

As we see functions > and < can be interpreted as left and right matrix power operations. Then using the
analogy to the power (exponent) function defined in certain algebraic structures (say, in a ring of integers Z,) the
action operations can be rewritten in the form reflecting the left and right matrix power operations

XP> Q=XQ=A, (8)
Q< Y= Q"=B. (9)
Definition 2. Functions ™ and < we define as left and right matrix power functions, correspondingly.

These functions are properly defined if powering operations of gj by the elements of x; and yx have a sensible
meaning. In the most simple (but practically significant) case the semiring S can be assumed as being a semiring
of natural numbers N/={1, 2, 3 ...}, i.e. §= WV. Then the variables x; and yi are natural numbers and the elements
of matrices A and B denoted by {aix} and {bi} in (4) and (5) can be calculated by powering the elements g in
finite semigroup & by natural numbers xi and yi using the multiplication operation defined in 5.

The following theorem can be formulated for functions > and <.
Theorem 1. If Z=XY, where X, Y and Z are in J, then
Z> Q=(XY)> Q=X> (Y»> Q=X> Y> Q. (10)
QUZ=QI(XY)=QI(XY)=Q< XY. (11)
V¥ Proof. The proof directly follows from the (4), (5) and the rule of convenient matrix multiplication in R. A
Theorem 2. . If S=.V, then functions ™ and < are bi-associative.
V¥ Proof. Since the elements of matrices X and Y are the natural numbers in W, then for all gie S and x;,yke N,

X+ Vi

the following exponentiation rules in  are valid (qj‘ )yk = (qjy.k )x" =q;” =q;" and q7'q} =q;"".

Using association law of matrix multiplication in & and (4), (5), and applying direct calculations we find that
(X> Q) 1 Y=X>(QY)=D, where D={dj} is the matrix in M. A

Key agreement protocol

Using a combination of functions > and < we construct the key agreement protocol (KAP). It is based on the
conjecture that these functions are one-way functions (OWFs). Let us define two subsets of commuting matrices
R and Rrin R. This means that for all X,Ue R, and Y,Ve Rr

XU=UX, (12)
YV=VY. (13
Then we propose the following KAP.
1. Parties agree on publicly available matrix Q in MM and two subsets R, and Rrin R.
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Alice chooses at random the secret matrix X in R, and Y in Rg, respectively, calculates matrix A and sends it to
Bob, where

A=X> QY. (14)
2. Bob chooses at random the secret matrix Uin R, and V in Rr respectively, calculates matrix B and sends it to
Alice, where

B=U>Q<V. (19)
3. Both parties compute the following common secret key K:
K=X>BY=X>UP> QP> VAY=U> X> QP> Y V=U> A4V, (16)

The last identities are valid since Theorems 1, 2 and equations (12), (13) hold.
The proposed KAP is some generalization of well known Diffie-Hellman protocol. Indeed, if all matrices are
numbers in Galois field GF(p) then according to (4), (5), and (16) we can write

XP> QU Z=XQ=Q"=K, (17)
where K is a Diffie-Hellman secret key.
To compromise the secret key K one must find any matrices X, Yin (14) and U, Vin (15) for given instances Q, A
and Q, B correspondingly. Let us consider the case to find any matrices X, Y in (14). Let the elements of X, Y, Q

and A are {x;}, {vi}, {qi} and {ai} correspondingly. For more clarity the matrix equation (14) we write in a form of
the system of equations for the matrices of 2-nd order, i.e. for m=2:

X1 2 X11Y21 *12Y21 —

qn 92 912 42 ay
qlxln)’lz q;iz)’lz qlxll}’zz q;ézylz — a12 (18)
qlxlﬂyll q;zzhl qlxzﬂyn quzzhl — 6121
q19‘121Y1z q;zzhz qlxzzﬂ’zz quhz — a22

At the first sight it seems that the problem to find any X={x;}, Y={y;} is some matrix generalization of discrete
logarithm problem (DLP). But nevertheless the solution of DLP is not a sufficient condition to find X and Y even in
the case when J is a group of Galois field GF(p). If we choose some matrix Y in Rz and will try to find X by
solving (14), there is no guarantee that obtained matrix X will be in R;. Hence the compromising of K is related
with the solution of matrix equation (15). This equation for m=2 is presented in (18).

Without proof we declare that the security of proposed KAP relies on the complexity of certain generalized
satisfiability problem which conveniently is denoted by SAT(S), [Shaefer, 1978]. According to Shaefer Dichotomy
theorem the SAT(S) problem is either P or NP-Complete, [Garey and Johnson, 1979]. The first alternative is
rather a very rare exception since the conditions of SAT(S) problem to be in class P occurs in a very special
predetermined cases, [Shaefer, 1978]. Hence the key K compromisation with a very big certainty corresponds to
the solution of NP-Complete problem.

In contrary to the classical Diffie-Hellman protocol, we think that one of advantages of there proposed protocol is
the avoidance of performing arithmetic operations with big integers and faster computations.

Implementation

The concrete realization of KAP requires defining both the matrix semiring & over commutative semiring § and
the set of matrices M over the semigroup J. As it was denoted above, we can choose S=.A, when J was

assumed to be finite semigroup. The most known types of J can be either a semigroup Z: of ring of integers Z;,
or the group ¥* of some Galois (finite) field %, or a group of Elliptic Curve points in some finite field F.

In any case when g is a semigroup neither matrix multiplication nor addition are defined in . Hence we have
specified M as a set without any internal operations. As an example we can choose 5=GF(251).
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We think that essential security parameters in our construction are the order of matrices m and the logarithm of
cardinality of &, which we denote by N=[logon|. When §=GF(251), N=[logon |-l l0g22511=8. Let the other
security parameter m=32. Then we have the matrix Q in # of order 32 with elements in GF(251). In this case the
matrices X and Y are represented by k =mxmxN=32x32x8=8192 bits.
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MATRIX POWER S-BOX ANALYSIS'

Kestutis Luksys, Petras Nefas

Abstract: Construction of symmetric cipher S-box based on matrix power function and dependant on key is
analyzed. The matrix consisting of plain data bit strings is combined with three round key matrices using
arithmetical addition and exponent operations. The matrix power means the matrix powered by other matrix. This
operation is linked with two sound one-way functions: the discrete logarithm problem and decomposition problem.
The latter is used in the infinite non-commutative group based public key cryptosystems. The mathematical
description of proposed S-box in its nature possesses a good “confusion and diffusion” properties and contains
variables “of a complex type” as was formulated by Shannon. Core properties of matrix power operation are
formulated and proven. Some preliminary cryptographic characteristics of constructed S-box are calculated.

Keywords: Matrix power, symmetric encryption, S-box.
ACM Classification Keywords: E.3 Data Encryption, F.2.1 Numerical Algorithms and Problems.

Conference: The paper is selected from Sixth International Conference on Information Research and Applications —
i.Tech 2008, Varna, Bulgaria, June-July 2008

Introduction

As it is known, the design criteria for the block ciphers as for other cryptographic systems are related with the
known cryptoanalytic attacks. It is essential that after the new attack invention the old design criteria must be
changed.

Traditional design criteria are oriented to the most powerful attacks such as linear and differential and were
successfully satisfied for the several known ciphers, for example AES, Serpent, Camellia Misty/Kasumi efc. It was
shown that the non-linearity properties of the inverse function in GF(2") used as a single non-linear component in
AES are close to optimality with respect to linear, differential and higher-order differential attacks [Canteaut and
Videau, 2002].

But nevertheless it is shown that many known “optimal” ciphers have a very simple algebraic structure and are
potentially vulnerable to the algebraic attack. This attack was declared in [Schaumuller-Bihl, 1983] and developed
in [Courtois and Pieprzyk, 2002]. The vulnerability is related to S-box description by implicit input/output and key
variables algebraic equations of polynomial type. For example the AES can be described by the system of
multivariate quadratic equations in GF (28) for which the XL or XSL attack can be applied in principle. Then there
is a principal opportunity to find the solution of these equations by some feasible algorithm that might be of sub-
exponential time and recover the key from a few plaintext/ciphertext pairs.

The algebraic attack changes some old security postulates [Courtois, 2005]:
1. The complexity is no longer condemned to grow exponentially with the number of rounds.
2. The number of required plaintexts may be quite small (e.g. 1).
3. The wide trail strategy should have no impact whatsoever for the complexity of the attack.

Despite the fact that there are no practical results of breaking the entire AES by algebraic attack yet, it is sensible
to build the new design methods possessing a higher resistance to algebraic attack. According to Courtois the
design of ciphers will never be the same again and this is supported by the declared new ideas for the S-box

1 Work supported by the Lithuanian State Science and Studies Foundation
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construction laying on the sufficiently large random S-boxes to prevent all algebraic attacks one can think
[Courtois et al., 2005].

In this paper we further discus so called matrix power operation introduced in [Sakalauskas and Luksys, 2007] for
a matrix power S-box construction. Matrix power S-box is based on modular exponentiation over GF(2"). This
leads to some generalization of discrete logarithm problem (DLP) using a matrix group action problem over
Galois field.

The idea to use the group or semigroup action problem in vectorial spaces for the asymmetric cryptographic
primitives’ construction can be found in [Monico, 2002]. We have generalized this approach and applied it to our
S-box construction. As a result we have obtained some one way function (OWF) which is linked not only with a
classical DLP but also with so called decomposition problem (DP), used in the asymmetric cryptosystems based
on the hard problems in infinite non-commutative groups [Shpilrain and Ushakov, 2005]. The same kind of DP is
used also in digital signature scheme and key agreement protocol construction [Sakalauskas, 2005] and
[Sakalauskas et al., 2007].

Preliminaries

Let us define m x m matrices over GF(2"). The set of all those matrices over GF(2") we denote as M. Plaintext
and ciphertext data is represented in this set. We do not introduce any internal operations in the set M. For further
considerations we are interested only in external operations performed in this set.

Let Mg be a group of m x m matrices over Nan_1 with the commonly defined matrix multiplication operation and
matrix inverse. Keys’ matrices should be chosen from Me.

Matrix group Mg left and right action operations in the set M are denoted by > and < respectively.

In a formal way > is a mapping >: Mg xM — Mand <: M x Mg — M. Then VL, R € Mg and VX € M there
existsome Y,Z e MsuchthatL > X=Yand X <« R=2.

The elements of matrices L, X, R, Y and Z we denote by the indexed set of its elements respectively, i.e. by {x;}
we denote matrix X.

We have chosen the following action operations which can be written for the matrix equation L > X = Y elements

y=ITx (1)

and for the matrix equation X <« R = Z elements

m
I£
2, =TT - @
t=1

The multiplication and power operations are performed using GF (27) arithmetic, i.e. modulo irreducible
polynomial.

Example 1. To give a simple example, let us assume that all matrices have two rows and two columns, i.e. m = 2.
In this case, matrix Y can be expressed in the following way

Iy ol ol

Y=L>X=[I11 /12J>[X11 X12}_ X1 X3 XXy
= bl byl |

Ly 1y Xp1 Xg XAXg XXy

Matrix Z can be expressed in the following way

Xy Xpp Ny hy X{ixg  x{ixZ
Z=X<1R=( < _ 1r1 1rz 1r1 2| O
Xy X fhy Iyn XpiX5  X3iX%
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Matrix power S-box

The S-box input data we denote by m x m matrix D with elements being binary strings in vector space F;~".

Using the certain key expansion procedure we can generate the round keys for encryption: matrix K over /-'2”’1
and matrices L, R € Me. Input/output and key matrices are all of the same m x m size.
S-box transformations of input data D to ciphered output data C are performed as follows:
D+K+1=X, (3)
L> X< R=C, (4)
where D + K + 1 denotes the ordinary arithmetical addition of matrices modulo 27, 1 is the matrix consisting of
arithmetical unity elements in £’ . Combining (3) and (4) we obtain
L>(D+K+1) < R=C. (5)

From (3) we obtain a matrix X € M which does not contain zero elements, i.e. is without zero binary strings. This
is necessary because of multiplications. If there would be at least one zero element, then ciphertext will be zero
matrix.

We can write now the implicit formula for an element c;:

C; —HHX’”’/ HHd +hy + 1) (6)

t=1 s=1 t=1 s=1
where 1 is a bit string corresponding to arithmetical unitin F,’ .
Since Mg is a group of matrices, then there exists the inverse matrix R-! such that RR-' = R-'R = I, where [ is the
identity matrix.
Decryption operation can be written similarly to (5):
L'>C<R'"-K-1=D. (7)
Resulting matrix of inverse S-box can be expressed like this:

g =T 11 It - (8)

t=1 s=1
where {/é} = [ and {r,.j’ } = R'. Thus, we have to be able to calculate inverse matrices of L and R keys for

decryption. Key matrix K remains the same, only during decryption ordinary subtraction is used instead of
addition.
For the validity of the last equations the left-right action operations must satisfy the following properties:

1. The action operations must be associative, i.e.

L, > (L1 > X)=(L2L4) > X, (9a)
(X < Ry) < Ry=X < (RiRy). (9b)
2. The action operations are both left and right invertible, i.e.

L'> (L X)=(LL) > X=1> X=X, (10a)
X<R')Y<R=X<(R'R=X<I=X (10b)

Theorem 1. The action operations are associative.

Proof. Let us consider encryption and decryption scheme with plaintext matrix X, key matrixes L and R, their
inverse matrices L~ and R-' and cipher text matrix C. According to (4) and (7), following relations should be true:

L> X< R=C,
"> C<aR'=X
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For the simplicity, we omit matrix K here and consider that matrix X has no zero elements. This does not affect
generality because matrix K is added before matrix power operation and subtracted after, in case of inverse S-
box.

Then plaintext matrix X can be expressed following way:

m m( m m ety
X=L">CaR"'=L">(L>X<R)<R'=L"> {HHx’w’v}qR—u HH(HHXQ?"”] -

t=1 s=1

m m m m m m m m m m A )
_ Ius"?v"/{u'r\/j' — Ius'rrv'lllu'ré — —1u=1 v _
= {HHHH&: =sTITTDID D)™™ = 1T ™ =

Thus we receive that
Lo (Le X <R)<R™ =(L'L)> X < (RR). (1)
We used ordinary features of power function and matrix multiplication, so this equation holds for any matrices. o

Lemma 1. Defined matrix power operation has the following property: if key matrices are identities, then resulting
matrix of ciphertext is equal to the matrix of plaintext.

Proof. Any element of ciphertext matrix can be written following way:

I
ey =t TT Tt

u=1 v
v j&ui

If key matrices are L = R = I, then we have that ;= r;= 1 for any i and j from1 to m, and l;=r; = 0, if i # J:

T TT0
o=t TT TTtw=t4- =
u=1  v=1

v j&ui

Theorem 2. The action operations are both left and right invertible.
Proof. According to (11) and Lemma 1 we obtain:

o (Lo X<R)<R™ =("L)s X <(RR™)=1> X <1 =X. (12) o

Key matrices

Key matrices L and R should be invertible in order that defined matrix power S-box would be bijective, i.e. would
have inverse S-box. This is obvious from the (12). Decryption of the ciphertext can be done only with L-" and R
matrices. If L or R did not have inverse, then matrix power S-box is surjective and inverse S-box does not exist.

Matrices L and R are chosen from group Mg, therefore they have inverse matrices. The problem is, how to
construct group Mg that it would be large enough and brute force attacks would be useless.

One of the methods is to use the certain non-commutative group representation in the set of matrix group GL(m,
GF(2")). The non-commutative group is presented by finite sets of generators and relations. Then it is required to
construct representation matrices and their inverses for each initial group generator [Sakalauskas and Luksys,
2007].

Other method is to generate random matrices and to check if they are invertible. We have used this method to
evaluate key space and matrix power S-box security properties.
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For the analysis, we have chosen 3 x 3 matrices (m = 3) and n = 7. In this case key matrices L and R are over
Ni27 and data matrices are over GF(27). Irreducible polynomial was x7+ x + 1.

Key matrices L and R have nine elements and each element can be randomly chosen from 127 values. Thus we
can generate 127° = 2629 distinct matrices. But that would be all possible variants, including those matrices,
which do not have inverse. We have generated 2% matrices and 0.969% of those matrices were not invertible.
Therefore rough estimate of matrix power key space would be around 283 (for two key matrices).

Table 1. Cryptographic characteristics of 500 000 random invertible matrix power S-boxes

Algebraic Algebraic
Group Bijective Algebraic Nonlinearity k quadrlatic biaffi‘ne Percentage,
No. degree uniform equations equations %
immunity immunity

1. T 4 56 2 21953 - 10,9
2. T 6 54 2 21563 21268 55
3. T 5 44 4 219,53 219,65 35
4, T 5 44 4 219,53 219,44 18
5. T 5 44 4 219,53 219,23 0,2
6. T 5 44 6 21384 212 10,9
7. T 4 56 2 210.75 21985 3,5
8. T 4 56 2 21075 21944 1,8
9. T 4 56 2 21075 21923 0,2
10. T 4 56 2 2172 212 11,0
1. T 3 56 2 21953 2099 11,0
12. T 3 44 4 21953 21985 3,6
13. T 3 44 4 219,53 219,44 18
14. T 3 44 4 219,53 219,23 0,2
15, T 3 44 6 21384 212 11,0
16. T 2 56 2 21075 219,65 35
17. T 2 56 2 210.75 21944 1,8
18. T 2 56 2 21075 21923 0,2
19. T 2 56 2 21172 212 10,9
20. T 1 0 128 27814 2634 55
21, F 7 0 2 2117 263 15
22 F 7 0 2 2113 26204 0,1

It is very difficult to evaluate cryptographic characteristics of S-box with 54 bit input and 63 bit output. Therefore
we have made two simplifications for the security analysis. First of all we did not do key addition (3). If data matrix
had zero element (-s) that matrix was left unchanged. This let us to analyze S-box with equal input and output
size. For the second simplification, we fixed all input matrix elements except one and analyzed only one particular
element of the output matrix. This led us to the analysis of the S-box with input and output size of 7 bits.

We have chosen to evaluate five cryptographic characteristics: algebraic degree [Meier et al., 2004], nonlinearity,
differential coefficient k-uniform, algebraic quadratic equations immunity and algebraic biaffine equations
immunity [Courtois et al., 2005]. Algebraic immunity is calculated as follows:

where t is number of terms in algebraic normal form (ANF) of Boole function, n — number of variables, r — number
of biaffine or quadratic equations.
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We have generated 500 000 random invertible matrix power S-boxes. Analysis results are shown in Table 1.

We have grouped all generated S-boxes into 22 groups according their characteristics. Two groups of S-boxes
are not bijective, i.e. the representation of one element of input matrix into one output matrix element is not
bijective, but the whole matrix power S-box remains invertible. Group 20t represents S-boxes which performs a
linear transformation. Characteristics of groups 1-19 are similar to those of ordinary power functions, like Gold,
Kasami, Niho etc. [Cheon and Lee, 2004].

These are just preliminary results and further analysis of matrix power S-box should be done.

Conclusion

In this paper we have analyzed key depended S-box based on introduced matrix power operation. We have
formulated and proven core properties of this operation.

Some preliminary cryptographic characteristics of constructed S-box are calculated. Characteristics of simplified
version of matrix power S-box are similar to those of ordinary power functions, like Gold, Kasami, Niho etc.
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USING ELLIPTIC CURVE MATRIX POWER FUNCTION®
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Abstract: The key agreement protocol (KAP) using elliptic curve matrix power function is presented. This function
pretends be a one-way function since its inversion is related with bilinear equation solution over elliptic curve
group. The matrix of elliptic curve points is multiplied from left and right by two matrices with entries in Z,.
Some preliminary security considerations are presented.
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Introduction

Key agreement protocols (KAP) is one of the basic cryptographic protocols. KAP allows two or more parties
negotiate a common secret key using insecure communications.

First KAP was presented by Diffie-Hellman [Diffie, Hellman, 1976] which caused rapid development of
asymmetric cryptography.

In 1993 new ideas appeared in asymmetric cryptography [Sidelnikov et al, 1993] — using known hard
computational problems in infinite non- commutative groups instead of hard number theory problems such as
discrete logarithm or integer factorization problems to construct one-way functions.

This idea was realized in [Anshel et al, 1999] where KAP was constructed using conjugator search problem and
membership problem in Braid groups. The similar result was presented in [Ko et al, 2000].

Later, [Shpilrain, Ushakov, 2004] showed that conjugator search problem does not produce sufficient security
level. The others hard problems were investigated to construct KAP and were based on triple decomposition
problem [Kurt, 2006], subgroup membership problem [Shpilrain, Zapata, 2006] and elliptic curve pairing [Smart,
2002].

The idea to use non-commutative infinite group (e.g. braid group) representation was also used for the other kind
of one-way functions construction as a background of both digital signature scheme and key agreement protocol
[Sakalauskas, 2005], [Sakalauskas et al, 2007]. The (semi)group representation level allows us to avoid a
significant problem of hiding the factors in the publicly available group word when using its presentation level. The
hiding of factors in representation level occurs in a very natural way. However, the original hard problems, such
as conjugator search or decomposition problems in (semi)group presentation level are considerably weakened
when they are transformed into the representation level. Therefore using representation level these problems
must be considerably strengthened by simultaneously adding the other additional hard problems.

In this paper we present KAP using elliptic curve matrix power function. This function pretends be a one-way
function since its inversion is related with bilinear equation over elliptic curve group. The matrix of elliptic curve
points is left and right side multiplied by two matrices with entries in Z,.

" Work is partially supported by the Lithuanian State Science and Studies Foundation
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Mathematical background

Let p > 3 be a prime integer. An elliptic curve Ey(a, b) over GF(p) is defined by equation

y2=x3+ax+bh, (1)
where a, b € GF(p) and 4a’ + 27b2mod p # 0.
The addition operation between two points P =(x1, y1) and Q = (X2, y2) on elliptic curve is written in following
algebraic formulas:

92
Xy = A" =X, = X,,

(2)
Y3 :/1()(1_’(3)_5’1:
yz_y1 PiQ
X2_X1’ b
where 1 =
3! +a P_Q
2y, '

A set of all points (x, ¥), a, b € GF(p), which satisfy (1) equation, together with special point O, called infinity
point, and addition operation forms a finite cyclic group with O as its identity.

Another operation, defined on elliptic curve is multiplication of point P by integer k. This operation is defined
straightforward, i.e. 4P=P+P+ P+ P.

Elliptic curve group order n = #E,(a, b) can be roughly estimated using Hasse theorem [York, 1992]:
Let Ex(a, b) is a group on elliptic curve y2 = x3+ ax+ band t=p + 1 - #E(a, b). Then

It <2p. (3
Equation (3) can be rewritten in more comfortable form:
p+1-2p <#E,(a,b)<p+1+2p.

Since elliptic curve group is cyclic with order n, fixed point P multiplication by any integer k can be replaced with
multiplication by number ke Z,, where k = kmod n and OP = 0, i.e. any point multiplied by zero is an infinity

point.

Key agreement protocol (KAP)

Now we propose the following two parties key agreement protocol.
1. Parties agree on publicly available matrix Q over elliptic curve E4(a, b) and matrices L, R over Z,.
2. Alice randomly generates two secret sequences {x}, {y}, i=0, 1, ..., k in Z, and computes

k .
X =Y xL =xd+xL+...+xL
i=0

=

Y=Y yR =yl+yR+...+y,R".

i=0

3. Bob randomly generates two secret sequences {u}, {v}, =0, 1, ..., k in Z, and computes

k
U=>ul =ul+ul+...+ul,

i=0
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k .
V=> VR =vl+vR+. . +vR".
i=0

4. Alice computes intermediate value Ks and sends result to Bob.

Ka = XQY (4)
5. Bob computes intermediate value Kg and sends result to Alice.

Ks = UQV (5)
6. Since matrices X, U and Y, V are commutative, both parties compute common secret key

K= XKgY = UKsV = XUQVY. (6)

Preliminary security analysis

The security parameters are matrix dimension m, elliptic curve group order n and secret sequences length k.
They must be large enough to prevent brute force attack. To compromise the key K, the adversary must solve the
(4), (5) matrix equations to find X, Y and U, V with known instances Q, Ka, Ks.

Let X = {x;}, Y ={yi}, Q = {Q;}, A = {A;} are matrices of 2-nd order. Then matrix equation XQY = K4 =A can be

rewritten as system of bilinear equation over elliptic curve group:
X1V 11 Qup 4 X40Y Qi + X1V 11 Qo + XY 1 Qpy = A,
Xi1Y12Qut + Xu1Y 22Qu + X1V 1, Qo1 + X10Y 22Qp = Ay
XotY 1Qus + Xa1Y 1 Qi + X50Y 11Qp1 + X3y 51 Qpy = Ay
X2‘Iy1ZQ11 + X2‘IyZZQ12 + X22y1ZQZ‘I + X22y22022 = A22

(7)

We do not know the actual complexity of such systems. It is known that solution of a system of polynomial
equations over any field is NP-Complete [Garey, Jonson, 1979]. But in this case the obtained system is not over
the field. This system can be interpreted also as a system of equations in vector space of elliptic curve points over
Z,. Thus, we can make a conjecture that solving a system of bilinear equations over elliptic curve points vector
space is not easier than solving a system of bilinear polynomial equations over any field.

We can also refer to Schaefer Dixotomy theorem for a constraint satisfiability problem denoted by SAT(S)
[Schaefer, 1978]. In general, the complexity of any computational problem can be estimated by reformulating this
problem into the decisional problem and reducing some known NP-Complete problem into this decisional
problem. Without proof we assert that there is a SAT(S) problem reducible in polynomial time to the decisional
problem corresponding to (4), (5).

On the other hand, notice that proposed KAP is a generalized elliptic curve Diffie-Hellman KAP (ECDH). Indeed,
if we set matrix dimension to m = 1 and secret sequence length to k = 1, we get algorithm similar to ECDH.

Further investigations are required to select the values of security parameters and estimate the security level.
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Introduction

Main object of asymmetric cipher constructing is one way function, which must be based on hard mathematical
problems. For example traditional cryptosystems is based either the problem of factoring large integer number or
on the discrete logarithm problem (DLP).

New ideas in public key cryptography using hard problems in infinite non-commutative groups and semigroups
appeared in [Sidelnikov et. al., 1993]. The realization of these ideas appeared in [Ko et al., 2000], using the braid
group as a platform. The security of this cryptosystem was based on conjugator search problem. But according
[Shpilrain and Ushakov, 2004] the approach is not sufficient and necessary.

The other approach to use non-commutative infinite group (e.g. braid group) representation was also used for the
other kind of one way functions construction as a background of both digital signature scheme and key
agreement protocol [Sakalauskas, 2005], [Sakalauskas et al., 2007]. The (semi)group representation level allows
us to avoid the significant problem to hide the factors in the publicly available group (braid group) word when
using its presentation level. The hiding factors in representation level are achieved in a very natural way.
However, the original hard problems, such as conjugator search or decomposition problems in (semi)group
presentation level, are considerably weakened when transferred to the representation level. Hence these
problems must be considerably strengthened by simultaneously adding the other additional hard problems in
representation level.

Lately the idea to use matrix group conjugacy problem together with matrix discrete logarithm problem for the one
way function construction is presented in [Sakalauskas et al., 2007]. Another approach is based on so called
matrix power operation for a matrix power S-box construction, is introduced in [Sakalauskas and Luksys, 2007].

In this study we propose new asymmetric cipher using decomposition (double coset) problem in matrix semiring
M over semiring IV of natural numbers.

Preliminaries

We consider an infinite multiplicative matrix semiring 9 over the semiring at natural numbers 9. We assume
N={0,1, 2, ...}. The elements of M are m-dimensional square matrices with entries in V. Let us choose two
distinct matrices M, and Mg in M and define the set of all possible polynomials P= {pi( )} over . Then the set &,
we define as a set of all matrices of all polynomial functions in P with argument M, and &k as a set of all
polynomials functions with arguments Mr. In other words & ={pi(M.)} and & = {pi(Mg)}. It is evident, that all
matrices in . and all matrices in &k are commuting.
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To choose, for example, some matrices X, U in & and Y, Vin @k we can select two pairs of polynomials px, pu
and py, pvin Pand using the addition and multiplication operations in Vfind the following matrices:

szx(ML)’ysz(MR) (1)

U:pU(ML)’V:pV(MR) (2)
As we can see, the matrices X, Uand Y, V are commuting, i.e.:

XU=UX;YV=VY 3)

Asymmetric cipher

On the bases of presented above formalism we can construct an asymmetric ciphering algorithm. Let's choose
distinct matrices M.s and M. from @, and Mrs and Mg; from @k to calculate polynomial matrices X and Y by (2.1)
in the following way:

X =pyi(My;)-pr; (M) (4)
Y = py(Mer)- pyy (M) (5)
U=py(My;)-py(M,,) (6)
V = py(Mg,)- P (M, ) (7)

where all polynomials are in P.

All polynomials in (4), (5) are represented by the following vectors a, = (a1, az,...,an), b, = (b1, b2,...,bn),
a, =(c,,¢y,....C, ), bz =(d,,d,,...,d, ) with components in V. Let the matrices Mrs, Mi1, Mrs, and My, are at
the form:

L ® hl © R, © YO
M=l M, =] M. =] M., =|
L1 (® hJJ L2 (® LJ R1 (@ ,,1/] R2 (® R, (8)

where ® are m/2-dimensional zero matrix, L,, L,, R, and R, are m/2-dimensional square matrix over \; I is
m/2-dimensional identity matrix, h,, h,, r; and r, are numbers in V. Let's choose any matrix Q in 9 not equal
My1, M2 and Mg+, Mg, and calculate matrix, using the matrices X and Y calculated by (4) and (5)

A=XQY 9)
Assymmetric cipher public parameters we declare M, R and matrices M ,,,M ,,, M ,,M ., . The private key

is PrKk = {X, Y} and public key PuK = {Q, A}. When vectors @, , ag, b,, b, are unknown, matrices X and Y
are also unknown. Using (2) and PuK we define encryptor and decryptor operators.

Definition 1: Encryptor ¢ is an element in M which is calculated by following equation:

e =UAV (10)
Definition 2: Decryptor d is an element in M satisfying following equation:
o=UQvV (11)

It is clear that the elements of /V'can be transformed in the binary form.

Definition 3: The bitwise XOR operation @ of the elements (numbers) in N'is a sum modulo 2 of bits of
numbers presented in binary form.
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Let Alice intents to encrypt her message t with Bob’s public key PuK; = {Q, A} obtaining a ciphertext C. Then
Bob decrypts received C using his private key Prk; = {X : Y}. For the ciphering message t Alice must perform
encoding t by the numbers in N'and to form a m-dimension matrix T, corresponding t.
Then the encryption algorithm is following:
Step 1. Alice takes M,,,M,,M,,M5, matrices, chooses at random vectors of polynomials coefficients a, ,
ag, b, and b, and using (6), (7) calculates matrices U and V.
Step 2. Alice calculates encryptor € using (10).
Step 3. Alice calculates decryptor 6 using (11).
Step 4. Alice obtains the cyphertext C computed by the formula:

C=c®T=UAV®T (12)
Step 5. Alice sends to Bob the following data D = (C,5 )
Decryption algorithm:
Bob gets data D = (C,5 ) and using his private key PrK; calculates the decoded plaintext T:

XoY®C=T (13)
The last equation is valid since using (3) the following identities take place:
XY ®C=XUQV)Y ®C=X(UQV)Y DUAV®T = XUQVY ®UXQYV ®T =T (14)

4. Security analysis

To break this asymmetric cipher, Bob’s PrK, must be compromised, i. e. to find any X’ and Y’, satisfying (9)

and commutativity conditions (3). Hence for compromising PrK it is not required to find the true values of X
and Y. The required matrices X’ and Y’, must satisfy equation:

X'QY'=A (15)
It is easy to notice, if (15) is satisfied, then
X'6Y'®C=X'(UQV)Y'®C=UXQY')VDUAV®T =UAV ®UAV ®T =T (16)

Definition 4. The computational decomposition (or double coset) problem (DP) in M is to find any matrices X’
and Y’in M when given A and Q satisfying equation (15).

Definition 5. The decisional (YES/NO) DP is to get an answer, if there are there any matrices X’ and Y’ in M
satisfying (15) for given Q and A.

Definition 6. The DP is strong one way function (OWF) if determination of any X’ and Y’ is infeasible when given
Aand Q.

On the complexity of formulated computational DP relies on security of proposed cipher algorithm. So formulated
DP is equivalent to task find any coefficients of polynomials p,,,p,, and py,,py, in (4) and (5) when the
matrices X" and Y’ computed using these equations satisfies (15). Let

X' :p;m(Mu)'p;(z(MLz):

= (a M, + aM, + ...+ aM;, )- (bMS, + bM, + ...+ bIMY,)
Y'= p\"1(MR1)' p\'/Z(MRZ) =

= (M2, + ML, + .+ cIME, )- (M, + dIML, + ..+ d M2, )
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Then the DP according the Definition 4 is equivalent to find any vectors aL (ao,a1, ,a’),
ap = (b),b5,....0.), b =(c).c,....c,) and by =(ds,dl,...,d"), satisfying (15), when X’ and Y" are

computed using ((17) and (18).
The set of possible values of vectors a; , a5, b, and b, must be large enough to prevent the total scan (i.e.

brutal force attack), to find solution. If this is done the other way is to try to solve the matrix equation (15), using
some more advanced algorithm. We can write (17) (18) in following way:

X'= Z(a;b}Mlez) (19)
]
v =Y (cidmimy,) (20)
k.l
Then (15) can be rewritten as:
X'Qy'=Y (abic,diM MLQMEM, ) o
ijkl

This matrix equation corresponds to the mxm system of polynomial equation with fourth order
monomials a;bc,d" . But nevertheless this system allows a direct linearization. To linearize this system, let us

introduce a set of new variables { //k/} when z;,, =abic,d; , then (21) can be rewritten in the form:
> (23 My MLQM M, )= A 22)
ijkd
As we see there are m? equations and (n+1)# unknowns in every equation. Depending on m2 and (n+1) ratio, this
system is:
a) Under defined, when m? > (n+1)4;
b) Equal defined, when m? = (n+1)#4
c) Over defined, when m2 < (n+1)4
We conjecture that greatest computational complexity of (22) can be achieved when the cases a) and b) are near
the equal defines case. We do not know the algorithmically affective methods, how to find z,, in semiring Nof

natural numbers Hence we can make a conjecture that private key computed by (9) represents the one-way
function.

In a natural way we can choose the following security parameters for our cipher:
- dimension of matrices m;

- maximum order of matrices’ (M,,,M,,,Mz,,Mp,,Q) elements r;

- maximum order of polynomials n;

- maximum order of polynomials’ coefficients s;

We need to define optimal limits of these parameters to prevent the brute force attack, qualitatively estimate the
security of the cipher and minimize needs of computer's memory for matrix storage. The total scan to find a
coefficients of the polynomials requires to perform the number of verification operations 7:

77 — S4n+4 (23)

The number of bits S required to store the matrix A is:

B=m’ Iogz((’% )Z"r“””s“) (24)
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For example, consider such case: letn=2, s = 2% r=2% m=8.Then n= (28 )A'M =2% and the number of
bits representing matrix A is /3 = 87 log, ((8/ 2)* ~(24 )4'2+1 (28)4): 64-76 = 4864 bits.

It is clear that under these parameters we prevent the brute force attack. In this case we have 64 equations and
81 monoms corresponding to (22). Hence our system is under defined. If we use linearization method to
compromise cipher, we should freely choose 17 monoms values and then we need to solve system of 64
equations over semiring of natural number V. We reckon this problem is hard enough to compromise a private

key. Even if suitable variables z;, will be found the problem of restoring the coefficients of polynomials remains
hard.

Conlusions

In this paper we proposed one asymmetric cipher protocol using decomposition problem in matrix semiring M
over semiring of natural numbers V. We showed that the compromisation of cipher relies on the intractability of
solution of system of linear equation over the semiring SN. After that the other problem is to restore the

coefficients of polynomials which we reckon to be also hard task. The complexity estimation requires further
investigations in order to find the estimates of security parameters and their relation to the other security
parameters of known cryptographic primitives.
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IMPROVED CRYPTOANALYSIS OF THE SELF-SHRINKING
P-ADIC CRYPTOGRAPHIC GENERATOR

Borislav Stoyanov

Abstract: The Self-shrinking p-adic cryptographic generator (SSPCG) is a fast software stream cipher. Improved
cryptoanalysis of the SSPCG is introduced. This cryptoanalysis makes more precise the length of the period of
the generator. The linear complexity and the cryptography resistance against most recently used attacks are
invesigated. Then we discuss how such attacks can be avoided. The results show that the sequence generated
by a SSPCG has a large period, large linear complexity and is stable against the cryptographic attacks. This
gives the reason to consider the SSPSG as suitable for critical cryptographic applications in stream cipher
encryption algorithms.
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Generator.
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Introduction

Stream ciphers have several properties that make them suitable for use in telecommunication applications. But
apart from the security tried to obtain, the main property that makes stream ciphers distinguishable from block
ciphers is that they are in general fast and have low hardware complexity. Stream ciphers process the plaintext
character by character, so no buffering is required to accumulate a full plaintext block.

Most stream ciphers are based on simple devices that are easy to implement and run efficiently. A common
example of such a device is the linear feedback shift register (LFSR). Such simple devices produce predictable
output given some previous output. This is due to the linear property of the device. Therefore, in order to use
LFSRs in cryptographical primitive, and particularly in a stream cipher, the linearity must be destroyed [Yilmaz,
2004]. Unfortunately, the classical fast and cheap LFSRs are vulnerable to the so-named “Berlekamp-Massey
crypto attack” [Lidl, Niederreiter, 1983], [Oorshot, Menezes, Vanstone, 1997], [Schneier, 1996].

Having in mind the advantages of the stream ciphers with simple structure, recently some theorists have used
new approach of stream cipher design and have proposed a few new architectures named Shrinking generator
[Coppersmith, Krawczyk, Mansour, 1994] and Self-Shrinking generator [Meier, Staffelbach, 1998]. With regard to
positive features of the two generators and Feedback with Carry Shift Registers (FCSRs) [Klapper, Goresky,
1994], [Xu, 2000] the SSPCG [Tasheva, 2005], [Tasheva, Bedzhev, 2005], [Tasheva, Bedzhev, Stoyanov, 2005]
have created. The results show that the SSPCG is a promising candidate for high-speed encryption applications
due to its simplicity and provable properties.

In this paper, the SSPCG is further investigated with main focus on the period, linear complexity and resistance
against the recently used cryptographic attacks. The improved cryptoanalysis shows SSPCG suitable for critical
cryptographic applications.

Description of the Self-shrinking p-adic cryptographic generator

In contrast with the classic Self-Shrinking generator the SSPCG architecture (Fig. 1) uses a p-adic FCSR instead
of LFSR. This allows the generator to produce a number in the range 0 to p—1 (p-its) in one step (ai = [0, 1, ...,
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p-1]). TheSSPCG selects a portion of the output p-adic FCSR sequence by controlling of the p-adic FCSR itself
using the following algorithm:

clock L ___, output a; =0, 1‘\1em0rrx_-’
»| P-FCSR R a; +(1_f c [11[)71] for‘2—adl(; binar
: »| transformation output
v discard a@; = 0 | (p—1)x loga(p—1) |
bo--mo- > bits

Fig. 1 Self-shrinking p-adic cryptographic generator

Definition 1: The algorithm of the Self-Shrinking p-adic Generator (Fig. 1) consists of the following steps:

1. The p-adic FCSR R is clocked with clock sequence with period z,, .

2. If the p-adic FCSR output number is not equal to 0 (a; = 0), the output bit forms a part of the p-adic SSPCG
sequence. Otherwise, if the output number of the p-adic FCSR is equal to 0 (ai = 0), the p-adic output number of
SSPG is discarded.

3. The shrunken p-adic SSPG output sequence is transformed in 2-adic sequence in which every p-adic number

is presented with |_10g2( p— 1)—‘ binary digits, where ]—x—| is the smallest integer which is greater or equal to x.

Every output number i from 1 to p-1 of p-adic SSPCG sequence is depicted with p—adic expansion of the

number:

ollogs (p=D] _ (p-1)
2

The SSPCG uses the generalization of 2-adic FCSRs with stage contents and feedback coefficients in Z/(p)
where p is a prime number, not necessarily 2.

(1)

i—1+

A 4

ar-i

| |
A \
) )

Fig. 2 Galois FCSR

do

|
A
__) aj

Definition 2: A p-adic feedback with carry shift register with Galois architecture of length L (Fig. 2) consists of L
stages (or delay elements) numbered 0, 1, ..., L-1, each capable to store one p-adic (0, 1, ..., p-1) number and
having one input and one output; and a clock which controls the movement of data. During each clock cycle the
following operations are performed:
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1. The content of stage 0 is output and forms part of the output sequence;
2. The sum modulo p after stage i is passed to stage i - 1 foreach i, 1 <i<L-1;

3. The output of the last stage 0 is introduced into each of the tapped cells simultaneously, where it is fully added
(with carry) to the contents of the preceding stages.

The g1, g2, ..., qu are the feedback multipliers and the cells denoted with ¢, ¢, ..., c.-1 are the memory (or carry)
bits. If q=-1+q:p + gop? +...+ qup* is the base p expansion of a positive integer q =-1 (mod p), then q is a
connection integer for a FCSR with feedback coefficients g1, gz, ..., q. in Z/(p).

With each clock cycle, the integer sums o, =a; +a,q, +c, is accumulated. At the next clock cycle this sum
modulo p af,_l =0, (mod p) is passed on the next stage in the register, and the new memory values are
c'j—l = O-n (le p) .

The nonlinearity of the proposed SSPG follows from the fact that it is unknown at which positions the FCSR
sequence is shrunken. As a result the linear algebraic structure of the original FCSR sequence is destroyed. The
software SSPG implementation is very fast because the pseudorandom generator produces ]_logz( p—l)_|
binary digits in every step.

It is proved that the period of the SSPCG realized by maximum length p-adic FCSR of length L and connection
integer qis S, =T, |_10g2 (p— 1)—|, where T, is the number of output p-adic FCSR numbers different from 0.
The self-shrunken output SSPCG sequence generated by maximum length p-adic FCSR of length L and
connection integer q is a balanced sequence.

The results from statistical analysis show that the sequence generated by SSPG is uniform, scalable,
uncompressible and unpredictable.

Improved cryptoanalysis of the Self-shrinking p-adic cryptographic generator

In this section novel results concerning period, linear complexity, and cryptoresistance of SSPCG sequences are
presented.
First, we will remind that the period of p-adic FCSR is To =2d, where the connection integer g =2d +1

[Goresky, Klapper, 2002], and po and q are strong p-prime numbers [Xu, 2000]. Since the output sequence of the
SSPCG is balanced each different from p-its will have

Ty ~ H 2
p

number of appearances in a period To. Due to of the fact that there is an exit only in different from 0 p-its, then
TO* acquires the following appearance:

. T
T, =(p-1) — (3)
P
Then the period of the SS_PCG So could be found with the help of the following expression:
T 2d
So=(p=D) - [log,(p—1)]=(p- 1)[ﬂﬁogz (p=D] (4
From (4) follows that linear complexity has the following value:
2d
AZ)2log, [(p - 1){?1(10& (p- lﬂj (9)

Both the Shrinking Generator and Self-Shrinking Generator use the LFSRs and have a simple structure. Despite
of this fact no successful cryptanalytic attack for both generators has been published so far.



International Book Series "Information Science and Computing" 115

Due to the nonuniform exit from the SSPCG it is impossible to apply the p-adic Rational Approximation attack
[Xu, 2000].

Al attacks acting against the Self-Shrinking pseudorandom generator [Zenner, Krause, Lucks, 2001] are
unapplicable, due to the fact that they act against the generator constructed by LFSRs.

With a respect of [Zenner, Krause, Lucks, 2001] we recommend the design of the including FCSR to be upper
than 256 memory cells in order to hinder the cryptographic attacks time-memory-data and Backiracking
Algorithm.

Conclusion

The calculation of the period and the linear complexity of the SSPCG gives an opportunity of more successful
software realization of this generator due to the greater security, due to using easily generated p-prime numbers.
The impossibility for attacking the SSPCG with the familiar cryptographic attacks increases the reliability in the
properties of the generator.

The SSPCG is one example of a nonlinear combining function. The results presented in previous section mostly
have a straightforward extension to general nonlinear combining functions in algebraic normal form.

On the basis of the simplified design the SSPCG shows properties of a successful candiate as a main or slave
pseudorandom generator in stream cipher encryption.
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METOAbI ABTOMATU3UPOBAHHOI'O MPOEKTUPOBAHUA
1 COMPOBOXAEHWUA NONb30BATENLCKUX UHTEP®EUCOB
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aHano2amu.
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BBeaeHue

PaspaboTka UHTEPGEICOB NPOrpaMMHbIX CPEACTB, YAOBNETBOPSIOLMX TpeboBaHMSIM NONb30BaTENew, SBMSETCA
OOHOW W3 BaXHEeWWWX 3aday Npu Co3gaHun nporpammHoro obecnevenms. O6Lieid TeHAEHUMEN SBNsieTcs
YCINOXHEHWE NONb30BaTENLCKUX MHTEP(ECOB, CBA3AHHOE KaK C YBEeNMMYeHUeM (yHKLIMOHAbHOCTY Nporpamm,
Tak U C PpasfUYHbIMK, YacTO USMEHSIOWMMUCA YCMOBMAMM WX 3KcnnyaTaumu. B pesynbrate, ero
NpoeKTMpoBaHue, paspaboTka, MoautvKaumMs 1 CoNpoBOXAEHWe TPEOYIOT 3HaYMTENbHbIX 3aTpaT BPEMEHH, TaK
kak HeobXO4MMO YuMTbIBaTb MHOXECTBO (DAKTOPOB, TECHO B3aMMOCBSA3AHHBIX Mexdy coOOoi M 3a4acTyio
npoTUBOpeYaLLmMX Apyr apyry. Tak, no oueHkam cneuuanuctos, Hanpumep [1], 50% Bpemenun, Tpebyemoro Ha
pa3paboTky NporpamMMHOro CpeacTBa, YXOAUT Ha NoNb30BaTENbCKUA MHTEP(ENC; OH 3aHNMaeT B cpeaHeM 48%
NPOrpamMMHOro Kogaa.

Ons  CHWKeHUs TpyOoOEeMKOCTM M BpeMeHM pa3paboTkM MOnb30BaTeNbCKMX WHTEPdENCOB NpeanoxeH
OHTONOTMYECKUIA MOAXOL K aBTOMaTtM3auum ero paspabotkm u conpoBoxzeHws. OCHOBHas uges nogxoda
3aKYaeTes B hOPMUMPOBAHMK MPOEKTa MHTepdenca Ha OCHOBE NpeanaraeMbix paspaboTymky OHTONOMMN W
aBTOMaTW4yeckas reHepauusi N0 MPOEKTY WCMOMHUMOTO KOAa WHTepderca Ha HEKOTOpbld  SA3bIK
NPOrpaMMM1POBaHMNS W CBS3bIBAHWE €ro C KOAOM MPUKIAZHON Nporpammbl (S13bIK NpOrpaMMUpOBaHUs U Cnocob
B3aMMOAENCTBNS MHTEpENca ¢ NPUKNaaHON NPOrpamMmoit — NOKanbHbIA B0 pacnpedenerHbln onpeaenser
pa3paboTunk). B pesynbtate paspaboTka W CONPOBOXAEHME MOMb30BATENbCKOrO WHTEPdenca CBOAATCA K
pa3paboTke 1 CONPOBOXAEHMIO €ro NpoekTa.

OnbIT NCMONb30BaAHNS MHCTPYMEHTAPUS!, OCHOBAHHOMO Ha OHTOMOrMYECKOM NOAXOAe Nokasar, YTo paspaboTka 1
COMPOBOXAEHME KOMMOHEHTa NpeacTaBneHnst MHGopMaLM NpoekTa MHTepdelica npu paspaboTke CNOXKHbIX U
KOMMIEKCHBIX MHTEPEICOB OCTaeTcs TPYAOEMKOW, Tak TpebylT oT paspaboTymka 3HaHUSI MPUHLMMOB
10320UNUTI, pPa3NYHbIX CTaHOAPTOB pa3paboTku, yyeta TpebGoBaHWI Nonb3oBaTenen, cpeabl UCMONb30BaHMS
nHTepdenca n ap. Moatomy akTyanbHbIMU SBNSIOTCS UCCNENO0BAHMS, HAaNpaBneHHble Ha pa3paboTky METOAOB
NpOrpaMMHbIX CPELCTB aBTOMATM3aLMM NPOEKTUPOBAHUS KOMMOHEHTA NPeACTaBNEHNs MHopMaLK.

! KoHuenums pa3pa60TKV| MoNb30BaTENbCKNX MHTEP(ENCOB, OPUEHTUPOBAHHAsA Ha MaKCUManbHOE MCUXOMOTMYecKoe U acTeTUYecKoe
y/J,OﬁCTBO AnAa nonb3oBarens.
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MpoekT nonb3oBaTenbCKoro uHTepgenca

[MpoeKT Monb30BaTENLCKOTO MHTEPdENCA 3a4aeT MHOXECTBO MPOLECCOB AManora C Monb3oBaTenem Ans
OCYLUECTBIEHNST BBOAA MCXOOHbIX AaHHbIX B MPUKNAgHYyl NporpamMmy, BblBOOA Pe3ynbTaToB ee paboThbl,
yNpaBrneHus NPUKNagHOA NpOrpaMMoil, a Takke Ans OpraHuW3auMn  KOHTEKCTHO-3aBMCHMOWA  MOMOLLM
Monb3oBaTeNio B MpoLecce ero B3auMOMENCTBUS C NporpamMMHbIM cpeactBoM [2, 3]. TpoekT uHTepdeiica
COCTOWT M3 Criedylowmx KOMMOHEHTOB: CUCTEMbl MOHATWA Auanora, 3afgad nonb3oBaTens, NpeacTaBeHus
MHOpMaLMK, CBA3W UHTepdeiica ¢ NpUKNaAHOA NporpamMMoNn, CLeHapust ananora, 0ToopaeHus.

MpoekT cuctembl noHaTun guanora (MCIM) onucsiBaeT cucteMy TEPMUHOB NpeaMeTHON 06nacTu, B KOTOPbIX
BbIpPaXatoTCs BXOAHbIE/BbIXOAHbIE JaHHbIE NPUKIaLHONW NPOrpamMMbl, MHGOpMaLmMs 06 ynpasneHuu npuknagHom
NporpaMMon 1 ee NoNb30BaTENbCKMM WHTEPGENCOM, a Takke 00 MHTEeNneKTyanbHOW NOoALepXKKE AEeNCTBUIA
nonb3oBatens. [aHHas KOMMOHEHTa SBNSETCS KOHKpeTu3auuen OHTONMOrMM CUCTEMbl MOHATUA Auanora u
npeactasnset cobon napy MCAMN=( G, o ), rae G — opueHtupoBanHbIn rpad MNCIMA, o - pasmeTka rpada.
OpventuposanHbin rpady MCMNL G=<Vertexes, Arcs, RootVertex>, rae Vertexes - MHOXeCTBO BepLUMH rpada,
Arcs — MHOXecTBO gyr rpada, RootVertex - kopHeBas BepwwHa. MHOXeCTBO BeplwwH rpada

vertexescount

Vertexes={Vertexi} i=! COCTOUT M3 [BYX MOAMHOXECTB — MHOXECTBA TEPMUHANBHBIX W HETEPMUHANbBHBIX
BepwuH, Vertexi eNeterminal_Vertexes U Terminal_Vertexes, roe Neterminal_Vertexes -  MHOXeCTBO
HeTepMUHanbHbIX BeplwkH, Terminal_Vertexes - MHOXeCTBO TEPMUHANBHBIX BEPLUMH.

ar csc ount

MHoxectBo ayr rpada Arcs = {Arc} =0 , Arci=<VertexFrom;, VertexTo; >, roe VertexFromie Vertexes,
VertexToie Vertexes. KopHeson BepwwmHon rpaa RootVertex sBnsetcs HeTepMuHarnbHas BepLUMHA,
RootVertexeNeterminal_Vertexes. Pa3meTka rpatha o - 0ToOpaxeHne MHOXECTBA BEPLUMH W ayr rpada BO

termgroupcounl termcount
MHOXecTBO UMeH Q, rae Q = UmaCuctembilonatuin U{Amsal pynnbl} =! U {msaTepmuHag} /=0 U
attributec ount valuecount
{UmsAtpubyTaj} =! U {KayecTBEHHOE 3HaueHme} =2 {((BewwecteeHHoeMuH, BewlecteeHHoeMakc),

floatcount int egercount stringscount

BewecteeHHoeMepa);} =0 JA((LUenoeMun, LienoeMakc), LienoeMepa)} =0 U{Ni} =0 Ulpynna
TepmuHoB, TepmuH, ATpubyt, CoBmecTHbI, HecoBmecTHbIn, BeliecTBeHHoe3HaueHue, Llenoe3HaueHne,
CtpokoBoe3HaueHne}. MHOXecTBO MMeH ) onpegensieTcss KOMMOHEHTAaMK OHTOMOMW CUCTEMbl MOHSATUIA
Auarnora, Npu 3ToM pasmMeTka rpaca onpegensercs Tunom seplmH VertexFrom; n VertexTo;.

MpoekT 3apay nonb3oBatena ([13[1). Mloboe nporpamMMHOe CPEOCTBO MpeAHa3HAYeHO ANs pelleHns 3agad
nonb3oBatens. 3agadyn MoryT ObiTb pa3dbuThl Ha Mofgsajadyw, MpeacTaBnsoWMe coboi wark ansg peleHns
ucxogHom 3afaun. Mexay nogsagavyamu CyLLECTBYIOT OTHOLIEHUS [4], KOTOpblE ONpeaensioT NOPSA0K U YCnoBus
ux BbinonHenust. M3MN=(T, o), roe T — oepeBo 3agay, ¢ - pasmeTka gepeea. [lepeBo 3agay T=<Vertexes, Arcs,
RootVertex>. PasmeTka gepeBa o - 370 0TODpaxeHe MHOXKECTBA BEPLUMH 4EpeBa BO MHOXECTBO UMEH Q, rae

taskcount

Q ={Uma3agaumn} = U TunMHoxectBa. MHOXECTBO MMEH ) COCTOUT M3 UMEeH 3ada4 M UMEH MHOXECTB
TunMHoxecTBa ={«BblbOp», «0ObeanHeHUe», «paspelleHney, «heakTueauusa»). Pa3meTka o 3agaetcs
cnepytowmm obpasom: RootVertex— MmaObwen3agayun, kopHeBas BepluMHa oTobpaxaetcs B UMs o6Luel

taskcount

sapaun. Kaxpas BepwwHa Vertexi, —  (Mark1,Mark2), roe Marklie {/ma3agaum}i=! :
Mark2i e TunMHoxeCTBa, (CEMaHTMKa MHOXECTB onpeaeneHa B [4]).

MpoekT npepcTtaBneHus WHOpMaUUM ONUCLIBAET CTPYKTYpY U CBOWCTBA BU3yarlbHOrO MpescTaBfeHus
anementoB WIMP'-uHTepcheiicoB 1 SIBNSIETCA  KOHKpeTu3aumein mogenu oHtonorun WIMP-uHTepdencos.

windowcount

[aHHbii npoekT Xxapaktepusyetcs MHoxecTBoM okoH Windows, Windows={Window;}=! , TaKux 4ToO

! windows, Icons, Menus, Pointing devices
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Window; € Controls | Controltype = OkHo-koHTeitHep. CornacHo mogenu oHTonorun WIMP-uHTepdeicos,
kaxgbl anemeHT uHTepdeiica Control; 3a4aeTcs CBOMM TUMOM, MHOXECTBOM NapameTpoB, (yHKLUMIA N COBbITMIA.
Tvn, dyHKUMM 1 cobbiTust anemeHTa uHTEpdeica Controli 3agaHbl B MOAENM OHTOMOMMM, COOTBETCTBEHHO,
JaHHbIA NPOEKT ONUCbIBAET 3HAYEHMS MapameTpOB 3NEMEHTOB MHTEpdeiica, XapaKTepuayoWwmx KOHKPETHbIN
npoekT nHTepdeica. Mapametpamm okHa Window; MoryT BbiTb Apyriie aneMeHTbl MHTEPdECa, B 3TOM Cny4yae
Param_rypex = Controly, rae Control, e Controls.

MpoekT cBA3n UHTepdelica ¢ NPMKNagHON NPOrpPaMMoiA OnnckIBaeT cnocob B3auMOodecTBIS MHTepdenca n
NPUKNagHON NporpaMMbl, @ Takke NporpaMMHble MHTepENiChl, MOCPEACTBOM KOTOPbIX 0becneynBaeTcs CBs3b
MeXZy WHTepdeicoM U NpuKnagHoM  nporpammol. [laHHbI  NpPOeKT  SBASETCS  KOHKpeTusauumen

int erfacecount

COOTBETCTBYIOLLEN OHTONOTMM U NpeAcTaBnsieT cobon MHoxecTBO Interfaces={Interface;}=! . Kaxgein
9NEMEHT MHOXeCTBa COAEPXWT OnuCaHWe MPOrpamMmMHOr0 WHTepdelica, NPeaoCcTaBnsSeMOro NPUKNagaHOM
nporpammon, Interface; = < Interfacename;, InteractionModel, Functions;, roe Interfacenamei— yHukanbHoe ums
nporpammMHoro uHTepdueiica, InteractionModeli npuHumaeT 3HadeHne u3 MHoxecTBa IModels={[TokancHas,
PacnpegenerHas}, MHOXeCTBO (hyHKLMI Functions - onucaHue nporpamMMHbIX MHTEPdENCoB, NPeaoCTaBNIEMbIX
NpWKNagHoM NporpaMMOon.

MpoekT cueHapusa guanora COCTOMT M3 OMWCAHWS HavanbHOro okHa StartWindow, ¢ KOTOpOro HauMHaeTcs
aunanor ¢ nonb3osatenem, StartWindow=Window;, rae Window; € Windows, a Takke MHOXeCTBa BO3MOXHbIX
coctosHnn States ={State;}. Kaxpmoe cocTosHue Statei copepxut: onucanue cobbitus Event, MHOXeCTBO
nepemenHbix Variables, koTopble HeobXxoauMbl 418 ONUCaHWS NOCNeA0BaTENBHOCTM MHCTPYKUMA Instructions;,

instructioncount statecount

nocnefoBaTeNbHOCTb MHCTPyKUMiA Instructionsi=<Instruction;> /~! it . MiHcTpykumsmm moryT ObiTh:
BbI30Bbl MPOrPAMMHbIX WMHTEPENCOB MPWKNAOHOM MpOrpaMMbl, Bbl30BblI CUCTEMHBIX (DYHKUMIA, COCTaBHbIE
3NeMeHTbI (YCNOBHAs KOHCTPYKLMS, LUKIT), codepxallue nocneaoBaTeNnbHOCTU U3 NePEYUCIEHHBIX SNEMEHTOB).
MpoeKT cLeHapus auanora SBnsaeTcs KoHkpeTusaumern OHToNOMM cueHapus auanora.

MpoekT oTobpaxeHUa B OOLWEM cnyvae OnNpeaensieT MHOXECTBO OTOOPaKEHWA SMEMEHTOB OOHOMO M3
KOMMOHEHTOB NPOEKTa MHTepdielica B OPYroi: 3rIEMEHTOB MPOEKTOB CUCTEMbI MOHATWIA Auarnora W 3agad
nonb30BaTeNns B napameTpbl 3MeMEHTOB MHTepderica Npoekta NpeacTaBneHus WHAQOpMaLuK, napameTpos
aneMeHTa MHTEpGenca Ha BbIXOAHbIE AaHHble (pesynbTaTbl) NPWUKNaAHOM NporpaMMbl MpOEKTa CLeHapus
Avarora u ap.

MeToab!i NOCTPOEeHUA NPOoeKTa npeacTaBlieHUA

OpHon 13 3agay npu hopMMpoBaHM NPOEKTa MHTEpdenca sBnaeTcs hopMMpoBaHE NPOEKTa NPeacTaBeHUs
uHpopmaumn. [JaHHbIN NPOeKT hopMUPYETCS MO NPOEKTaM CUCTEMbI NMOHATUI Auanora v 3afad nonb3osarens,
T.e. pa3paboTumk MHTepdenca 3aaaeT MHOXECTBO OTOBPaXEHWNI YKa3aHHbIX KOMMOHEHTOB MPOEeKTa B MPOEKT
npeacTtasnexns nHgopmauyun. Ero 3agaya cBogutcs K ToMy, YTOBbl KaxagoMy TepMUHY npeaMeTHon obnacTy,
nmbo rpynne TEPMUHOB COMOCTaBWTL €ro (MX) NpedcTaBneHUe B MHTEPGEACE — MHOXKECTBO WMHTEPQENCHbIX
3NEeMEHTOB C 3aAiaHHbIMK CBOMCTBaMM (CM. puc. 1).

[Mpu TakoM 0TOBPaKEeHMM BOSHUKAIOT crieaytoLme npobnembi;

- TPYAOEMKOCTb pa3paboTku NpoekTa NpeacTaBneHns MHopMaummn, ecnn NPOeKT CUCTEMbI MOHATUA Auarnora
nmbo 3agav nonb3oBaTens MMetT 6onbLUION pasmep (Bonbluas npegmeTHas obnacTb);

- CMOXHOCTb COMPOBOXAEHUS NPOeKTa UHTepdeiica: Npu 3MEHeHUM TEPMUHA (TEPMUHOB) NpeaMETHO 0bracTu
HEeOBX0AMMO TaKKe 3MEHSITb MPOEKT NpeaCTaBNeHNs MHGOPMaLK;
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- BblCOkWe TpeboBaHus K paspaboTumky: 3HaHue um TpeboBaHWN 103abunuTH, CTaHOApTOB paspaboTtkn, Mx
COBMELLIEHNE C KOHTEKCTOM MCMONb30BaHKS MHTepdelica, TpeboBaHUsIMIU NoNb3oBaTenei, NpeaMeTHol obnactu
K NpeACTaBNEHMIO MHdOpMaLK 1 ap.

Ona  peanu3aumm  OCHOBHOrO TpeGOBaHMsS K MPOEKTY MHTepdedca — 0BecneyeHulo ero  nerkou
MOANULMPYEMOCTM W COMPOBOXAEHUS  MPeanaraeTcs  HECKONbkO METOAOB  MOCTPOEHUS  NMPOeKTa
npeacTaBnexHns wHgopmauun. Bbibop MeToga nocTpoeHuss npu  paspaboTke npoekta  WMHTepdeiica
onpegensieTcs ero pas3paboTyunkom 1 3aBUCUT OT OCOBEHHOCTEN KOMMOHEHTOB MpoeKkTa (Hanpumep, pasmepa
npoekTa CUCTeMbl MOHATWA Auanora, 3afjady nonb3oBaTens, OCOBeHHOCTeW npeaMeTHoN obnactn K
NpeACTaBEeHMI0 MHGOPMaLMK 1 Ip.).

Metog npsamoro ¢opMMpPOBaHMA npoekTa npeacTtaBneHuss uHdopmauun. B cnyyae npsmoro
(hOpMUPOBaHMS MpOeKTa MNpefCTaBneHus WHGOpMauUW 3HaYeHeM napameTpa dnemeHTa WHTepdeiica
ABNSETCA NpsmMas ccbinka (CM. puc. 1) Nnbo Ha aneMeHT NPoeKTa CUCTEMbI MOHATUI Auanora, 6o Ha aneMeHT
npoekTa 3agay nonb3osatens, T.e. ANa anemeHTa uHTepdenica npoekta npeacrasneqns WIMP-uHTepdeiicos
Control, eWindows, y kotoporo Param_Typeparam=String, Param_Valueparam=3Hauenne, rae 3HauyeHnee

taskcount termgroupcount termcount
{Uma3agaum} =! U WmaCuctembiloHatuin - U{Amal pynnbii} =! U {AvsTepmuna} /=" U
attributec ount valuecount
{UmsATpubyTaj} =! w {KauyecTBeHHOE 3HayeHue;} =2 . Hanpumep, Ha puc. 1, 3HayeHnsaMn napameTpa

«TekcT anmemeHTa» 3NEMEHTOB MPONMCTLIBAEMOrO CrCka SIBMSIETCS CCbifka Ha 3HauyeHus aTpubyTa
«riokanusauysiy U3 NPOeKTa CUCTEMbI MOHATUIA Auanora. [pn 3TOM KONMYECTBO 3MIEMEHTOB MPONUCTLIBAEMOTO
CTUCKa ONpeaenseTcs YACNOM 3HaYeHMIt aTpubyTa «noKanusaLus»; NP U3MEHEHUN YUCTa 3HAYEHUI 3TOro
atpubyTta, M3MEHSETCS KONMYECTBO INEMEHTOB CrMCKA; aHANOTM4YHO, W3MEHEHWS CaMUX 3HAYEHUH 3TOro
aTpubyTa B NPOEKTE CUCTEMbI MOHATUN Auanora NPUBOAST K U3MEHEHUSIM napameTpa « TEKCT anemMeHTay.

[aHHbIA MeToa (hopMMUPOBaHUSI MPOEKTa MpefcTaBneHnst yoobeH, eCrni NPOeKT CUCTEMBbI MOHATWIA Auanora
nmeeT HebonbLUO pa3mep, a Takke TpebyeTcs TOYHOe ykasaHue O NpeaCcTaBeHM CUCTEMbI MOHATUN auarnora
nnbo 3apay nonb3oBaTens B MHTEpdence (HanpuMep, B cnyyae 0cobblX 3anpocoB Nonb3oBaTene).

MeTop perynspHoro choopMupoBaHUs NpoeKTa npeacTaBneHns uHgopmauumn. B gaHHoM criyvae 3HayeHnem
napameTpa anemeHTa uHTepenca SBNSOTCA CCbINKN HE HA KOMMOHEHTbI MPOEKTa CUCTEMbI NOHATUI Ananora, a
Ha KOMMOHEHTbl COOTBETCTBYIOLLEHA OHTONOrMM (rpynnbl TEPMUHOB, TEPMWHBI, 3HAYeHusi, aTpubyTbl), T.e. Ans
anemeHTa uHTepdeiica npoekTa npencrasnenns WIMP-uxtepdeiicos Control — Element] Controli € Windows,

controlcount

Element e {['pynnbiTepmuHoB, TepmuHbl, ATpnbyT, KauecTBeHHble 3HaueHus}} =!

B pesynbTate Takoro opmMmnpoBaHns NpoekTa NpeAcTaBNeHNs Kaxaas rpynna TEPMUHOB (TEPMUHOB, 3HAYEHNN,
aTpubyToB), BXOASAWAs B MPOEKT CUACTEMbl MOHATUIA [uanora, NPeACTaBnsieTcs BblbpaHHbIM Au3aiiHepom
3MeMeHTOM MHTepdbenca, Npu 3TOM 3HAYEHWEM CTPOKOBOrO napameTpa(oB) 3TOr0 aneMeHTa MHTepdeica
SIBNSIOTCS ANEMeHTbI [poeKkTa CUCTEMbI MOHATMIA Anarnora.

elemcount

Tak, Hanpumep, 3HaueHW0 napameTpa «3neMeHTbin= {ANemMeHT cnuckaj}i=! anemeHTa uHTEpdenca
«MponucTbIBaEMbI CIMCOK» COMOCTABSAOTCA BCE KAYECTBEHHLIE HECOBMECTHbIE 3HAYEHMS OHTONOMN CUCTEMBI
MOHATUI ananora. 3T0 03HAYaeT, YTO BCE KAYECTBEHHbIE COBMECTHbIE 3HAYEHWS 13 MPOEKTa CUCTEMbI MOHATUI
Ananora npeacTaBnalTCA B MHTEPAENCE OOMHAKOBLIMU 3rieMeHTamu WHTepdeica (cm. puc. 2). Mpu aTom ux
KONMNYECTBO MOXET CKOMb YroAHO 6OMbLUMM 1 OnpeaensieTcst NpeaMETHOR 06nacTbHo.

[aHHbIn MeToa (POPMMPOBaHWS MPOEKTa MPEACTaBNEHUs UCMONb3yeTCs, €Cn pa3Mep MPOeKTa CUCTEMbI
MOHATUI ananora MeeT 60MbLLOIN pasMep (COTHM W ThICSUM NOHATUN).
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MeTop chparmeHTapHoro chopMmMpoBaHUA NpoeKTa NpeacTaBneHns MHopmaLmm

Mpn mcnonb3oBaHWW AaHHOrO MeToda (HOPMMPOBaHUS MPOEKTa NpeacTaBneHus MHopmauum, paspaboTymk
WHTepdheiica pas3buBaeT NPOEKT CUCTEMbI MOHATU Ananora Ha MHOXECTBO (DparMEHTOB, OCHOBbLIBAasiCb Ha
TpeboBaHWAX MONb30BaTENe, a Takke CeMaHTUKe U (PYHKLMOHANBHOCTM NPUKMNaAHOM NPOrpamMMbl; Kaxaomy
(bparMeHTy MNpoekTa CUCTEMbl MOHATUM Auanora COMoCTaBnsAOTCA WMX NpeacTaBneHus B UHTepdence:

controlcount
{Fragment_Presentastion — Fragment_Terms | Fragment_Presentastion e{Control;} :=! , Control; e

fraggmentcount

Windows, Fragment_Terms < G} =
OCHOBHbI€e NMOMOXEHWs METOMA 3aKIO4AOTCA B CIEAYHOLLEM:

° Ka>|<,qomy (bparmeHTy MPOEKTa CUCTEMbI MOHATWIA Auanora aBTOMAaTUYECKU CONOCTABNSETCA MHOXECTBO
BO3MOXHbIX I'Ipe,D,CTaBJ'IeHMVI.

o ConocTaBneHus OCYyLLEeCTBNAKTCA B COOTBETCTBUN C NpaBunam t03abunmuTK.

e Ecnu ans ogHoro (parmeHTa BO3MOXHO HECKONBbKO MPEACTaBNEHMIA, He MPOTUBOPeYaLyX npasunam
t0320UNUTK, TO NNOO:

o] npaeo BbIGOpPa €AMHCTBEHHOTO MPEACTABMEHUS U3 MHOXECTBA AOMYCTUMbIX MPefOCTaBNsAeTCs
pa3paboTumnky nHTepdeica;

o npencrasneHne aBToMaTnyecku BbI6VIpaeTCFI B COOTBETCTBMM C CUCTEMOM yMOJ'I‘-IaHVIVI.

e Paspabotunky uHTEpdenca npenocTaenseTcs oObsCHEHNE, copepxallee npoTokon paboTbl: onucaHne
Habopa KpuTepueB, N0 KOTOPbIM MPOW3BEAEH BbIOOP C yKas3aHWeM, Kakue 13 BbIOpaHHbLIX 0TOOPaKEHMUIA
Obinv  OMPOBEpPrHyThl (HE COOTBETCTBYKT MpaBWNaM t03abunuti 1 NOYEMY); Kakue KpuTepum
COOTBETCTBYOT NPaBUIaM t03abunuti 1 noyemy.

o MHOXecTBO OTODpaXeHWn OOMKHO pacluMpsThCs (MpaBuna t3abunutn M MHTEpgEnCcHbIe 3NEMEHTLI
NMOCTOSIHHO Pa3BMBAOTCS YTOYHAKOTCS, COBEPLUEHCTBYIOTCS).

[nsa obecneyeHns paclumMpsemocT MHOXECTBa 0TobpaxeHuin paspaboTaHa Mofenb OHTONMOMW OTODpPaxeHus
NpeacTaBneHnin. B TepMUHax OHTONOMAW OMUCHLIBAOTCS MpaBuna OTOBPaXEHWS! 3NEMEHTOB CUCTEMbI NOHSATUIA
[vanora B UX BO3MOXHble NPeACTaBneHns B UHTEpPdENce (MHOXECTBO WHTEPMENCHBIX ANIEMEHTOB) C Y4ETOM
npaeun to3abunutn. Takum obpa3om, hOpPMUPYETCS MHOXECTBO OTOOpaxeHwuit (6as3a 3HaHW OTOBpaxeHuR).
Moboe oTobpaxeHe ONUCLIBAETCA MNapoil — YCNOBMEM OTOOPaXKEHWS UM MHOXECTBOM  BO3MOMXHbIX
npeacTaBneHnin. YcnoBue 0ToBpaxeHns MOXeT COCTOSATb U3 MHOXECTBA YCIOBUM, KaXaoe W3 KOTOpbIX 3adaeT
3HAYEHWs NapamMeTpoB, UCTUHHOCTb KOTOPbIX NPOBEPSIETCS B NPOEKTE CUCTEMbI MOHATUIA Ananora. MapameTtpbl
YCNOBUIA 3a[at0TCA B TEPMUHAX OHTONMOMW CUCTEMBI NOHATUI Ananora. Hanpumep, B kKa4yecTBe YCNoBUS MOXET
BbICTYNaTb KOIMYECTBO KA4YECTBEHHbIX 3HAYEHMIA HEKOTOPOro TEPMIUHA U3 NPOEKTa CUCTEMbI MOHSATUIA Ananora u
cnocob ux Bbibopa (COBMECTHbIA NMOO HECOBMECTHBIN). B 3aBMCUMOCTM OT PasnnyHbIX 3HAYEHWA STUX OBYX
YCNOBUIA UM  COMOCTaBAAOTCA pPasNiyHble MNPEeACTaBMEHUS: MHOXECTBO PagMO-KHOMOK, KHOMOK-(hNaxKoB,
PacKpbIBAIOLMIACA CMUCOK, MPOSUCTLIBAEMbIA CMMCOK C 3rieMeHTaMu pasfnyHblx TunoB u ap. Ha puc. 3
npeacTaBneHbl ABa pasfuuHbiX ero pasbueHus ogHOro pparMeHTa MpoekTa CUCTEMbl MOHATWA auariora U
COOTBETCTBYHOLLMIA KaXAOMY pasdbueHuio hparMeHT NpoekTa NpeaCcTaBneHns MHgopmaLmm.

Kak BuaHO 13 puc. 3, pasnnyHble pa3dbueHus MpoekTa CUCTEMbI MOHSTWIA AManora NPUBOAST K PasnuyHbIM
npoekTam NpeAcTaBneHus MHGopMauui. B nepeom cryyae cparMeHT umeeT [Ba pasbueHus, Kaxaomy 13
KOTOpbIX COOTBETCTBYET - OKHO («Bonu» u «[oBbILEHMe apTepUanbHOro [aBNeHUsI»), BO BTOPOM Crlyyae BO
(hparmMeHTe BblAENEeHO OHO pasbueHIe, KOTOPOMY COOTBETCTBYET OKHO «XKanobbly.

[aHHbIA MeToA (hopMMPOBaHMS MpOEKTa NpeACTaBNeHUs TaKke, Kak W npeablaywuin, yaobeH, ecnv pasmep
NPOeKTa CUCTEMbI MOHATUI Ananora uMeeT 60MbLUIOK pasmep (COTHU M ThICAYM NOHSATUI).
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Putm:
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Puc. 3. TMpumep cparmeHTapHoOro ¢)opw|/|pOBaHV|ﬂ npoekTa NpeacTaBneHns MHgopmaLmm
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O6cyxaeHne pe3ynLTaToB

B HacTosiliee BpemMsi pacCMOTPEHHbIE Bbille METOAbI Peann3oBaHbl 1 UHTErPUPOBAHLI B MHCTPYMEHTapUiA ANs
MPOEKTUPOBAHUS W COMPOBOXAEHWS MOMb30BATENbCKOTO WHTEPdENCa, OCHOBAHHBIA Ha OHTONOMMYECKOM
nogxoge. C MCnonb3oBaHMEM AaHHbIX METOAOB peann3oBaHbl 1 COMPOBOXAATCS WHTEpdeichl Ans psaa
MpOrpaMMHbIX CPELCTB.

O6cyxaeHe NonyYeHHbIX pesynbTaToB LienecoobpasHo NpoBoauTb ¢ MoLeneopueHTUpoBaHHLIMI CpeacTBamm
(MOC) pns pa3paboTkn U aBTOMATUYECKONA TeHepaLum Mnonb30BaTeNbCKkNX WHTEPGENcoB [5-7], NOCKONbKY B
[MocTpouTENSX MHTEPCENCOB Take METOAb! HE peann3oBaHbl.

MeTog npsmoro hopMUpOBaHMS NPOEKTa NPEACTaBneHus WHgopMauun ucnonb3yetcs B HekoTopblx MOC
cnegylwum 06pasom: 3HAYeHUsSIM NapameTpoB  MHTEPGEACHbIX 3NEMEHTOB MPUCBAWBAIOTCS  MOHATMSA
npeameTHon obnactu nbo 3agaun nNomnb3oBaTeNs M3 COOTBETCTBYIOLLMX KOMNOHEHTOB NpOeKTa MHTepdeNnca.
OpHako npu WX M3MEHEHWM MPUXOAMTCS 3aHOBO OCYLIECTBNSATb MpUCBaWBaHWe, MOCMe 4ero Mpou3BOANTb
nepekoMNUNALMI0 MHTepdelica, B pesynbTaTe CUrbHO BO3pacTaeT TPYAOEMKOCTb €ro COMpOBOXAeHUs. B
AaHHOM MeTofe BMECTO SIBHOrO MpUCBaMBaHUS 3HAYEHU NapaMmeTpam 3reMEeHTOB MHTEpdenca ykasblBaTcs
CCbINMKA Ha TepMWHbI NpeameTHoM obnactu nubo 3agayn nonb3oBaTens, MO3TOMYy NpU WX U3MEHEHWN
aBTOMATWNYECKM MPOUCXOLAT U3MEHEHNS U B NPOEKTE NPEeACTaBNEHNS, NEPEKOMNUNALMS UHTEPeca Npy 3TOM
He Tpebyertcs.

MeTog perynspHoro hopMMpOBaHUs NpoekTa UHTepdieiica npeanoxeH Bnepeble. OH NO3BONSET 3HAUYUTESBHO
CHU3UTb TPYLOEMKOCTb paspaboTkM 1 CONPOBOXAEHUS MHTEPMENCOB C BOMbLUIOHA CUCTEMOI MOHATUIA guanora.
Hanpumep, NpoekT cucTembl NOHATUI auanora Ang CUCTeMbl MHTENMNEKTYanbHOM NoaaepKu Bpaya-yponora [8]
coctont 13 700 rpynn TepMMHOB M TepMuHOB U okono 5000 BapuaHTOB 3HauyeHuin. B atom cnyvae meTtop,
OCHOBaHHbIA Ha PErynsipHoM (pOPMUPOBAHWM MPOEKTa NPEACTABMEHUsl, MO3BONSIET OYeHb ObICTPO
chopmmpoBaTh ¥ aBTOMATWYECKW, Kak M B Mpedblgyllem Cryyae, COMpoBOXAATb MPOEKT WHTepdenca mpu
M3MEHEHMM CUCTEMbI MOHATUIA AManora.

®parmeHTapHble 0TOOpaxeHUst ucnonb3ytotcs B HekoTopeix MOC. B aTom cnydae paspaboTunky onpegensior
OKHO (MHOXECTBO OKOH) M MHOPMaLMI0 M3 Mofenu 3apay nbo cUCTEMbI MOHSATUIA Ananora, KoTopast JOMmKHa
ObITb NOMeLLeHa B kaxgoe OkHO. [lanee aBTOMaTMYeCKM BbIOMPAKOTCA NPEACTaBNEeHUs 4Nt COOTBETCTBYHOLLEN
nHopmauun. C OAHOIA CTOPOHbI, TAKOW MOAXOA YMEHblUaeT Bpems pa3paboTku NpoekTa npescTaBfeHus
WHEOpMaLWK, HO C PYroi CTOPOHbI, OCHOBHas Npobnema, ¢ KOTOpOi CTONMKHYNNCL Pa3paboTymkn — CNOXHOCTb
€r0 COMPOBOXOEHNS. WM3BECTHO, YTO, BO-NEPBbIX, TEPMMHbI MPeaMETHOW 0BnacTM W 3aJaduv Nonb3oBaTens
NOABEPXKEHbl YacTbiM M3MEHEHUsIM, BO-BTOPbIX, 060E aBTOMATW3WMPOBaHHOE MNpeacTaBneHue Tpebyet
NocneaytoLLero «py4YHoro» MOCT-pefakTUpoBaHus. B cnyyae MoauduuMpoBaHWst TEPMUHOB NpPeaMeTHOM
obnacT wnu 3agay nonb3oBaTeNs BCE W3MEHEHWsl, NPOM3BEAEHHbIE MOCT-peaaKkTUpoBaHWeM, TepsioTcs. B
pe3ynbTaTe CONPOBOXAEHME CTAHOBUTCS O4eHb TPyAoeMKUM. B Hekotopbix MOC 6biny npeanpuHsTLI NOMbITKMA
COXPaHsTb HACTPONKM NOCT-peaaKTMPOBAHNS, O4HAKO, OHW He NPUBENM K NOMOXUTENbHOMY pesynbTaty, Tak Kak
He Obina peLleHa OCHOBHas nNpobnema: YTo Aenatb C HACTPOMKAaMK B Clyyae NOSBMEHNS HOBbIX TEPMUHOB UMK
3afay, nbo yganeHus cywlecTsylowmx. B aaHHOM mMeTode Takke, kak v B B Npedblaylwiyx, BMECTO SBHOMO
NPUCBaNBaHNA 3HAYEHWI NapaMeTpam ANEeMEHTOB NHTepENiCa YKasbIBAKOTCA CChINKM HA TEPMUHBI NPEAMETHOM
obnacT nbo 3apaum nomnb3oBaTens, Npyu 3TOM OTOOpaXeHUs NPOW3BOASTCS B COOTBETCTBMM C METPUKaMu
to3abunutn. CregytolmMm HeOoCTaTKOM AaHHOTO MeToda, peanu3oBaHHoro B Hekotopbix MOC sensetcs ux
KECTKasi BCTPOEHHOCTb B MHCTPYMEHTapWi, B pesynbTaTe Yero paspaboTynk He 3HAeT npaBurl, MO KOTOPbLIM
NPOBOAATCA aBTOMaTMYeckue npeobpasoBaHus, YTO Takxke 3aTpyAHsIeT W UX paclumpeHne. B cooteeTcTBuM C
METOAOM, MPEeAnOXeHHbIM B AaHHOW paboTe, oToOpaxeHus SIBHO ykasaHbl B 6ase OTOBpaxeHwn, koTopas
(hopmupyeTcs N0 COOTBETCTBYHOLIEA MOAENM OHTOMnoru. PaspaboTtunky npemocTaBnsieTcs BO3MOXHOCTb €€
NPOCMOTPA U PacLUMPEHMS.
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BnarogapHocTu

Pabota BbinonHeHa npu duHaHcooi noaaepxke ABO PAH B pamkax lNporpammbl Ne15 yHoameHTanbHbIX
nccnegosanuin O3IMMITY PAH "pobnembl aHanu3a U CUHTE3a MHTErPUPOBAHHBLIX CUCTEM YNpaBneHUs Ans
CMOXHbIX 06BEKTOB, (DYHKLMOHUPYIOLWMX B YCIIOBUSIX HEOMPeaeneHHOCTH", MpoekT "CMHTE3 WHTenneKTyamnbHbIX
cucTeM ynpaBneHus Gazamu 3HaHWA M Gasamu JaHHbIX NPU YNPaBIEHUM CHIOKHBIMUA OOBEKTAMWU B YCOBUSIX
HeonpedenénHoctn" n POOWU, npoekt 06-07-89071-a "MccnepoBaHne BO3MOXHOCTENA  KOMMEKTUBHOMO
ynpaBneHus B CEMaHTU4eCkoM Bebe MH(OPMALMOHHBIMI pecypcamm pasnnyHbIX YpoBHEN 0BLHOCTN".
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METAMOAENUPOBAHWE U MHOIOYPOBHEBbIE METAOAHHBIE KAK OCHOBA
TEXHONOrnn CO3aAHUA ADANTUPYEMbIX UHOOPMALIMOHHbLIX CUCTEM

Mogmuna Jisposa

AHHOmauyus: Paccmampusatomcs memoObl  c030aHusi  pacnpedeneHHbiX  UH(OOPMAUUOHHBIX — CLUCMEM,
OuHamuyecKku HacmpausaeMbIX Ha MeHswuecs nompebHocmu nofb3oeamenell U ycrogus 3Kcniyamayuu.
Onucbisaemble cpedcmea O0CHOBaHbI Ha UCNOMIb308aHUU MHO20YPOSHESbIX Modenell U MemadaHHbIX,
npedcmasnsouWUX pasuyHble CMOPOHbI (OYHKUUOHUPOBAHUS CUCMEM Ha PasHbIX YPOBHAX abcmpakuyuu u ¢
pa3nuyHbIx moyek 3peHusi. OCHOBHbIE ypOBHU MemadaHHbIX, ONUCKIBAKLWUX cucmemy: noauyeckuli (onucaHue
obbekmos cucmeMbl 8 mepMuHax npedmemudol obnacmu), ghusudeckull (onucaHue npedcmagneHus OaHHbIX 8
6ase daHHbIX) U npe3eHmayuUoHHbIl (onucaHue uHmepgbelica nonb3osamens cucmemsi). Modenu u Habop
mMemadaHHbIX MO2ym U3MEHSIMbCA 8 npouyecce (hyHKUUOHUPOBaHUsi cucmembl. Ha ocHose 6a308bix Modesnel
moeym pa3pabambigambcsi Hosble Modenu (8 YacmHocmu, co30aHbi Web-modenb, modenu penopmuHea U
6busHec-npoueccos). MNpedcmasnertbiti nodxod peanusyemcsi 8 CASE-mexHonoauu METAS, npedHasHaq4eHHoU
ons nod0epxaHus 8Ce20 XUBHEHH020 Uuknma adanmupyembix cucmeM. @YHKUUOHUPOBaHUE CuCmeMsl
cmpoumcs Ha UHmepnpemauuu nocmpoeHHbIx modenel. BoamoxHocmu adanmayuu 0CHoBaHbI Ha cpedcmeax
pecmpykmypu3ayuu 0aHHbIX, 2eHepayuu U HacmpolKu nomb308amesnbCko2o uHmepcbelica, ynpagneHus
OOKyMeHmamu, NOOKITIOYEHUSI HOBbIX NPO2pPaMMHbIX KoMnoHeHmos. B CASE-cucmemy ekmoqeHb! cpedcmea
aKcnopma-umnopma, pennuyuposaHusi daHHbIX U Modenel, uHmezpayuu ¢ 8HeWHUMU cucmemamu, a makxe
cpedcmea 3awumsl. Pa3pabambigaemMble C UCNOIb308aHUEM MEXHOMO2UU UH(DOPMAaUUOHHBIE cuCmeMbl
uMerom KrueHm-cepgepHyto apxumekmypy. TexHonoausi METAS 6asupyemcs Ha ucnonb3ogaHuu sisbika UML u
npedMemHo-0puUeHmMUPOBaHHbIX A3bikos 0n paspabomku Modeneli cucmembl, onucaHus 6U3Hec-npasun,
cneyugpuyeckux 0ns KOHKpemHbIX npedmemmbix obrnacmed. [MpedycmompeHbl cpedcmea, no3sonsouiue
HacmpausambCs Ha Ucnonb3ogaHue pasiuyHbix penayuoHHsix CYB/. MpoepammHas nnamgopma — .NET.

Knioyeenie cnoea: adanmupyembie UHpOPMayUOHHbIe cucmembl, CASE-mexHonozaus, modenb npedmemHol
obnacmu, MemamodenuposaHue, MemadaHHble, NpeOMemHO opueHmuposaHHble Asbiku, DSL, DSM.

ACM Classification Keywords: D.2 Software Engineering: D.2.2 Design Tools and Techniques — Compulter-
aided software engineering (CASE); D.2.11 Software Architectures — Domain-specific architectures;
D.2.13 Reusable Software — Domain engineering, Reuse models.

Conference: The paper is selected from Sixth International Conference on Information Research and Applications —
i.Tech 2008, Varna, Bulgaria, June-July 2008

BBeaeHue

AnanTupyeMocTb (cnocobHocmb cucmem npucnocabnueamscs K USMEHEHUsIM Cpedbl, OKPYXeHUs) SBNSeTCS
OfHWM 13 Hanbonee BaxHbIX TpebOBaHWUIA, NPeabABNSEMbIX K MHAOPMaLMOHHbIM cuctemam (MC) pasnuyHoro
HasHayeHns. AJanTUpyeMoCTb paccMaTpuBalOT [OCTATOMHO LUMPOKO, BKMKMYAa B 3TO MNOHATWE Takue
B3aMMOCBSI3aHHbIEe HEe(YHKLMOHamNbHbIE TpeBOoBaHNS Kak CMOCOBHOCTb K pa3BUTMIO, MMBKOCTb, paclMpseMoCTb,
nHTeponepabenbHocTb 1 T.0. [1, 2]. Takas Wwmpokas Npupoaa 3Toro MOHATUS LENaeT ero He TOMbKO MHTEPECHBIM
AN UCCNEA0BAHNS, HO W KPUTUYHBIM CBOMCTBOM B MpakTuke co3ganus UC, onpegenstowmm adpdekTnBHOCTb
BMOXEHUN B 1X pa3paboTKy 1 BHEAPEHWE, AKCyaTaLmio U CONPOBOXAEHWE, rapaHTUPYIOLLMM «xnByYecTb» C.

Adanmayus HGHOPMALMOHHBIX CUCTEM — 3TO MPOLIECC X HACTPOMKM HA MEHSIKOLLMECS YCIOBUS 3KCMIyaTauum 1
notpebHOCTV nonb3oBatenen 1 BK3HEC-MPOLLECCOB KaK MPK CO3haHNUK HOBLIX CUCTEM, TaK 1 MpW COMPOBOXAEHNN
CYLLECTBYIOLUMX. OTOT UTEPATUBHBIN MPOLIECC MOXHO CYUTATb BaXHEMNLLEN YaCTbHO XM3HEHHOrO Lukna MC.

ApanTupyemocTb — 3TO XapaKTepucTiKa, onpesensiowas CnocobHOCTb CUCTEMbI K Pa3BUTU B COOTBETCTBUM C
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HyXgamu nonb3oBaTenen 1 6usHeca. PasnuyaloT MOHATUS afanTMBHbIX W afanTUpPyeMblX CUCTEM:
adanmupyemblie CUCTEMbl — 3TO «JIETKO W3MEHsSIEMbIe» CUCTEMbl, BKIKOYaKOWMe CPeacTBa, KOTOPble
obecneunBanm Obl UX HACTPOMKY Ha HOBble TPeOOBaAHWS M YCNOBMS AWHAMWYECKM (B XOAE SKCTyaTauuu),
obneryanm 6bl 1X CONPOBOXAEHNE; a0anmueHbIe CACTEMbI — 3TO CUCTEMbI, KOTOPbIE MEHSIIOT CBOE MOBEAEHME
aBTOMAaTMYECKM B COOTBETCTBAM C M3MEHEHWUSMW, MPOUCXOOSALLMMIA B WX OKPYXEHUN (KKOHTEKCTEY),
HaCTpanBatoTCs Ha M3MEHeHMs cpebl 6€3 NPUMEHEHUS Kakux-nbo CPeacTB «pyYHOI» HACTPOVIKM.

CywecteytoT 0o0wme nogxoabl Kk co3gaHuto apantupyembix MC. OpgHuM M3 TakuX MOAXOAOB SIBMSETCA
OpueHTauus Ha paspaboTky cuctem, ocHoBaHHbix Ha MDA (Model Driven Architecture) n texHonornn DSM
(Domain Specific Modeling). Cpeactea agantauum MoryT 6asvpoBaTbCsi Ha WMCMONb30BaHUM OUHAMUYECKUX
A3bIK08 NPO2PaMMUPO8aHUs, AOMYCKAIOLWMNX BOSMOXHOCTb NEpPeonpeaeneHns CTPYKTYpbl NporpaMM U LaHHbIX,
MOZEPHM3aLMN NporpaMM 3a CHET U3MEHEHWSt UX KOMMOHeHTOB, 3blkoB DSL (Domain-Specific Languages),
KoTopble paspabaTbiBaloTcsa ANnst pasHoobpa3HbIx NpeaMETHbIX obnacteit [3, 4].

MakcumanbHas rmbkocTb npu co3ganun C pgocturaetcs, ecnu pabota cMCTEMbI CTPOMTCS Ha MCMONb30BaHWM
MoZenen, KOTOopble MOryT W3MEHSATHCA B npouecce (PyHKUMOHWPOBAHWUS CUCTEMbI, YMPaBMSKOWMX ee
nosegeHvem. Mogenn B MDA wmoryT ObiTb OpraHuM3oBaHbl Ha Pa3NMYHbIX  YPOBHAX abCcTpakumm u
NNaTOPMEHHON HE3ABMCUMOCTM, 4TO 0becneynBaeT MakcumanbHyt adheKTUBHOCTL npoLecca paspaboTkn u
BO3MOXHOCTb TpaHcgopmaLmn mogenen [5, 6, 7].

CospaHue aganTMpyeMblX CUCTEM NPeAnonaraeT MUCMornb30BaHWE COOTBETCTBYHOWMX WMHCTPYMEHTamNbHbIX
CPEACTB, NOAAEPKMBAIOLLMX NpeabsBRseMble K cucTeMam TpeGoBaHus. Takum 006pa3oM, MOXHO CYUTaTb, YTO
CBOVICTBO afanTMpyemMocTu sIBNsieTcs HeoOXOAWUMbIM He TOMbKO Anst paspabaTbiBaeMblX CUCTEM, HO M Afst
MPUMEHSIEMbIX NPU UX Pa3paboTke MHCTPYMEHTarbHbIX CPEACTB.

B naHHoit paboTe npeacTaBnieH NOAXOA K CO3AaHNI0 aganTupyeMbiX MH(OPMALMOHHBIX CUCTEM, OCHOBAHHbI Ha
MOCTPOEHUM MHOTOYPOBHEBbLIX MOLENEN U UCMONb30BaHUN MeTafaHHbIX, NPeaCTaBNSoLMX NHEOPMALMOHHbIE
CUCTEMbI W X OKPYXXEHNE C Pa3NiYHbIX TOYEK 3PEHMS U Ha Pa3NUYHBIX YPOBHSIX AeTanuaauum [8].

MeTaMO,ﬂeHMPOBaHMe N TeXHONormm co3aaHua VIH(*)OpMaLI,VIOHHbIX cucrtem

Mogenb — 3T0 OObEKT-«3aMeHUTENb» OOBLEKTA-«OPUrMHaNa», KOTOPbI HAXO@MTCS B OMpeaeNieHHOM
COOTBETCTBUM C OPUrMHANOM 1 0becneynBaeT NpeacTaBrieHne 0 HEKOTOPbIX ero cBoncTBax. Modenb cucTembl
npeacraenset coboit abcmpakmHoe onucaHue Ha HEKOTOPOM (hOPManbHOM Si3blKe XapaKTepPUCTUK CUCTEMI,
BaXHbIX C TOYKM 3pEHWSI Lienu MoaenupoBaHusi, ee noeeaeHus. Mpu cosgaHum MC Henb3s orpaHvMyMBaThCs
CO3QaHMEM TOMbKO OAHOW Mozemu. Ecnin cuctema croxHasi, TO Y4YeT BCeX €€ XapakTepucTuK B OOHOW MOAenu
NpuBedeT K Ype3BblyalHOW ee CMoXHOCTU. Hawmnyywwit nogxop npu paspabotke nobon HeTpuBUANbHON
CUCTEMbl — MCMOMNb30BaTb COBOKYMHOCTb HECKOMbKMX MOAENen, KOTopble MOryT ObiTb NpaKTUYECKM
HEe3aBUCUMbIMW ApYr OT Apyra W MO3BONAT CAenatb aKkUeHTbl Ha PasHbIX CTOPOHAX CUCTEMbI MPU peLleHuu
pasUYHbIX 3a4ay NoAAEepKaHMS €€ XU3HEHHOrO LyKna.

B obuiem cnyyae Mogenu MOXHO pasfgennTh Ha CReayioLe BUObl: CmamuyecKue, ONMUChIBAKOLLME CTPYKTYPHbIE
CBOWCTBA cucTeM; OuHamMuyeckue, NpecTaBNsioWMe NOBEAEHYECKME CBOWCTBA CUCTEM; (DYHKUUOHaIbHbIE,
onucbiBalowWwmMe hyHKUMOHaNbHbIE CBOMCTBaA cucTeM. CTaTuyeckas MOAENb OMMCHIBAET COCTaBHbIE YacTy
CUCTEMBI, UX CTPYKTYPY, aTpubyThl, B3aMMOCBSI3M MEXAY HUMKU U Onepauum, KOTOPbIE OHW MOTYT BbIMOSHAT.
Onepauun cTaTyeckon Mogerum SBRASKTCA COObITUAMM  OMHAMWUYECKON W (YHKUMAMU  (DYHKLMOHAMBHON
mogenen. [uHamuyeckas MOAenb OMMCHIBAET NOCNEOOBATENbHOCTL BbINOMHEHWUS Onepauuic B npouecce
(OYHKUMOHMPOBaHUS  cUCTEMbI. DyHKUMOHamNbHas MoZenb OnucbiBaeT npeobpas3oBaHus, OCYLLECTBMSEMbIE
cuctemoi. OHa packpbIBAET COAEPXKaHNE OnepaLyin CTaTUYeckoi MOAEnM 1 CobbITUI ANHAMWUYECKON.

Mo cmeneHu abcmpakuyuu MOAENM MOXHO pasdenuTb Ha KoHuenmyasbHble MoOenu, NpencTaBnaLLme
BbICOKOYPOBHEBbLI B3NS, Ha 3ajady B TepMuHax nNpeameTHon obnactu; modenu  cheyucbukayuu,
ONpefensiolme «BHEWHWIA BUA» W BHELUHEE NOBEJeHWe CUCTEeMbI; MOdenu peanusayuu, KOTOpble OTpaxatT
BHYTPEHHEEe YCTPOCTBO CUCTEMbI, KOHKPETHbIN CNocob peanu3alym HabnoaaeMoro NoBeAeH!s CUCTEMI.
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CyLLEeCTBYIOT pa3nuyHble OnpeaeneHne MeTamogenu. Mcxods M3 Toro, YTO MOLEnM, CO3faBaemble Mpu
paspabotke NC, [OmKHbI BbiTb ONMCaHbl HA KakoM-MGO hopMarnbHOM s3blke — SI3bIKE MOLENMPOBAHNS, Mbl
Bynem cuutatb, YT0 Memamodesb — 3TO MOAENb A3blka MOAENMPOBaHHS, NpUMeHsieMoro Anst hopmanusaumm
onuncaHus cucteMbl. JTuHesucmuyeckass MemamoOesb — 3TO MeTaMoAeNb, KOTopasi OMMCbIBaeT MpeaMEeTHO-
He3aBUCUMbIN 3blk MogennpoBaHns. OHmosozuyeckas Memamodesib — 3T0 MeTaMofenb, KOTopasi ONUCHIBAET
NPeaMETHO-3aBUCUMBbIiA 3bIK MOLENMPOBAHWS.

YeTbipexypoBHEBas vepapxus Mogenen NpeacTaBnsieT KacCUMYeckun BapWaHT MeTaMOZeNvMpOBaHWS npu
co3gaHumn VC (puc. 1). B gaHHOM Mepapxum Kaxabli BbILIECTOSLLMIA YPOBEHb ONPEAEnseT A3bIK ANl OnUcaHus
HWXECTOSALLEr0 YPOBHS. YKCIo YpOBHEN NpU peanu3aLiv KOHKPETHbIX CUCTEM MOXKET U3MEHSATBLCS.

MeTa-meTamogenb M3

MeTamogens M2

Mogenb M1
NaHHble MO

Puc. 1. Knaccudeckas YyembipexyposHesas uepapxusi modeneli UC

Mpn peweHun 3apgaun mogenuposanus VIC Ha ypoBHe MO Haxogatcs daHHble, ONUChbIBalOWUe COCMOSHUE
npedmemHol obracmu, T.e. MoOeNb COCMOSHUS. YPoBeHb M1 SBNSETCS 0HMono2u4eckoli Memamoderbio ans
ypoBHA MO un codepxum molenb npedmemHol obnacmu. YpoBeHb M2 onpefenser JuHa8uCmUYecKyto
mMemamodesibs ana yposHed M1 1 MO: Ha ypoBHe M2 HaxoguTcs Modesib A3bika MOOenuposaHus, C KOTOPbIM
paboTatoT aHanuTukK, paspabotunku, CASE-cpeactaa u np. Camblit BepxHUiA ypoBeHb (M3) onpeaensieT A3biK,
Ha KomopoM onucbigatomesi Memamodenu YpoBH M2.

B 3aBMUCMMOCTM OT KONMYECTBA ypOBHeﬁ co3gaBaeMblx Moaeneit 1 cnocoba ux UCNoNb30BaHNS npu paspa60TKe
VIH(*)OpMaU'I/IOHHbIe CUCTEMbI U TEXHONOMNKU UX CO3aaHMUA MOXHO pa3feninTb Ha HECKOJIbKO KI1aCCOB.

B mpaduyuoHHol  UHGhOPMAUUOHHOU CUCTEME «BHYTPWU» CUCTEMbI HAXOAATCS [daHHble, OMUCbiBatoLLme
COCTOSIHME €€ NpeaMeTHON 0bractn. 3TW JaHHblE COOTBETCTBYIOT HEKOTOPOW MOZENM npeaMeTHon obnacTu,
KoTopas MOXeET BbITb onucaHa Ha nbom a3bike (B TOM yucne 1 Ha ectecTBeHHOM). Mogenb paspabatbiBaeTcs
aHanuTMKamm, nocne Yero pa3paboTunku peanuayioT ee Npu NOMOLLM BbIGPaHHBIX MHCTPYMEHTaNbHbIX CPELCTB
co3panus MC, cuctem nporpaMmupoBaHus. B criydae M3MEHEHWst MOAEnW NpUXOAWUTCS MepenuehiBath W
NepeKoMNUIMPOBATb NCXOAHBIE KOAbI MPUMOXEHUIA cucTeMbl. Yalle Bcero npu peanusauum UC n B npouecce ee
COMPOBOXAEHMS Pa3paboTunkn «yXOAST» OT HayarbHOA MOLENM, kotopas He OOHOBMSIETCS NP BHECEHWM
W3MEHEHMI B CTPYKTYPbI AaHHbIX M anropuTMbl X 06paboTku, YTO NPUBOAMT K pasnnyHeIM npobremam.

B mpaduuuonHeix CASE-mexHonozusix MOAenb NpeaMeTHON obrnacTu onpeaensietcs opMarbHO W HaxoguTes
«BHyTpn» CASE-cuctembl. Mogernb onuchIBaETCA B TEPMUHAX METAMOAENM, KOTopasi MOXET ObITb onpeaeneHa
Ha nobom s3bike W peanuayeTcs ¢ nomolyplo CASE-cpeacTs. MameHeHne mogenu BedeT K HeobxogumocTu
n3MeHeHus koga, creHepuposaHHoro CASE-cuctemon. Kak u B cnyvae € TPaguUMOHHON WHGOPMALMOHHON
CUCTEMO, MeTaMoaenb paspabaTbiBaeTCa aHanuTikamu, Mocne Yero peanuayetcss paspaboTymkamul.
/3ameHeHe meTamoaenu BneyeT 3a cobon nepenuncbiBaHie u nepekomnunsumio CASE-cpeacTea, ogHako Takue
N3MeHeHMs NpoucxodsT kpaiiHe peako. CoBpemeHHble CASE-cpeacTBa npeaocTaBnstT WHCTPYMEHTbI Ans
CO30aHMs M pedaKTMpPOBaHWS MOJenell, a Takke MO3BONSET CreHepupoBaTb OOMblyl YacTb Koda
WH(OPMALMOHHOM cucTeMbl. [onyyeHHass Ha BbIxoge cucTema OObIMHO peanu3yeT BCe Heobxogumble
CTPYKTYpbl [aHHbIX, ONpeaensiemble Moaenblo, obecneynBaeT AOCTYN K AaHHbIM B 6asax AaHHbix (B) w
NpefocTaBnsaeT CTaHAAPTHbIN MHTepdeic nonb3oBatens Ans pabotbl ¢ HUMM. [lporpamMmHble KOMMOHEHTI,
peanuayloliue cneyuduyeckne OnNs KOHKPETHOM CUCTEMbI MOBEJEHYECKMe U (DYHKLMOHAMbHbIE aCnekTbl,
JONUCLIBAIOTCSA Yalle BCero BpyyHyl. B crnyyae usmeHenuss mogenu CASE-cuctema no3sonsieT 3aHOBO
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CreHepupoBaTh Kof npunoxeHuit MC, npn aTom kop, 106aBneHHbIN NporpamMMUCTaMu «BPYYHYHO», COXpaHSIETCs:
(Npn cobntogeHnn onpeaeneHHbIX NpaBun ero Hanucanusl). Mocne NOBTOPHON reHepauun 0Bbl4HO TpebyeTcs
pyyHas gopaboTka koga. [JOCTOMHCTBOM Moaxofa SIBMSETCS TO, YTO CYLIECTBEHHO SKOHOMUTCS BpeMs Ha
HavanbHbIX aTanax paspaboTku. Kpome Toro, NoAAEpKMBAETCS COOTBETCTBIE MEXAY CUCTEMON N MOAENbIO.

WHopmayuoHHbIe cucmembl, ynpasnsieMble MemadaHHbIMu, 06ecneymBatoT 6onee MOLLHbIE BO3MOXHOCTY ANs
OMHaMUYecKor aganTauun. B JaHHOM Criyuae Takke UCMONb3YTCS TPU YPOBHS MOZENeN, 04HaKo NOCTPOeHHast
MoZAenb NpeaMETHON 06NacT HaXOAUTCA «BHYTPWU» MHEDOPMALMOHHON CUCTEMBI B MPOLIECCE ee IKCMTyaTaLum.
Takum  obpasom, nporpammHoe obecneyeHne MHOPMALMOHHOA  CUCTEMbl  BbICTYMaeT B PO
UHMepnpemamopa, a MoAenb — B PONN «ynpassnstowed cucmembl», 3afaoLlen npasuna yHKLUMOHMPOBAHUS
WC. HepoctaTkoM Takoro nogxoda SIBASETCSA TO, YTO HECKOMbKO CHWKAETCS MPOM3BOAUTENBHOCTL CUCTEMbI B
xoge ee akcnnyartauuu. Kpome TOro, ecny OTCYTCTBYET BO3MOXHOCTb MOAKIOYEHWUS BHELUHWMX MPOrpamMMHbIX
KOMMOHEHTOB, PacLIMPAIOLMX  (DYHKLMOHAMBHOCTL CUCTEMbI, TO CTpajaeT YHWUBEPCanbHOCTb BCREACTBUe
HEBO3MOXHOCTW peanu3auumn cneumduyecknx ans KOHKPETHOWM CMCTEMbI (DYHKLWIA, OTPaXatLLMX BrU3Hec-noruky
npeameTHon obnactu. COOTBETCTBEHHO, MeTamMoLeNb AOMmKHa BbiTb MakCUMarbHO MOLLHOW. K 4OCTOMHCTBaM
cregyeT OTHECTM TOT (haKT, YTO NpU M3MEHEHUM Moderu He TpebyeTcs NOBTOPHOE KOAMPOBaHWE WIu
nepekoMNUNALMS — MHOPMaLIMOHHas CUCTEMa NPOCTO HauMHaeT paboTaTb B COOTBETCTBUN C HOBOW MOZENbIO.

Texnonoeuss DSM (Domain Specific Modeling) ¢ eeHepauuell ko0a obecneynBaeT MOgeNMpoBaHNE B TEPMIUHAX
npegmetHom obnactu. B gaHHOM crnyyae [Ons pelweHnst KaxOoM 3adauM  NPUMEHSIETCS CBOM  SI3blK
MOZJENMPOBaHUs, B KOTOPOM UCNOSb3YKTCS UCKMIOYUTENBHO NOHATUS U OTHOLLEHUS U3 NpeamMeTHo obnacTtn UC.

3peck Mcnonb3yeTca yke MeTa-meTamopenb, kotopas peanusyetcs Meta-CASE-cpencteom. [Mpu nomolum
9TOr0  CPeACcTBa  ONUCLIBAETC  MeTamogenb, KOoTopas —OnpedensieT  npeaMETHO-3aBUCUMbBIN  A3bIK
MoLenupoBaHms. Ha ocHose aTon mogenm reHepupyetcs CASE-cpeacTso, npy NOMOLLYM KOTOPOTO OMMCLIBAETCA
MoZenb npeameTHoN obnactu u reHepupyeTcs WHgopmaumorHas cuctema. Meta-CASE- n CASE-cpeactea
MoryT 6bITb 06beanHeHb! B ogHy CASE-cuctemy.

Vcnonb3oBaHue npegmeTHo-3aBucUMoro sisbika (Domain Specific Language, DSL) no3sonsieT cywecTBEHHO
yNpoCTUTb NPOLECC Co3haHus Modenei npeaMeTHon obnacti, B KOTOPOM MOTYT MPUHAMATL aKTUBHOE yvacTue
3KCNepTbl — CeuuanucTbl B AaHHOM npegMeTHon obnactu. Mpoune npemmyLiecTBa U HEQOCTaTKN, CBS3aHHbIE C
reHepaumen koga, CoBNaaatoT ¢ COOTBETCTBYIOLMMI XapakTepucTukamu TpaguumnoHHon CASE-TexHonorum.

Texnonozus DSM ¢ uHmepnpemauueli memadaHHbIX (puc. 2) obecneynBaeT MakCUMarbHbIE BO3MOXHOCTY
apantayuv. [laHHbIn BapuaHT sBnseTcs kombuHaumen ayx npegpiaywmx. Metamogerns, mogens U aaHHble MC
HaXoL4ATCS «BHYTPU» WHGOPMaLMOHHON cucTembl. B aTom criyuae CASE-cpecTBa No3BONSKOT CO34aTh MOAENM
W VHTEPNPETMPOBAaTb UX B XOAE 3KCMnyaTauum cucTeMbI (415 3Toro paspabaTtbiBaloTcs cneumanbHble run-time
KOMMOHEHTH!).

WHopmaLmoHHas cuctema

MeTamopenbl S

MeTa-meTamogens

Puc. 2. TexHonoaus DSM ¢ uHmepnpemayueli MemadaHHbIX

[ns Toro 4ytobbl AaHHbLIN NOAXOA OKa3ancs NPUMEHUMbIM Ha NpakTuke, HeOBXOAMMO YTObbI MeTa-MeTamogenb
Oblna MakcMmanbHO Bblpa3uTenbHOW. WHTepnpeTauus cpasy [OByX YPOBHEN MeTamogeneil MpuBOAMT K
OLYTUMOW MOTepe NPOW3BOAMTENBHOCTW, OAHAKO MPU [LOCTAaTOMHOW BbLIPA3UTENBHOCTM MeTa-MeTaMogenu
nony4yaeTcs Ype3sblyaiiHo rbkas cuctema. [aHHble NOAX0L peanuayeTcs B NpeacTaBneHHON B JaHHOW paboTe
CASE-TtexHonorum METAS, pa3spabatbisaemon B AHO Hayku 1 06pa3oBaHnst «IHCTUTYT KOMMbIOTUHra.
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TexHonorus co3gaHna AMHaMUYeCKU afganTupyembix VIH(*)OpMaLWIOHHbIX CUCTEeM,
ynpaBnfieMbiX MeTagaHHbIMU

MakcumanbHas mbkocTb IC MoxeT ObiTb AOCTUTHYTA, ECNM KaK Mpu pa3paboTke CUCTEMBI, Tak W B xode ee
aKCMNyaTauun NpUMEHSIOTCS MemadaHHble, OMUChIBAIOLLME OCOOEHHOCTM NPeAMETHOI 0bnacTu, Ans KOTOpOil
co30aeTcs CUCTEMa, YCroBus ee paboTbl U XxapaKTepUCTHKM BU3HEC-NPOLLECCOB M NONb30BaTENEN.

CASE-texHonorna METAS (METAdata System) — 370 OCHOBa Ansi CO30aHWS OMHAMWUYECKM HacTpauBaeMblx
WH(OPMALMOHHBIX CUCTEM, YNPaBIsSiEMbIX MeTafaHHbIMM, MOBbILIEHNS UX aAanTUpyeMocTW B mpouecce
aKcnnyaraumum 3a CHeT UCMNONb30BaHNS MHOMOYPOBHEBBIX Mogenen. KrioyeBbiM MOMEHTOM TEXHONOMN SBNSETCS
NCNOMNb30BaHWNe 83aUMOCBA3aHHbIX MemadaHHbIX, ONUCHIBAOLMX MHPOPMALMOHHYKO CUCTEMY U €€ OKPYXeHWe C
PasfNYHbIX TOYEK 3PEHUS M Ha Pa3HbIX YPOBHSX AeTanu3aumm.

OcHoBHoe oTnnume aaHHon CASE-TexHomory OT Apyrvx, reHepupyowmx kog npunoxeHuin MC Ha kakom-nnbo
A3bIKE MPOrpaMMMPOBaHMS MO 3adaHHbIM CrieludvKaLmam, onuckiBaloWmMM npegmeTtHyto obnacte UC (ee
MOZJ€Nb) M OKPYXEHWe, COCTOUT B TOM, YTO B J@HHOM Cly4ae 3TO OMMCaHWE MCMonb3yeTcst BO BpeMs paboTbl
nporpamMmHoro sapa WC, koTopoe BbIMOMHSET (yHKUMW NpefcTaBneHus [daHHbIX U ux o6paboTku no
ONpeAeneHHbIM 3TUMM MeTafaHHbIMKU MpaBunam, UHmMepnpemupys ux. ATo co3haeT XOpoLine Npeanochiki
ANS CO3MaHNs «MHTENNEKTYanbHON» CUCTEMbI, KOTOPasi MOXET HacTpamBaTbCA Ha NOTPEGHOCTY NONb30BaTENS U
MEHSIKOLLIMECS YCIIOBKS 3KkcnnyaTtauumm, 8 xode pabomei ¢ Heli nonb3osameneli. Kpome Toro, npy Takom nogxoae
NpoekT 06nagaeT BbICOKOW CTeneHbto 0OpaTHOM CBA3M, TaK Kak pa3paboTumk, MEHsI Mogenu (MeTagaHHbIE),
Cpa3y BWMOWMT COOTBETCTBYKOLME W3MEHEHWS B peann3yemoi Ha ocHoBe [faHHoW TexHomnorum WC (B ee
NHEOPMALMOHHBIX 0OBEKTaX U CBA3AX MEXAY HAMM, B MHTEPIEeCe Nonb3oBaTens 1 yHKLMOHANBHOCTM U T.0.),
NOTOMY YTO OH haKTU4ECKM paboTaeT C TOi e CUCTEMOWN, YTO M MOMb30BaTENb, HO UCMONbL3Ys CrnelmanbHbli
CASE-uHcTpymeHTapuin. Mpu obblyHOM ke noaxoge, peanu3oBaHHOM B GomblwuHcTtBe CASE-cucTem,
pa3paboTyMK ONMCbIBAET MOAENb CUCTEMbI, MOCNE YETO BbIMOMHAETCS reHepauns koda NpUnoXeHWA, N TOMbKO
Mnocrne 3TOr0 OH MOXET OLEHUTb Pe3yNbTaT BHECEHHBIX B MOZENb UBMEHEHNI.

TexHonorust METAS 6a3upyeTcs Ha ucnonb3oBaHum s3bika UML 1 npeaMeTHO-OpUMEHTUPOBAHHBIX S3bIKOB ANs
paspabotkn mogeneit VIC, onucanus 6usHec-npaBusn, cneumduyecknx Ans KOHKPETHbIX NpeaMeTHbIX obnacten;
Ha TexHonoru RUP (Rational Unified Process) u TexHonorum paspabotkn XP (eXtreme Programming); Ha
nnatcopme .NET Framework n uHctpymenTanbHbix cpegereax MDK Suite (Meta Data Kernel Suite).

MeTagaHHble npeacTaBnsioT gpopmanusosaqHoe onucaHue WC, pasmelleHHoe B 6ase metagaHHbix (BMI),
NCMonb3yemoe ANs HAaCTPOMKM NMPUIOKEHWS Ha YCMOBIUS AKCMIyaTauun B npoLecce ero paspaboTku, a 3aTem —
3arpyskn 1 BeinonHeHusi. OHu onmucbiBatoT cnepytowme acnektel VC: o6bektsl C 1 noseaeHne o6bektos YC,
BusHec-onepaumm M GU3HEC-NPOLIECCHI, NEPBUYHbIE AOKYMEHTbI W OTYeTbl, BU3yarbHbIl WUHTEepeNc
nonb3osatens UC, mogenb 3awmtbl. MeTagaHHble NpeacTaBnsatT Modenu, kaxaas U3 KOTOPbIX OMWUCbIBAET
onpeaeneHHyto vactb, acnekt WC (HekoTopble MoAenu MOryT OnWchiBaTb OAHM U Te e yactn UC, Ho ¢
pasnuuYHbIX ToYek 3peHns)). Takum obpasom, metagaHHble B METAS — 370 B3aumocBsi3aHHble Mogenu (puc. 3),
OfHa MOLENb MOXeT OCHOBbIBATLCA Ha APYron, 1 NpeacTaBnsTb coboit 6onee BbICOKOypoBHEBOE onucaHue UC.
MporpamMmHble KOMMOHEHTbI CUCTEMbBI PaboTaloT C MeTaaaHHbIMU COOTBETCTBYIOLLErO YPOBHS (MM HECKOMbKUX
B3aMMOCBSI3aHHbIX YPOBHEN).

MeTapaHHble MIC pasfeneHbl Ha cnon, npeacrasnAroLne crneayolne 0CHOBHbIE MOAENN:

o Qusuyeckas modesnb (Physical Model) — meTagaHHble, onuckiBatoLme npeacTasnexue obbektos UC B Bl
(Hanpumep, Tabnuy B[, B KOTOPOM XpaHATCA AaHHbIE 06 0BbekTax, 1 cBA3ei Mexay HumK). B npouecce
(DYHKLMOHMPOBAHWS OHW CRyXaT OCHOBOW noriyeckon mozeny. Moaens aBToMaT4ecky reHepupyeTcs no
CO3[j@aHHOMY Ha NOr1YECKOM YPOBHE OMUCAHUIO CUCTEMBI.

o Jloauyeckasi modesnb (Logical Model) — meTagaHHble, ONMChbIBalOLME CYLLHOCTW NpeaMeTHON obnacTu,
Ans kotopon cospaetcs UC, nx noseaeHne (Yepes onepauunm), a Tawke obwme onepauun VC. [aHHas
MOZenb OCHOBbLIBAETCS Ha HoTaumsx s3bika UML u no3sonsieT paboTatb nonb3oBaTensiM CUCTEMbI B
TEPMUHaX NpeaMeTHo obnacTu.
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o [lpeseHmayuoHHas Mmodens (Presentation Model) — MeTagaHHble, OnMCbIBaOLME BU3yanbHbIN
nHTepdeiic nonb3oBatens npu pabote ¢ obbektamm KC.

KOMMOHEHT onepaTusHoOM ASP-

paboTbl KOMMOHEHT
C JaHHbIMK

¢ A
v

lMpeseHTaumoHHas Web
MOAEnb MOAEnb

MeHepxep
fbe3onacHocTy |

A Mogenb
Nornyeckas He3onacHocTy

MoZenb

KomnoHeHT
penopTuHra

4

v

duanyeckast
moZenb

Mogenb penopTunHra

E > KomnoHeHT
y PECTPYKTypH3aLmm

y

Mogaenu ba3zoBble knacchl
KomnoHeHT
MDK Y

MUrpaLmm

bMA 3
WHTepdeitc goctyna
K A@HHBIM

il (ADO .NET)

dl

Puc. 3. Modenu memadaHHbIx U KomnoHeHmb! METAS

HaGop xapakTepucTuk, oTpaxaemblx B MOZenu, MOXeT ObiTb AuHamuuyecky paclumpeH. Habop meTapaHHbIX
MOXET TaKxKe paclLMpsTbCs NyTeM Jo6aBNEHUs HOBbIX MOZENEN, ONUCHIBAIOLLMX HOBbIE CTOPOHbI M cBoiCTBA VIC
WM CYLLECTBYIOLME, HO C HOBbIX TOYEK 3peHMS. B 4acTHOCTM, B CUCTEMy BKIMHOYEHbI Crieaytolise Mofenu,
ONMPAIOLLIMECS HA NEPEYNCIIEHHbIE BbILLE OCHOBHbIE:

o Modesb penopmunaa (Reporting Model) — MeTagaHHble, ONMCLIBAKOLWME 3aNPOCHI, NEPBUYHBIE OKYMEHTI
1 OTYETbI, (DOPMUPYEMbIE B XOAE BbIMONHEHUS BU3HEC-ONEpaLmii M BU3HEC-NPOLECCOB, UCNONb3yEMbIE
ANs aHanuaa faHHbIX;

o Modenb busHec-npoueccos (Business-process Model) — meTagaHHble, onucbiBatLe GusHec-onepawmm
1 6usHec-npoueccel, nogaepxusaemsie VC;

o Web-modenb, koTopas obecneumBaeT goctyn k pecypcam WC ans yaaneHHbIX nonb3oBaTenei vepes
Web-uHTepdeic.

Modens 6e3onacHocmu (Security Model) no3sonsieT KOHTPOIMPOBaTL NOMHOMOYKS NOSb30BaTENEN, UX NpaBa Ha
BbINONHEHWe onepauuii Hap obbektamm WC unm Ha JOCTyn K MOAEnsM MeTafaHHbIX. Moacuctema 3awuthl
pabotaeT ¢ cobcTBeHHo B,

CASE-uHcTpyMeHTapuin no3BonseT onucbiBaTb 06bekTbl 1 GusHec-npoueccsl C, cTpoutb 3anpochl 1 0TYETHI B
TEPMUHAX NpeaMeTHOM 0bnacTi, HacTpamBaTb CTaHAAPTHO CreHepyMpOBaHHbIE (hOpPMbl BBOAA M OTOBpaxeHns
[aHHbIX, pasmelleHHblx B B[l cuctembl, a TaKke 3KCMOPTMPOBAaTb WM MMMOPTMPOBAaTb MOAENU W AaHHble
AuHamuyeckn. CTaHpapTHas Gu3Hec-norka MoxeT OblTb pacluMpeHa nyTem OnpeaerneHnst HOBbIX TWMOB W
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onepauui, cneynduyHbix ans koHkpeTHoit UC. Obecneunsaetca agantauus UC 6e3 nepenporpaMmmpoBaHis
ee KOMMOHEHTOB M 6e3 yyacTus paspabotumkoB. Cpeacta wHTerpauun MC Ha ocHoBe TexHonorum BizTalk
Server peanu3oBaHbl kak OTAENbHOE MPUNOXEHNE.

ApxuTeKkTypa UH(HOPMaLMOHHOW CUCTEMbI, CO3AAHHON Ha OCHOBe TexHonorun METAS

WcnonbaoBaHne CASE-TexHonorum METAS nossonsieT co3aatb VIC, apxutekTypa KOTOpOW NpeacTaBnseT cobon
KIMeHT-cepBepHoe NpunoxeHue (puc. 4), pasdutoe Ha GomMeHb!.

NomeH NC Ne1 omeH AC Ne2
KnueHt KnveHt KnuneHt Knnent
¢ [ | ¢ [ |
v v o] v v
NET Remoting ADO 2 NET Remoting ADO
o
Cepaep 1IC CYbA § Cepeep 1IC CyBQ
X T 3
o
o s |
——— © —
I = I
=
v = v
BizTalk Server > 2 [*BizTalk Server

Puc. 4. [JomerHas apxumekmypa UC, co30aHHol Ha ocHoge METAS

Pa3buBka Ha [OOMeHbl npegHasHayeHa ANS peanu3auuu pacnpepeneHHblx WC, BKMuYalowmx aBTOHOMHO
(YHKUMOHMPYIOLLME, He MMElWMe OnepaTuBHOM CBS3M noacuctembl. [omeH MC —  3aKOHYEHHOe
pacnpefeneHHoe NpunoxeHve, npeacraensiowee cobon noacuctemy kopriopatueHoi VIC, yCTaHOBREHHYO B
OTAENbHOM YYpexaeHuu, CoCTosILLEee U3 OLHOMO CepBepa U HECKOMbKUX KITMEHTOB.

Cessb Mexay pAomeHamu WC ycTaHaBnuBaeTcs Ans PeniMUMpOBaHMsS Moaened W [aHHbiX, obmeHa
[OKyMEHTaMW, OTYeTamu.

3aknioyeHue

OCHOBHbIMY NpeUMYLLECTBaMW NPeACTaBMNEHHON TEXHONOTUN SBNSIOTCS:

o 2ubkocmb U 803MOXHOCMb OUHamuyeckol adanmayuu CUCTEMbI K W3MEHEHUSM  YCroBWN
(yHKLMOHMPOBAHMS, NOTPEBHOCTAM NONb30BaTENeN C MUHUMAIbHBIMW 3aTpaTamu;

e BO3MOXHOCMb UHMeepayuu C BHELLHNMU CUCTEMAMU,

e omcymcmeue Heobxodumocmu cneyuanbHol nod2omosku nosib3osamerel, obecneyeHne BO3MOXHOCTY
paboTbl B NPWUBbLIYHO ANSt HUX Cpede W B TEPMIUHAX 3HAKOMOW NpeaMeTHON obnacTty,;

o HeebiCOKUe mpebogaHUs K Npo2paMMHO-annapamHol nnamgopMe npu  [OCTATOMHO  MOLUHbIX
BO3MOXHOCTAIX cbopa, xpaHeHus 1 06paboTku AaHHbIX.
Pa3paboTaHHble cpefcTBa CryxaT OCHOBOM 15 pa3paboTku CPeACTB aBTOMATUYECKO aaanTaLmm, OCHOBAHHbIX
Ha MCMOJb30BaHNUN OHTOOMI W areHTHbIX TEXHOMOTUSIX.

BnaropgapHocTu

Pabota BbinonHeHa npu nopaepxke rpaHta POOU Ne 08-07-90006-ben_a.
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OHTONOrMYECKUA METO[ AOONPEQENEHWUA UMUTALIMOHHON MOLENN

Anekcanap Mukos, EneHa 3amatuHa, EBreHun Kybpak

AHHOmauus: B 0oknade npedcmagneHa nodcucmema doonpedeneHus umumayuoHHol modenu. MModcucmema
A8719€MCA KOMNOHEHMOM CUCMEMbI UMUMaUUU U a8moMamu3upo8aHH020 NPOEKMUPOBAHUS 8bIHUCTUMETbHbIX
cucmem Triad.Net. B Triad.Net Ha paHHUX cmadusix NPOeKMUPOBaHUsI NoMb3osamesib MOXem onycmumb
Hekomopkle Oemarnu npu onucaHuu modenu npoekmupyemozo obbekma. Tem He MeHee, eMy Heobxodumo
nonyyumb  OUeHKU (nycmb U npubruxenHble) yHKUUOHUPOBaHUS 3mo2o obbekma. [lodcucmema
OoonpedeneHusi no onpedeneHHbIM KpumepusM OCywecmesnisiem nouck ¢hpaemeHma npoepaMMHO20 Koda,
noseonsirowe2o  doonpedenums  Modenb.  Pasnudatom — aemomMamuyeckoe U - NnosyasmomMamu4eckoe
doonpedeneHue modenu. B cmambe npusodumcs apxumexkmypa nodcucmemsi doonpederieHus, onucaHs!
anaopummbi  agmomamu4eckozo 000npedenieHus, OCHOBaHHbIe Ha OHMOI02U4ECKOM no0xode, yKa3aHsbl
0cobeHHOCMU noslyagmomamuyecko2o 0oonpedeneHus..

Kniouesbie cnosa: VimumayuoHHoe MOOEnUpos8aHUe, cucmeMbl asmoMamu3upO8aHHO20 NPOEKMUPOBAHUS,
asmomamuyeckas 2eHepayus modenet, oHmonoauu, OWL.

ACM Classification Keywords: 1.6 Simulation and Modeling 1.6.2 Simulation Languages; J.6 Computer-aided
Engineering; 1.2 Artificial Intelligence 1.2.5 Programming Languages and Software - Expert system tools and
techniques

Conference: The paper is selected from XIVt International Conference "Knowledge-Dialogue-Solution" KDS 2008, Varna,
Bulgaria, June-July 2008

BBeaeHue

M3BeCTHO, 4TO UMUTaLMOHHOE MOAEeNMpoBaHNE ABNAETCA OOHUM U3 Hanbonee yacTo Mcnonb3yemblX METOO0B
npu nccnegoBaHnn CNOXHbIX CUCTEM U, B YHAaCTHOCTU, NMPU NPOEKTUPOBaHNA BC.

WccnenoBaTenu CNoXHbIX CUCTEM YacTO CTanKuBalTCS C CUTyalLmeil HeoBXOAMMOCTM aHanmaa He MONHOCTbI
onucaHHomn mogenu. OBbIYHO 3TO BbIPAXAETCs B TOM, YTO HEM3BECTHBI B TOYHOCTY NpaBuna yHKLUMOHUPOBAHNS!
(noBegeHve) OTAeMbHbIX ANIEMEHTOB. Hanpumep, Npy MOLENMPOBaHUN KOMMbIOTEPHBIX CETEN NPOEKTUPOBLLMK HE
BCErfa MOXET TOYHO OMpefenuTb anroputM paboTbl MaplupyTu3aTopa. Ha paHHUX CTagusix NpoeKTUpOBaHMS
[I0CTAaTOYHO [JO0BOMbHO rpy6o onpegenuTb ero noeefeHve. [ns uccrepoBatens BakHO, 4ToObl AaHHble
nepefaBanucb No CETW, @ KOHKPETHbI anroputM paboTbl MapLipyTM3aTopa ero BPEMEHHO He MHTEpecyerT,
uccneosatenb abeTparupyeTcs oT aTX AeTaneil.

FCHO, YTO B TaKMX YCrIOBUSIX UMUTALMOHHOE MOLENMPOBaHMe He AacT abComioTHO TOYHOM KapTUHbI MPOLECCOB,
MPOMCXOASLUMX B CINOXHOM CUCTEME, TEM HE MeHee, NpUOMMKEHHbI pe3ynbTaT MOXeT ObiTb NOMyYeH.
TpyoHOCTL 3aKMiYaeTcst B TOM, YTO MpOrpamMMHAs CUCTEMa WMMUTALMOHHOTO MOAENMPOBAHUS HE MOXET
MPOBECTU CEaHC MUMUTALMM B OTCYTCTBUE XOTS Obl OAHOW NpoLEaypbl, OMUCHIBAKLLENA (YHKLMOHUPOBAHME
ArIEMEHTOB MOJENMPYEMON CIIOXHOM cucTeMbl. TpebyeTcsi 3aMeLLEeHre OTCYTCTBYHOWMX NpoLeayp KakiMU-NnGo
UMEIOLLMMUCS «NOAXOASALMMIY BUBNMOTEYHBIMM NPOLEyPaMN.

B pabote paccmatpuBaetcs noaxod, 0asupylowmiics Ha 3HaHWAX, NPEeACTaBMEHHbIX B BUAE OHTONOMMM
MoZenvMpyemon npeameTHor obnactu. OTcyTCTBYIOWME NpoLeaypsl BbibupaoTcs M3 GubnuoTekn Ha OCHoBE
WH(OPMALMM O KOHKPETHBIX MOZENUpYeMblX 3NeMEeHTax CUCTEMbI, NPEACTaBMNEHHON B BUOE CEeMaHTUYECKOro
TMNa — 0co60M METKM, NPUCBAMBAEMOII SNEMEHTY MOdenM Anst 0603Ha4eHNs ero hyHKUMM, a TAKKE HEKOTOPbIX
JOMONHUTENbHLIX OrpaHuyeHuin. Beibop npoueayp NOOXOASALMX CEMAHTUYECKMX TWUMOB OCHOBBLIBAETCS Ha
OHTONMOTMYECKO MHAOpPMaLMM O MOZenupyemon npegmeTHon obnactu. [lonomnHuTENbHbIE OrpaHUyeHNs
noseonsioT 6onee TOYHO BbibpaTh BrbnMoTEYHYO NpoLeaypy.
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OHTOnOrMYeckui nogxoa B UMMTaLMOHHOM MOZENUPOBaHNUM

13BeCTHO, YTO OHTOMOTMS — 3TO OMKUCaHWe TUMOB CYLIHOCTENW, CYL|EeCTBYKOLMX B MpeaMeTHoN obnactu, wx
CBOWCTB W OTHOWeEHUA. Kaxgas npegmeTHas obnactb (Hekas YacTb peanbHOro Mupa) MOXeT ObiTb onucaHa ¢
NOMOLLb0 OHTONOM. OHTONOMK CO3AAITCS U UCMONb3YITCA BO MHOXECTBE 0b6racTeil 3HaHUiA, B TOM YuChe,
W3BECTHbl MPUMEPbl WX YCMELIHOTO MPUMEHEHUS B MMUTALUMOHHOM MogenupoBaHuu. OpHako co3aaHue
OHTOMOTMIA ANt MOAENUPOBaHUS SBNSIETCA JOCTATOYHO CROXHON 3afayeil, MOCKOMbKY 9TOT METOA UCMOnb3yT
QNS UCCNeoBaHNA CaMblX Pa3HOOOpasHbIX CUCTEM, OTHOCALUMXCS K Pa3nnyHbiM NpeaMeTHbIM obnacTam
(XMMWUYECKUM, (PU3MYECKMM, TPAHCMOPTHEIM W T.4.). Kpome TOro, MeToabl MMWUTALMOHHOMO MOZENVPOBaHMS
OCHOBaHbl Ha MaTEMaTUYECKNX, BEPOSTHOCTHBIX 1 CTaTUCTUYECKMX pacyeTax, 1, Takum 0bpa3om, OHTONoMM Ans
9TUX obnacTen JOMKHbI CIyXUTb OCHOBOW AMNS BCEX OCTanbHbIX. OHTONOrMM UCMOMb3YHT Ha Pa3nnyHbIX dTanax
WMUTALMOHHOTO MOLENMPOBaHWSA, HauMHas ¢ dTana cbopa MHOpMauMM O MOZEnupyeMon cucteme U
3aKkaHuMBas atanom Banuaauun mogenu [Fishwick 2004].

Mpumepamn MCMONb3OBAHWS OHTOMOMII MOAENWUPOBAHNUS MOTYT CMYXUTb YNpaBMnsemble OHTONOTUSMU Cpedsl
MOZENMPOBaHMs, a Takke Noaxodbl K 0ObeanMHeHMo pasnuyHblx depepatos, paspabaTtbiBaemble ans HLA.
Mopxop, paspabatbiBaembln Ans HLA, ucnonb3yeT OHTONorMM Ans onucaHus TpeboBaHuin, KOTOPbIM LOMKHbI
YOOBNETBOPSATL MHTEPGhENChl hefepaToB A9 YCNEWHOro B3aMMOAEUCTBUA B (heaepauun, a Tak e Ans
pa3paboTkum aTux TpeboBaHMI, C y4ETOM 3HAHWI O MOLENMPYEMON NPEAMETHON 06nacTy.

B pabote [Liang, 2003] npeacTtasrneHa OHTONOTMS MOPTOB, paccMaTpuBaeMas Kak CPeAcTBO aBTOMaTW3aLuu
NOCTPOEHNS MOLeNen U3 KOMNOHEHTOB. MopTbI ONUCHIBAKOT MHTEPEIIC, ONPeaensIOLMA TPaHNLbI KOMNOHEHTOB
WKW MOACMCTEM B KOHGurypauum cuctembl. Cuctema npeacTaBneHa Kak KOHQuMrypauwsi nogcuctem umm
KOMMOHEHTOB, COEAMHEHHBIX APYr C APYrOoM Yepe3 YeTKo OnpeaeneHHble uHTepdenchl. OHTONorM yCnewwHo
NPUMEHSIOTCS W B ApYrvX paboTax No MMMTaLMOHHOMY Mofen1poBaHmto [Benjamin, 2006].

I'Ipe>|<,qe, YeM MNpeacTaBuUTb aAPXUTEKTYPY NOACUCTEMbI foonpeneneHusa MoAenn, onucatb KpUtepuu Bbl60pa

noaxoasLmx BubnnoTeyHbIX npoueayp, peanuaylowmx (yHKLMOHMPOBAHWE HEKOTOPOro 3rieMeHTa MOZenw,
onuiem ocobeHHOCTW NpeacTaBneHNs UMUTaUMOHHON Modeny B Triad.Net.

WmutaumonHasa mogens B Triad

MmutaumonHas mopenb B Triad [Mikov, 1995] npeacTaBnsieT coboi COBOKYMHOCTb OOBEKTOB, KOTOPbIE
JENCTBYIOT NO ONpedenéHHbIM CLeHapusM M 0OMEHMBAKOTC MHAGOpPMaUMen Apyr C ApYroM U MOXeT ObITb
npeactasneHa Tpomkoit: w = {Str, Rout, Mes}.{Str), (Rout), (Mes) — aT0 crnomn CTpyKTyp , PyTWH 1 COOBLLEHMIA
COOTBETCTBEHHO.

Cnoi CTpyKTyp npegHasHayeH Ans OnucaHWst MOAENUPYeMbIX OBBLEKTOB M CBSA3EN MeXZy HUMMW, CROW PYTUH
npeacrasnser cobon Habop anropuTMOB MOBEAEHMS MOZenvpyemblx OOBEKTOB, a Cron coobuleHuit gaét
BO3MOXHOCTb  OMUCbIBATb COODLLUEHNSt CMOXHOW  CTPYKTYpbl. Mogenupyemble 0ObeKTbl 4acTo  UMEKT
Nepapxnyeckyto CTpyKTypy. MmuTaunoHHas Moaenb Takxe SIBNSieTCA nepapxuyeckon. Kaxabil u3 ypoBHel
MOXHO onucaTb Kak rpad ¢ nonocamu P = {UV,W}, roe V — MHOXeCTBO BepLUMH rpada, kaxgas BeplUnHa
npeacTaenser coboi Moaenupyemblit 0OBEKT, KOTOPbI HAXOOUTCA HA KOHKPETHOM ypoBHe uepapxum. W —
Habop [ayr, CBsA3bIBAKLWMX BepluMHbl rpada (mogenupyemble 06bekThl). U — Habop BHELWHWX MOMHOCOB.
BHyTpeHHWe nomtoca ncnonb3ytoT Ans nepegayn CoobLieHUn Ha OOHOM YPOBHe nepapxuun. Wx pasgensiot Ha
BxogHble In(V) v BeixogHsle Out(V). Habop BHELLHMX MOMIOCOB CRYXMT ANns nepegayun nHgopmaumm obbekTam,
HaxoasALWMMCA Ha pasnuuHbiX (CMEXHbIX) YPOBHSX Mepapxun. CTpykTypa Mogenu npeacTaBnsercs
Mepapxuyeckn, 4N 3TOro BBOAMTCA Onepauus paclumpoBku 0BbekTa CTPYKTypon. Mpn BbINONHEHUM 3TOM
onepauun HEKOTOPOM BEPLUMHE V CTPYKTYpPbl CTaBUTCS B COOTBETCTBME rpad, ONMWCHIBAKOLLMIA BHYTPEHHIOK
CTPYKTYpy 06beKkTa cucTeMbl, NPEACTaBNEHHOrO BEPLUMHON V. YCTaHaBNMBAETCS TaK Xe COOTBETCTBME MeXay
NOMKCamMK BEPLLMHbI 1 BHELLHUMI NOMOCaMM paclundpoBbIBatoLLEro rpadha, Takum obpasom, rpad «obLiaeTcsy
C OKPYXXEHWeM Yyepe3 NHTepENC, NpeoCTaBNEHHbIA BEPLUMHON.
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PyTuHa npencTaBneHa MHOxecTBamu CobbiTui (E), cocTosHWiA Q, MOMEHTOB BpemeHu. Kaxpoe cocTosHue
onpepensietcs HabopoM 3HAYeHU NoKamnbHbIX NEPEMEHHbIX (MHOXECTBO Var) KaXmod KOHKPETHOW PYTWHbI.
MoBeageHne OObekTa CUCTEMBI, MPEACTABNSIEMOr0 HEKOTOPOHA BEPLUIMHONA CTPYKTYpbI, ONpedensiercs myTém
HaNOXEHWS Ha HEE COOTBETCTBYIOLEN PyTUHBI. Onepauus HanoXeHWs PyTWHLI BO MHOTOM CXOXa C onepauuen
paclndposkn obbekTa. PyTHa Takum xe 0bpa3om npeacTaBnsieT BHYTPEHHEE YCTPOMCTBO 06bEKTa CTPYKTYPbI.
Tak Xe yCTaHaBMMBAETCH COOTBETCTBIE MEXAY NOMOCAMM BEPLUMHbI 1 NOMKOCAMU HAMOXEHHON Ha HEE PYTUHBI.
CoobLLeHus, NpuxoasumMe Ha BXOAHblE MOMCa BEPLUMHbI, MTHOBEHHO MepedatoTcsl Ha COOTBETCTBYOLME
nomnca pyTiHbI, 1 HA0BOPOT: COOBLEHMS UCXOasALMe Yepes BbIXOAHbIE MOMOCa PYTUHBI, NepeaalTes Yepes
COOTBETCTBYIOLLME MOMOCA BEPLUMHLI. HanoxeHue pyTUHbI BO3MOXHO TOMbKO Ha TEPMUHANbHYK BEpLUMHY
Mogenu (T.e. He paclMpPOBaHHYKD CTPYKTYPOM), T.K. NMOBEAEHWE PacLUMPOBAHHON BEPLUMHLI OMpeAenseTcs
MnoBefEeHNEM BEPLLNH €€ BHYTPEHHEN CTPYKTYPbI.

[Onsa cbopa CTaTMCTUYECKNX AaHHbIX O XO4Ee MOLENMPOBaHMS, 4S9 aHanusa ¥ NpeacTaBneHus pesynbTaToB
MMUTALMOHHOIO aKcrepumeHTa B Triad MCNONb3yOT cneuuarnbHble CpeacTBa — MHOPMaLMOHHbIE NpoLeaypb! 1
yCnoBus MoAenupoBaHns. MH(opmaumroHHble npoLeaypbl U YCrOBUS MOAENMPOBaHUS PEaninayioT anroputm
nccnenoBaHus. ANropuTM CCrefoBaHWa OTAeNéH oT mogenu. Monb3oBaTenb UMEET BO3MOXHOCTb U3MEHUTb
anropuTtM  UCCMeoBaHWS B XO4e MOLENMPOBaHWsA, NpW 3TOM MOAEeNb OCTaéTCs HEeU3MEHHOW, HeT
Heobx0aMMOCTW BHOCUTb B HEE Kakue-nbo n3MeHeHus, 4Tobbl ykasaTb anropuTMy UCCeLOBaHUs Te ANEMEHTLI
MOZenu, 3a noBedeHMEM KOTOPbIX Hado BecTU HabniopeHwe. YnpaBneHue WMMTALMOHHBIM KCNEPUMEHTOM
OCYLUECTBMSETCS B YCNOBUAX MOAENMPOBaHNS. B ycnoBusx MoLenupoBaHus ykasbiBatoT YCNOBUS 3aBepLUEHUS
MOZEnMpoBaHus, onpeaenstT Habop MHKOPMALMOHHBIX NPOLEAYP, KOTOPbIE OCYLLECTBASKT cOOp MHGOpMaLmMK
00 MMUTaLMOHHOI Moaenu.

Heobxoanmo oTMeTUTb 0COBEHHOCTb MMMTALMOHHBIX Mogenen B Triad: Mogenb He SBNSETCS cTaTuyeckon. B
Triad onpepneneHbl onepauuu Hag MoAensmu B kaxaom u3 Tpéx cnoés [Mikov 1995]. 310 onepauum B crnoe
CTpyKTYype: pobaBneHne v yaaneHue BeplunHbI, fobaBneHe u yaaneHne nomocos, aobasneHne W yganexue
oyr, pébep, obbeanHeHne rpado (Moaenb npefcTaBneHa B Buae rpadha), nepeceyenue rpagos u 1.4. B cnoe
PYyTUH — 3T0 fobaBneHue u yaaneHue cobbituit u3 rpada cobbituin. B crnoe coobuieHnin — nobasnexue u
yaaneHue T1nos u T.4. Kpome Toro, B A3bike Triad onpeaeneH onepartop HanoxeHus cnost coobLleHunin. 3ameHmns
Cno cooBLLEHNN HOBBIM, UCCeAoBaTENb UMEET BOSMOXHOCTb (HE M3MEHSISi MOAENM) MPOBECTU IKCNIEPUMEHT C
TOV K€ MOLENbIO, HO C APYrMUW NpaBuiaMn Npeobpa3oBaHns AaHHbIX.

Moacucrema goonpegeneHns UMUTaLMoHHon mogenu B Triad.Net

Kak yxe Obino ckasaHo paHee, Ha Ha4anbHbIX 3Tanax NpPOEKTUPOBaHUS UCCreaoBaTENb MOXET onucaTb MOAENb
4acTU4YHO, ONYCTMB OMUCaHWe NOBEAEHUS Kakoro nubo anemeHTa mogerm i~ = {STR,ROUT*MES}), He ykasas
WH(OPMALMOHHbIE NOTOKM, BO3AEUCTBYIOWME Ha Mogerns (us* = {STR*,ROUT*MES}), He onpepenus npasuna
npeobpasoBaHus curHanos B cnoe coobieHnin (un* = {STR,ROUT*MES}). OgHako ans 3anycka mogenu u
nocneaytoLLero e€ aHanuaa BCe 3TU NEMEHTbI AOMKHbI BbITb Tak UK MHaye (NycTb NPUBAKEHHO) OonncaHbl. B
Triad.Net goonpegeneHue BbINONHAETCS NOACUCTEMON Aoonpeaenewus mogenu. Ha puc.1. npegcraeneH
npouecc 06paboTkm UMUTALMOHHON MOLENN.

Cne,qyeT pasnuyatb aBTOMaTU4eCKoe 1 nonyaBToMaTU4ECKOe Aoonpedeneqne Moaenn.

lMonyaBTOMaTUYeCkoe JoonpedeneHne mogenen npegnonaraeT WCMONb30BaHWE YCROBWA MOAENMPOBaHNS 1
norpykeHne B cpedy MogenupoBaHus. Mpu noyaBTOMaTUYECKOM LOONPeAeneHun uccneaoBaTens BBOAUT B
yacTb initial ycnoBui mogenupoBaHus: (a) onepaTopbl HaNOXEHWs PYyTUH Ha BeplwuHy; (6) onepatopbl
HanoXeHWst cnosi  coobLyeHuin; (B) onepaTtopbl pacluMcpOBKM BEPLUMHBI MOACTPYKTYPOW; (r) onmepatopsl,
peanuaytolye onepauun Hag CTpyKTypon Mogenv (nobasneHue v yoaneHne BepLUnH, Ayr, BXO4OB U BbIXOLOB U
7.4.). pn BbINONHEHMM npouecca WMWTaLMM Mo onepatopy simulate cumynsTop BHavane BbINONHSET
poonpegeneHne mogenu (npu obpaboTke onepaTopoB, 3anMCaHHbLIX B YacTy initial ycrioBuit MogenupoBaHus).
lMonyaBTOMaTUyeckoe foonpefeneHne No3BONSET TOMbKO HA OOWH aKT UMWUTaLWM W3MEHUTb BO3OEUCTBUE
MH(OPMALMOHHBIX MOTOKOB (pacluMpoBKka BepLUMHbI MOAMOAENbI0, HANOXEHWE PYTWUHLI Ha BEPLUKMHY) WK
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ycrnosus npeobpa3oBaHns CUTHANOB (HaNoXeHWe cnos coobLueHnit). 4ns Toro, YTobbl NPOBECTH UCCReL0BaHMs
C APYrMMA MH(OPMALMOHHBIMW NOTOKAMW WAM C LPYrMMW MNpaBunamu npeobpasoBaHUs CUrHaroB Haao
3amycTUTb MPOLECC MOAENMPOBaHWS C ApYrMKM YCroBusIMM MogenupoBaHust: simulate M on condition of
simulation New_Condition (M.N1.a,M.N2.b ) M.N1.a,M.N2.b — cbakTnyeckne napameTpsl — NEPEMEHHEIE MOLEM,
3a KOTOpbIMY BeLeTcs HabntoaeHue B cucteme mogenuposanus Triad.Net.

lMonyaBToMaTUyeckoe foonpeaeneHue

— Cpepa BHyTpeHHee
TexcT Kommunstop C6opka BbIMOMHEeHUs npeacTaBneHue
nporpaMmbl > NET L

—T’ y DEF'
Morpyxenne B cpegy MOAKII0YEHN e L
MOZeNMpoBaHNs

AenMp Mopcuctema
Basa sHaHuil aBTOMATU4ECKOrO
poonpeaenexus
BHelHne
cBopKM %
BbinonHexne MonHocTbio
mojenn wn eé onpeaenéxHas
aHanus MO%eJ'Ib

Puc.1. Cmpykmypa cucmembi doonpedeneHus modeneli e Triad.Net

MorpyxeHne B Cpemy MOAENMPOBaHWS MO3BONSET OMNEpPaTUBHO W3MEHWUTb MH(OPMALMOHHbIE MOTOKM,
nocTynawwme Ha BHELUHME MOMCa WMMTALMOHHOM MOAENM M BbLIMOMHSETCS C MOMOLLbK onepaTtopa
pacLUNPOBKN BEPLUMHBI V rpadhoM, KOTOpbI NpeacTaBnsieT cobon BHYTPEHHIOW CTPYKTYPY MOAENMPYEMOro
00bekTa, NpeCcTaBNEHHOTO BEPLUMHON V.

ABTOMaTMYeCKOe AoonpeaeneHne Mogeny npeanonaraet, YTo Nonb3oBaTenb paboTaeT ¢ YaCTUYHO OMMCAHHOW
MOZENbBHO L1, B KOTOPON HE ONPeAeneHbl anropuTMbl MOBEAEHNS HEKOTOPbIX SNIEMEHTOB. Bo Bpems koMnunsumm
KOMNOHEHTbI MOACUCTEMbI aBTOMATMYECKOr0 A00NPeaeneHns MOAenen BbISBMAKT BEPLUMHbI Vi, 471 KOTOPbIX
nccrnegoBaTenem He onpedeneHbl pyTuHbl ri = f(vi), i=1.n. 3agaya nogcucTeMbl aBTOMATUYECKOrO
[OOMNpPESEneHNsi— HalTU MO ONPeAEeneHHbIM KpUTEPUSIM MOAXOASALME PYTUHBI B Ba3e 3K3EMMISIPOB PYTUH W
BOCTPOUTL MOZENb.

Moacuctema aBTOMaTMYECKOrO goonpeaeneHna mogenu

PaccmoTpum npumep MOZEMPOBAHUS KOMMbIOTEPHOW CETW, NPEeACTaBMEHHOW HAa puC. 2. U OMUCaHWe 3TOoro
tparmeHTa Ha ssbike Triad. Kaxgas paboyas CTaHums uMeeT ABa COCEOHMX y3na: pabouylo CTaHumio W
mapLpyTuatop. CoobLueHne JOmKHO BbiTh NepeaaHo OT ogHoM paboyen CTaHumK gpyron (He cocegHeit). Mpu
nepefaye COOBLUEHMIA KOMMbIOTEPHAs CETb MCMOMb3yeT MapLupyTU3aTop. TOYHbIA CLEHapuii MOBeaeHUs
MapLupyTh3aTopoB (Router) uccrenoBatento HEM3BECTHO. 3afaya CUMCTEMbI aBTOMATUMYECKOTO JOONpeaeneHuns
MOZENM COCTOMT B TOM, 4TODbI ANsi KaxOoh BeplmHbl Router momobpaTh MOAXOASLy0 PYTUHY M3 Basbl
3K3eMMNASPOB PYTWH U BbINOMHUTL AENCTBMS, ONpeaeNeHHbIE ONepaToOPOM HaNOXEHUS PYTUHbI.
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Type Router,Host; integer i;
M:=dStar(Rout[5]<Pol[4]>);

Jo

2 E M:=M+node Hst[8]<Pol>;
M.Rout[0}=>Router;
Router fori=1by 1to 4 do
Router M.Routfi=>Router:

¥

M:=M+edge(Routfi].Pol[1]—Hst[2%-2]);
[ > Rover M:=M+edge(Routfi]. Pol[2—Hst[2%-1]);
Router endf;
fori:=0 by 1to 7 do

O O M.Hstfij=>Host:

E Router
=

= —
E = — endf;
_—
Puc.2. ®pazmeHm KoMnbromepHoli cemu Puc.3. OnucaHue ¢ppaemeHma koMnbromepHol cemu
Ha s3bIKe Triad ¢ ucnonb3oeaHuem ceMaHmMUYecKux
munoe

Asmomamuydeckoe doonpedenieHue B Triad BbINONMHSETCA HA OCHOBAHUM [OMONHUTENBHOM CEMaHTUYECKOM
nHeopmaumn. CemaHTYeckas MHOPMALWS BKIKOYAET Takoe NOHATUE Kak CeMaHTUYeCKuin Tun. CeMaHTUYeckuii
TUN BBOAMTCA AN TOro, Ytobbl CrpynnupoBath psig OGBHEKTOB MO HEKOTOPOMY CMbICIIOBOMY, CTPYKTYPHOMY,
noBegeHJeckoMy Tunam. Tak, Ans 0603HAYEHWUs MHOXECTBA MPOLIECCOPHBIX YCTPOACTB NMPU MOAENMPOBaHUM
BbIYMCIIUTENbHBIX CUCTEM, MOXET ObiTb BBEAEH CeMaHTU4eckuin TUn Mpoueccop, Ans 0603HaYEHNsT SNEMEHTOB
namatn — TMn Modynbllamamu. Mpu MOLENMPOBaHWM CUCTEM MacCOBOTO OBCMyXWBaHWS YMECTHbI OyayT
cemaHTuyeckne Tinbl Ouepedb, MeHepamop3aseok v T.n. [ns Toro, 4tobbl NPUUMCINTE OOBEKT K TOMY MK
WHOMY CEMaHTW4ECKOMY TWMy, B TEKCTE NMporpamMmMbl ynoTpebnsetcs cneynansHbIn onepatop: <ums obbekTa>
=> <ums TUna>. CemaHTUyeckne TUNbl 0OBABNAKOTCS CreuuanbHbIM onepaTopom type <umst Tna>. Ha puc. 3.
npuBeaeH parMeHT NporpaMMbl, UCMONb3YOLLEN CEMaHTUYECKUe Tunbl. B pesynbTate BbINONHEHUS 3TOM
nporpamMmbl ByAeT NOCTPOEHa CTPYKTYpa, ONuCbIBatoLLas HebOoMbLLY0 CeTb, TEPMUHAMNBHBIM BEPLUMHAM KOTOPO
OyneT npucBoeH cemaHTMYecknin Tun Host, a npomexyTouHbIM — Router (Puc.4).

CeMaHTMyeckue TuMbl ONPEAEnsoT CMbICIIOBYIO Harpysky TOro WM MHOro obbekta mogenu. [Ans noucka
9K3EMNAApa PYTWHbI MCMOMb3yloT Gasy 3HaHWIA, NPEeACTaBMEHHOM B BWAE OHTOMOMMA. B 3Tux oHTOMOrMSX
ONMWCLIBAIOT CEMAHTUYECKWe TuMbl, OTHOLUEHUS HacnedoBaHWS MexXdy HUMKU, a Tak Xe MHOXecTBa
COOTBETCTBYIOLMX 3TUM TWUMaM 3K3EMMNSPOB PYTUH, W CEMAHTUYECKOM MHopMauun, Heobxoaumon Ans
NpoBepKk/ ycroBuin goonpeaeneHns. CeMaHTUYeckux TWMbl MPeACTaBneHbl B BUAE MEepapXun  Kaccos
OHTOMOrMKU. Kcronb3oBaHWe Takoro noaxoda npeanofiaraeT, YTo AOYEpHWe CemaHTWyeckue Tunbl ByayT
ONMWCbIBATb MOHATUS, KOHKPETU3MPYIOLLME MOHSATUS, COOTBETCTBYIOLME POAMUTENLCKUM Tunam. Hanpumep, npu
MOZLENMPOBAHMM BbIYMCIINTENBHBIX CUCTEM, Ha BEPXHWE YPOBHW Mepapxun ByayT noMeLleHbl CeMaHTUYeckue
TUNbI, COOTBETCTBYIOWME Hambonee 6a3oBbIM MOHATUSAM, Hanpumep YCTponctso. [oyepHue Tunmbl GyaoyT
npeacTaBnaTb Bonee KOHKPETHbIE MOHSTUS MOAENMPYEMON NpeaMeTHON obnacTu: YCTPOMCTBa pasgensTcs Ha
Mpoueccop, Modynsllamamu v T.4., NpoLEccopbl MOryT ObiTb KnaccuuLUMpoOBaHbl B 3aBUCKMOCTU OT WX
apxutekTypbl. Takum oBpasom, CeMaHTMYeckun TUn npefcTasnseTcs B 6ase 3HaHWA Kak knacc O6BEKTOB,
ABnAWMACS noaknaccom obwero Ttuna Object, COOTBETCTBYIOLIErO BCEMY MHOXECTBY BepLuMH. [Mpu
onpegeneHnn CEeMaHTUYECKUX TUMOB BO3MOXHO YKa3aHWe HECKONMbKMX CEMaHTUYECKMX TUMOB AN O4HOMo
obbekTa.
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Hst[4]
Type:Host

Model

Hst[3]
Type:Hos

Hst[2]
Type:Host

Hst(5] Rout[3] hasG% _____ Sublod
Type:Host Type: Router — hasogeﬁiﬁg _____
Type:Router hasObject
i T
Object ) Opened :
Rout[0] | Object !
! I
Type:Router Hst1] “ :
Type:H
Hst[6] ype:Host || I|
Type:Host : :
Rout[4] |
d Rout[1] | .
Type:Router TypeRouter 'll — —
! Object hasOpening
Hst[7] i joc
Type:Host Hs(0]
Type:Host

Puc.4. BHympeHHee npedcmasneHue hpaemeHma Puc.5. ®pazmeHm 6a30e0li oHmMoso2uu
modesu, onucaHHOU npo2pammoli Ha puc.3.

B cucteme Triad.Net BblgeneHbl ycrnoBus [OONPeneneHns TePMUHANbLHON BEPLUMHBI SK3EMMISPOM PYTUHLI:
YCNOBUS CrieLuanisamm, yenoBus KOHQUrypawmm u ycnosus AeKOMNouLum:

-- Ycnoeus cneyuanusayuu. [ycTb v — TepMUHanNbHas BepLIMHA, a  — 3K3EMMNAP PYTUHbI, KOTOPbLIA
COOTBETCTBYET 9TOM BepwwHe. Bseaém dyHkumo equtype(v,r), ONpeaensiollyto BbINOMHEHWE YCNOoBMUS
cneumanu3aumn. Jta yHKUMS ByaeT cuMTaThCs UCTUHHOWM, €CriM CEMaHTUYECKUIA TN Type(v), NpUNMCaHHbIN
BEpLIMHE, COOTBETCTBYET CeMmaHThyeckomy Tuny Type(r), COOTBETCTBYHOLLEMY OK3EMNNAPY PYTUHbI T,
HaigeHHoMmy B 6a3e 3HaHuit. CemaHTudyeckuit TMn T1 COOTBETCTBYET cemaHTudeckomy Tuny T2, ecnm T1
aBnsetca cynepknaccom T2 (1.e. 7, < 7;). Takum 0bpa3om, ycrioBue cneuuanmsauynm BbINOMHAETCS, ecru
HalOeHHbIN 3K3eMNNAP PyTUHbI COOTBETCTBYET CEMAHTUYECKOMY TUMY BEPLUKHBI, Ui Gonee YacTHOMY Tuny.

-~ Ycnosusi KoHgpuzypayuu. YcroBue KOHGUrypauuu npeanonaraeT NpoBEPKY KOMMYECTBA BXOAHbIX W
BbIXOZHbIX MOMIOCOB BEPLUMHBI M 3K3eMNASPa PyTUHbI. py HaNoXEHUM PYTUHbI I HA BEPLUMHY V ONpeaensioTes
OTHOLLIEHMS:

L. :In(v) = In(r) (1
L, : Out(v) = Out(r) 2)
OTMETUM, YTO 3TU OTOBpaxXEeHUs He ABNSIOTCA (YHKUMOHAMbHBIMU. OHU 3a[al0T MHOXECTBO CBSI3AHHbLIX Map

(p1;p,), TAKUX YTO p, €V; p, € Pol(r), Npyu 3TOM KaXzblit NOMOC MOXET BXOAUTL B NioBoe Konu4ecTso nap,

WNW He yyacTBoBaTb B OTHOWeHMM BoobLle. Myctb D(Li/0) — MOLHOCTN MHOXECTB BXOAHBIX M BbIXOAHbBIX
MOMIOCOB BEPLLMHBI, Y4aCTBYIOLLMX B OTHOWEHUsX Li n Lo cooTBeTCTBEHHO. B 3aBUCUMOCTW OT 3TUX BEMUYMH,
BEPLUMHA Ha KOTOPYI0 NPeAnonaraeTcs HanoXuTb PYTUHY AOMKHA UMETb OnpeenéHHbIe KONMYeCTBa BXOAHbIX U
BbIXOAHbIX MOMIOCOB, @ UMEHHO, HEOHXOAMMO BbIMOMHEHWE CEaYIOLLMX YCNOBUI:

[In(v)| 2| D(L,)| (3)
|Out(v)| = |D(L,)| (4)
Mcnonb3oBaHWe HeCTPOroro paBeHCTBA MNO3BOMSET HaKNagblBaTb 3K3EMMNSAPbl PYTUH HAa BEPLUWHbI, UMEKOLLME
130bITOYHOE KOMMYECTBO MOJIHOCOB. I'Ile 9TOM 4aCTb «NULLIHMX» BXOOOB W BbIXOAOB BepPLUNHbI OCTAHETCA

«BUCSYMMMY, T.€. He pacluMPOBaHHBIMM MOMOCAMM PYTUHBI, @ COOBLLEHMS, NPUXOASLLIME Ha 3TU NOMtoca, He
BypyT obpabatbiBaTLCS PYyTUHON.
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- Ycnoeus dekomno3uyuu. Ins onpegenexus YCnoBuin 4eKoMNo3vLmmn, BBELEM NOHATUE rpada OKpYKEHNS
BepwmHbl v. Mycte G ={V;W;U} - rpad, KoTopomy npuHagnexut BepwmHa (v eV ). OTHoweHue S

onpefenseT CMeXHOCTb BepLUKMH B rpadie G, T.e.:

Vv, vy €V i(viivy) €S < 3p ev,3p, €v, ((pipy) €WV (Pyip) €W)
OyHKumMsa Sub(w,v) onpeaenseT MHOXeCTBO MOMOCOB BEPLUMHBI W, COEANHEHHBIX C MOMCaMu V:

Sub(w,v) ={pew|3p, ev:(p;py) eW v (py;p) €W} (5)
Torga rpad GG(v) ={V";W";J} - rpad OKpYKEHWNS v, CTIM BLIMOMHSIOTCS CreaytoLLme YCnoBus:

V'={u{w'| w'= Sub(w,v);(w;v) e S} (6)
Yw:(w;v)e S — Sub(w,v) eV’ (7
Vp, py (P p) €W NP €vY py V= (pspy) €W (8)
W'ew 9)

(6) orpaHMyMBaEeT MHOXECTBO BEpLUMH rpadha OKpYXEHUs TOMbKO CaMOM BEPLUMHOW V, W MOAMHOXECTBaMM
BEPLUMH, CMEXHBIX C HEW. [p1 3TOM YUUTLIBAKOTCS TOMBKO TE MOMKOCA CMEXHBIX BEPLUMH, KOTOPbIE, COrMacHo (5),
HenocpeaCTBEHHO CBSA3aHbI C Nonocamu V.(7) ykasbiBaeT, YTO Takoe NOAMHOXKECTBO BKIHOYAETCS ANS KaXaoi 13
CMEXHbIX C V BEpLUMH.(8) roBopwT, YTO Kaxkaas 4yra, BXogAawas unm ucxogaiias 13 nontocos v, byaeT BknoyeHa
B rpach okpyxeHus. M3 (6) u (7), o4eBMAHO, YTO BCE COOTBETCTBYKOWME nontoca OyayT BkntodeHbl B rpad. (9)
YTBEPXAAET, YTO HUKAKWX AOMOMHMTENbHBIX AYr B rpae OKPYXEHWS HET, T.e. BKIHOYAKOTCA TOMbKO AYrH,
COOTBETCTBYIOWME YCroBMO (8). BbINOMHEHWe ycnoBWst AEKOMNO3NLMM ONPEAenseTcs 3Ha4YeHuem (yHKLMM
iso(GG'(r),GG(v)), koTOpoe SABNSIETCH UCTUHHBLIM, €CM B rpadie OKPYXEHWS BEPLUMHbI V, €CTb W30MOPCHLIN
rpady GG'(r) noarpad. OyHKUMS NPOBEPSIET Takke BbIMNOMHEHUE HEKOTOPLIX AOMOMHUTENbHbIX TPpeboBaHui,
KOTOPbIM [OMKEH YOOBNETBOPATL rpad okpyxeHus. Mpad GG’ gomkeH xpaHuTbcs B Gase 3HaHWil BMecTe C
9K3eMNNAPOM PyTuHbI. Takum obpasom, paboTta cUCTEMbI 4OONPEAENeHNs MOENMU 3aKMYaeTcs B TOM, YTObbI
Nno COXpaHEHHbIM B 6a3e 3HaHW MHopMaLmm 06 YCroBUAX cneyuanmsaumnm, KOHUrypawum n 4eKoMnosuLum,
ONs BCEeX BbISBMEHHbIX KOMMWNATOPOM BeplwnH 6e3 cleHapus MOBEAEHMs, HailTW COOTBETCTBYlOLLME
9K3EMNNAPbI PyTUHbI 13 6a3bl 3HaHWI.

MpeacraBneHne 3HaHU U 6a3oBas OHTONOrMSA

[na npefcTaBneHns CeMaHTUYeCKUX 3HaHW, HeobxoauMbIX Ans A0OnpeaeneHns mogenen, Boinu BbibpaHbl
OHTOMOMMM, Ans npeactaBneHus oHtonormn — ssblk OWL[Dean, 2002], nockonbky cyliectsyeT Gornbluoe
KONMWYECTBO MHCTPYMEHTarmbHbIX CPeacTB pabotbl ¢ oHTonoramu OWL, nogaepkuBatoLMX BO3MOXHOCTb
nybrnkoBaTtb Co3AaHHble OHTONOMM B ceTH Internet n 06beanHATL MHGOPMALWMIO U3 PA3MMYHBIX UCTOUHMKOB, Kak
nokanbHblX, Tak M Haxogsawwmxcsa B rnobanbHom cetn. [ns paboTbl C  OHTONOTMSIMW  WUCMOMb3yeTCs
nHcTpymeHTapuii Jena OWL API. Ha gaHHom aTane pa3paboTku OHTONOMMM COXPaHSOTCS B BUAE TEKCTOBbIX
cannos B hopmate npeactasnenus Notation 3 (N3).

CemaHTHYeckue 3HaHusi, KoTopble HeoOXOAMMbI ANst MPOBEPKW YCMOBWA aBTOMATMYECKOrO 4OONpefeneHus,
HeoOXOAMMO OHTOMOrMMYEcKoe OnmucaHue crnost CTpyktyp cuctembl Triad.Net. B kauectBe Takoro onucaHus
ncnonb3yetcs 6a3oBas OHTONMOMMSA, UMNOPTMPYEMasi BCEMM CO3A4aBaeMbIMi OHTOMOrMAMU. B 3Toi oHTOMOrMM
onpegeneHbl cnegyowue knaccol: Model (knacc, onucbiBatoLmii MHOXECTBO Mofenen ssbika Triad), SubMod
(kmacc, OMWCHIBAIOWMIA MHOXKECTBO BCEX 3K3EMMNSPOB PYTWH W CTpykTyp), Graph (knacc, onucbiBatoLymi
MHOXECTBO CTPYKTYp Mogenem, ssnsetcs nogknaccom SubMod), Routine (MHOXeCTBO 9K3eMNMspOB PYTWH,
sBnsetcs nogknaccom SubMod), Object (MHOXECTBO BCeX BEPLUMH CTPYKTYPbI MOLENW, SBASETCS CynepKiaccom
ANs BCEX CEeMaHTUYeckux TUnoB) W T.4. ®parmeHT 6a30BoOW OHTONOMMN NpeacTaBneH Ha puc.5. [Ans paboTsl ¢
camumu OHTONOTMAMK peanu3oBaH knacc OntoManager, noaaepKuUBaKOWMA 3arpy3ky HECKOMbKUX OHTONOTUN,
co3gaHne M coxpaHeHwe oHTOnornid. B knacce TypeManager onucaHbl OyHKUMW, MCMOMb3YeMble KraccoM,
COXPaHSAOLLMM 3K3EMNAAPLI PYTUH W KNAaccoM AoonpeaeneHuns ansg paboTbl C CEMaHTUYECKAMM TUNaMn BEPLUMH
1 9K3EMNNISAPOB PYTUH.
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3akniouyeHue

Mogcuctema goonpeaeneHns Mogeny no3eoNseT aBTOMaTM3MpOBaTh NpoLece reHepauun mogenen. OcobeHHo
9TO MOME3HO B YCIOBUSX HEONpeaeneHHOCTH, Korga ccrnefoBaTento HEM3BECTHbI HEKOTOPbIE XapaKTepUCTUKM
uMuTaumoHHon wmogenn. B Triad.Net MOXHO BbINONMHWTE MOSlyaBTOMAaTUY4ECKoe W aBTOMATMYECKOe
poonpegeneHne  mogenu.  ABTOMaTMYeckoe  [0OMpPefenieHne  BbIMOSMHSKOT  Ha  OCHOBE  OHTOMOrW.
OHTOnOMMYeCKkMn Noaxod AaeT BO3MOXHOCTb [OOMPEAEnUTb MOLeNb, ONMWCaHHYK NONb30BaTeNeM MLb
YaCTWUYHO, @ UMEHHO, C NMOMOLLbIO OHTONMOMMI HanTW B 6a3e 3HaHW HparMeHT NPOrpamMMbl, KOTOPLIA 3aMEHMUT
PYTUHY, OMUChIBAIOLLYHO Hanbonee TOYHO CLeHapui NOBEeAEHUSt HEKOTOPOTO fieMeHTa MOAENM.
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noaxon K NPOrPAMMUPOBAHUIO ATEHTOB
B MYJIbTUAFEHTHbIX CACTEMAX

Amutpun YepemucuHos, Jlroamuna YepemmcuHona

AHnHomayusi. PaccmompeHbl  Memolbl  cneyucbukayuu  npomokonog  e3aumodelicmeuss a2eHmos 8
MynbmuazeHmHbIX cucmemax Ha ssbike [IPASIY napannenbHbiX an2opummog J102U4ecKo20 ynpaerneHus,
komops il obiadaem cpedcmeamu 01 npedcmagrneHuss nocriedosamesnisHocmu cocmosHul duanoea, npuema u
omnpagku coobuwieHud. [lokasaHo, Ymo onucaHue nogedeHus aceHmog Ha s3bike [IPASTY nossonsem
modenupogams  nogedeHue  MynbmuazeHmHol — cucmembl  uenukom.  [lpednoxeHa — memodonoaus
npoepammupogaHusi azeHmog MPAJTY, ucnonb3syrowas 08yxbnouHyo apxumekmypy: 60K CUHXPOHU3auuU U
yHKUUOHabHbIU  6r0ok.  OpueuHanbHOU  KoMnoHeHmol amoli  memodonoeuu sensemcss  cpedcmeo
asmomamuyeckoll mpaHcsyuu b10Kka CUHXPOHU3ayuU no onucaxuro Ha lNPASTY.

Knioyesnie crnosa: npomokors esaumodeticmeus, BDI azeHm, oHmonoausi, napannenbHbil aneopumm.
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BBeaeHue

MynbTuareHTHble cuctembl (MAC) COCTOST M3 MHOXECTBA MCKYCCTBEHHbIX areHToB, KOTOpble pabotaroT
COBMECTHO, 4TOObI [JOCTUrHYTb HeKoTOpbIX Uenei [1]. AreHT npeacTaBnsieT coboiA OTKPLITYK) CUCTEMY,
MOMELLEHHYI0 B HEKOTOPYIO Cpedy, MpUYem areHTbl 0bragatoT COOCTBEHHBIM NOBEAEHWMEM, YAOBIETBOPAIOLLMM
onpeaeneHHbIM npasunam. Mpumepamn UCKYCCTBEHHbIX areHToB crnyxat pobotbl. MAC MOXHO paccMaTtpuBaTh
Kak opraHu3aLyio areHToB (N0 aHanoru ¢ YenoBEeYECKO OpraHn3aumen) unum, ApYriuMu CrioBamm, kak HeKoTopoe
NCKYCCTBEHHOE CO0BLLECTBO. TEXHOMOrMs NPOrpaMMMUPOBaHMS Ha OCHOBE MCMONb30BaHMS B3aMMOLEACTBYHOLLMX
areHToB cyuMTaeTcs Hanbonee NepCNEKTUBHBIM MHCTPYMEHTOM COBPEMEHHOMO MporpamMmupoBanmus. Hanbonee
W3BECTHON MPOMBILLSIEHHONW CUCTEMOM, MOCTPOEHHOM Ha OCHOBE KOHLIEMLWW areHTOB U MpefHasHa4YeHHoOW Ans
ynpaBneHust NPOLLECCOM NPOWU3BOACTBA U3AeNuin Ha npeanpusTm, siensetcs ARCHON [1].

Arentbl MAC xapakTepuayloTcsi npoueccamu, KOTopble MPOMCXOL4SAT BO BpeMst UX paboTbl M ONpeaenstoTcs
OMMCaHWEM WX NOTEHLMarnbHOro nosegeHns. BsaumogencTsne areHTOB npeanonaraeT obmeH CoobLieHUsMM
Mexay HumMKu. MHOXeCTBO B3aMMOCBSA3aHHbIX coobuieHuit obpasyeT neperosopbl B MAC, koTOpble OCHOBaHbI Ha
NPOTOKONAax B3anMOLENCTBIS, ONpeaensiolLmx BCE BOIMOXHbIE TEYEHUSI NEPETOBOPOB.

B GonbwunHctBe Mogeneid MAC noBefeHWe areHTOB OMUCLIBAETCS B TEPMUHAX YOEXOEHMIA, XenmaHun u
Hamepenunn (beliefs, desires and intentions— BDI) [2], TO eCTb Ha OCHOBE MOHATUIA U3 CoLMOMOMMK, a
KOMMYHUKaLMa 3aaeTcs B TePMUHAX MPOTOKONOB, KOTOPbIE HE WMEKOT MpsMON CBA3W ¢ nepBbiMW. OfHa M3
npobnem B CBA3X TakMM MOAXOLOM COCTOWT B TOM, YTO Ype3BbIYAHO TPYAHO pa3pabaTbiBaTb M MOAENMPOBaThH
KOMMyHUKaLmio mexgy areHtamn. B GombwwHctBe mogenen MAC aBTOHOMHOE MOBEAEHME areHToB
OMMCLIBAETCA C UCMOMNb30BAHWMEM (POPMaNM3MOB BbICOKOTO YPOBHSI aOCTPAKTHOCTH, @ KOMMYHUKALWS 3afaeTcs B
NOHATUAX, BNM3KMX K peanuaauun. PasHuua B ypOBHSX ONWUCaHMS He NO3BONSIET MOLENMPOBATL KOMMYHUKALMIO
MeXay areHTaMmm Ha TOM YPOBHE, Ha KOTOPOM OMMCaHO MX aBTOHOMHOE noBeaeHue. Jta npobnema BO3HMKaeT
BCNEACTBME OTCYTCTBUSI MOLENM areHTa, 00beanHAIOWEN acnekTbl BHYTPEHHErO COCTOSHUS U KOMMYHUKALML.
[MaBHas npuumHa OTCYTCTBMS OOLLEN MOAENM COCTOWT B TOM, YTO OTCYTCTBYeT oOLlee KOoHUenTyarbHoe
OCHOBaHwe, 06beauHstoLLee Bce abCTpaKLmK, CBA3aHHbIE C areHTaMu.

[ins npeoponeHnst 3TUX MeTOLOMNOMMYECKUX TPYLHOCTEN MCMOMb3YKTCA Takue Si3blk NpeaCTaBleHNs Teopum
areHToB, B OCHOBE KOTOPbIX NEXWT HEkwit hopMarnuam u cucTema NporpaMMUpOBaHUs, 3afatoliye CeMaHTUKy
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A3blka NporpaMmMnpoBaHna areHToB. Xota B nuTepatype npegnaratotca BCe HOBblE A3bIKM NpOrpaMmupoBaHus
areHToB, HO HEMHOTME U3 HWX NOMHOCTbIO MOHSATHBI C CEMAHTUYECKON TOYKM 3peHus.

B pabote npeanaraetca metogonornst nporpammmpoBanust areHToB MAC, B OCHOBE KOTOPOWA NEXWUT SA3blK
MPAITY onucaHus napannenbHblX anroputMoB  norudeckoro  ynpasnewus [3]. MPAJTY  kak  d3blk
NPOrpaMMUPOBaHUS areHTOB UMEET TO MPEUMYLLECTBO, YTO OH WMEET B KayeCTBE CEMaHTUKU NOrhyeckui
cdopmanuam ¥ gonyckaetT npoctyio peammsaumo. MPAJTY obnagaer cpegctBamu ans npencTaBrieHus
nocrnefoBaTeNbHOCTU COCTOSHUIA auanora, Npuema M OTnpaBku COOBLLEHNA. KOMNAKTHOCTL MpeAcTaBneHus
nporpaMM 1 NPOCTOTa CMHTAaKCUCa SBASIOTCSA (hakTOpamu, 3HAYWTEMNBHO YMPOLLAKWMMIA peanu3aumio a3bika.
MMokasaHo, 4TO OnucaHWe noBeaeHus areHToB Ha sisbike MMPAJTY nossonseT mogenuposatb nosegeHue MAC
Lenukom. B ocHOBe npeasfiaraeMoit METOAOMNOTN NEXUT ABYXONOYHAsA apXMTEKTypa OpraHv3auun onucaHus u
peanusaumm MAC, cocToswas n3 6rioka CHXPOHW3aLMN 1 (hyHKUMOHAMBHOrO Brioka.

¢0pMaJ1VI3MbI 3aAaHuA NpPoToKonoB B3aMMOAENCTBUA areHToB

MpoTokon — 370 HAabop NpaBun, KOTOPLIM COOTBETCTBYET B3aMMOAECTBIE, UMEIOLLEE MECTO MPU KOOPAMHALMN
paboTbl HECKOMbKMX areHToB. PopmaribHbIE MOAENM NPOTOKONOB U3yyanich B paMKkax Teopui pacnpeneneHHbIX
BblYMCIIEHNA. DyHOAMEHTambHbIA MPU3HAKOM, MO KOTOPOMY OTNIMYAlOTCA 3TW MOAENM, SIBNSIETCS CTeneHb
CMHXPOHM3aLMM MOBELEHNS Y4aCTHUKOB B3aMMOAENCTBUS. Ecnn abeTparmpoBaThes OT HasHaYeHst areHToB, TO
eAMHCTBEHHON LieMnblo B3aMMOLENCTBIUS SIBNSIETCS CUMHXPOHWU3ALMS MOBEAEHUS B3aUMOAENCTBYIOLMX areHToB,
TaK KaK HEeHaanexallas CUMHXPOHW3aLMs MOMHOCTbIO paspyluaeT LienecoobpasHOCTb COBMECTHON paboTbl
areHToB. [JOCTVKeHIe CMHXPOHM3aLKM TpeGyeT creLmanbHON OpraHn3aLmi B3auMOeNCTBYHOLLMX MPOLIECCOB.

[MPUYMHHO-CNEACTBEHHbIE W BPEMEHHbIE OTHOLUEHUS! SBMSOTCS [MaBHbIMM XapakTepUCTMKaMW NPOTOKOJIOB.
AHanu3 aTux 3aBUCUMOCTEN NO3BOSISIET YCTAHOBUTL BO3MOXHbIE NOCNEA0BATENBHOCT BO3HUKHOBEHMS COOBITMI
npu PYHKLUMOHUPOBAHWM MPOTOKOMA, YTO AAeT BO3MOXHOCTb BbISIBUTb, peanuaylTcs N Npy BbINOMHEHUM
NPOTOKONA XenaTenbHble CobbITUS U 0BHAPYXUTL OLUIMOKM, BbI3bIBAIOLLME HEXENATENbHLIE COOLITHS.

Korga areHTbl BOBReYeHbl BO B3aWMOAENUCTBME, FA€ Mapanienuam He AOnyCTAM, MPOTOKOMbI TPaaWULMOHHO
3a0al0TCA  AETEPMUHMPOBAHHBIMM KOHEYHbIMM aBTOMaTtamu. CambiM NPOCTHIM U3 JpYrUX MpescTaBneHni
NPOTOKONa ABNSAETCS AMarpaMmma noToka CoobLLeHNiA, Takast kak ucnonb3yetcs B ctaHgapte FIPA [4]. ina 6onee
CMOXHbIX MPOTOKOSIOB MyYLLMM NPEACTaBNEHNEM SBNSETCS AMarpaMMa B3auMOLEeNCTBUS Takux A3bIkoB, kak UML
(Uniffied Modelling Language — yHuBepcanbHbIi f3blk Mogenuposanus) [5], AUML [6] u LBeTHbIx ceTei lNeTpu
(CPN — Coloured Petri Nets) [7]. UML — oguH 13 Hambonee nonynsipHbIX B HACTOSILLEE BPeEMS rpadiuueckux
A3bIKOB MPOEKTUPOBAHMUS, KOTOPbI Ae-PakTo ABMSETCA CTaHZApTOM AMS ONMCaHWS CMCTEM MPOrpaMMHOro
obecneyenms. Asbik AUML - ato pacwupenne UML ans npeactaBneHnst aCMHXpOHHOrO obMeHa coobLueHnsamm
Mexgy areHTamu. [pefctaBneHWe NPOTOKOMOB MPaKTUYECKOW COXHOCTW Ha s3blkax asTomartoB, UML wunu
AUML, k coxaneHuto, TpebyeT CyLeCTBEHHbIX YCUNWA AN peanu3auun areHTa, ero oTfiagku W MOHUMaHWS
npaBWn NoBeLEHMS.

Mogenb cuctembl B Biuge CPN onuchIBaeT MHOXECTBO COCTOSIHUI, B KOTOPbIX MOXET HaxoOuTbCsl CUCTEMA, U
nepexogsl Mexay aTuMu coctosHuamn. Gopmanuam CPN obecneunsaeT matemaTtuyeckuin 6asuc 4ns onmcaHms,
peanu3auunm U aHanusa pacnpedeneHHblX W napannenbHbIX CUCTEM, MOXET BblpaXaTb B3aUMOLENCTBUS B
rpaduyeckoit popme M obnagaeT CTPOron CEMaHTMKOW, YTO MO3BONSIET aBTOMATM3MPOBaTh (DOPManbHbIN
aHanu3 u npeobpasoBaHus onucanui [7]. Mcnonb3ys CPN, npoTokon B3auMOLENCTBUS areHTOB MOXET ObiTb
3adaH CETb0 KOMMOHEHTOB, 3adatollen CTpykTypy npotokona. B CPN cocTosiHMS B3auMOOencTBMSt areHToB
npeacraenatotcs mectamm CPN, nepepaBaemble Npu B3aUMOAENCTBUM AaHHble — CUMBOMAMM, 3HAYeHMs
KOTOpPbIX yKa3blBaTCS UX LBeTaMmu. [locnenoBaTenbHOCTL B3aMMOAENCTBUI 3a4at0T Nepexodbl U CBA3aHHbIE C
HAMK gyrn. [lepexod OOMYCTUM, €Cnu BCE €ro BXOAHbIE MecTa WMEKT CWMBOMbI M LBEeTa 3TUX CMMBOSIOB
YAOBINETBOPSIOT OrpaHNYEHNsIM, KOTOpbIE OMpeAeneHbl Ha ayrax. Ecnu nepexog AONyCTUM, TO OH MOXET ObiTb
3anylueH, a onpegensieMble UM OeCTBUS BbIMOMHEHDI. [1ocne BbINOMHEHMS nepexoda, COCTOsiHME (MapK1poBKa)
CETU N3MeHseTCs, U paboTa NpOTOKOMa 3aKaHUMBAETCS, KOTAa HET AOMYCTUMBIX UMK 3anyLUeHHbIX NePEXOAOB.

MmeeTca MHOXeCTBO paboT Mo MCMONb30BaHWI0 0BbIYHbIX [8] unu uBeTHbIX ceTen lNeTpu Ans npeacTasneHus
NPOTOKONOB B3aMMOAENCTBNS areHToB, cuutaetca [7], uto CPN-— 310 oauH 13 nyywwx cnoco6os
NpeAcTaBeHNs NPOTOKOMOB B3aUMOAENCTBIS areHToB. OgHAKO NOHATUE BbIMONHEHWS AENCTBIUS areHTOM B CETU
MeTpn He WMeeT SBHOMO npencTaBneHns [9], kaxaylw ponb areHTa HyxHO 3aAaBaTb OTAENbHOM CeTbio,
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HEKOTOpble CUTyaLMW B MOBEAEHUM areHTOB He MOryT ObiTb BblpaxeHbl CTaHOapTHOI ceTbio MeTpu. Bee aTo
3HAYUTENBHO YCIOXHSIET NPOEKTUPOBAHWE BCEro NPOTOKONA B LIENIOM.

Cneuudukaums npoTokonos B3aumoaencTema areHtos Ha MPAITY

Asbik MPAIY ynobHo ncnonb3osatb A ONUCAHUS CUCTEM, XapaKTEPU3YHOLLMXCS CIOXHbIM B3aMMOLENCTBUEM,
aCUHXPOHHOCTBIO M napannenuamMoM. OH (OCHOBaH Ha pacluMpeHHbIX ceTsx ceobogHoro Bbibopa [10])
00beanHsaeT BOIMOXHOCTM MOZENeEN «ECNM-TO» C BOIMOXHOCTAMM ceTeit NeTpu n obnagaeT cpegcteamu ans
NPeACTaBneHns NOCNefoBaTeNbHOCTU TEKYLWMX COCTOSIHMA auanora, npuema u otnpaskn coobueHun. C
nomoLbto si3bika MPAITY [3] BO3MOXHO OMKUCAHWE BPEMEHHOW YNOPSAOYEHHOCTM COObITUI, BOSHMKAKOLLMX MpK
peanusauum npoTokona, abcTparvpyscb OT BCEX AeTanel, KpoMe TexX, YTO BblpaxatoTcs MpUYKMHHO-
CNeaCTBEHHbIMU M BPEMEHHbIMM OTHOWEHMAMMW. AnropuTtmbl Ha TIPAJTY npeactaBnsloTcsa B BMAE MPUYMHHO-
BPEMEHHbIX 3aBMCUMOCTEN Mexay CobbiTuamu, npoucxoasiummm 8 MAC.

OcHoBHbIMKM onepauusamn sisbika MPAJTY aenstotcs onepauuu oxudaHus u delicmeus. Onepauns OxugaHus
«—Pi» CBOANTCS K OXKMOAHMIO HACTYMIEHNS1 HEKOTOPOro COBLITUS Pj, NPEACTABMNEHHOTO KOHBIOHKLMEN NOrMYECKMX
MEPEMEHHbIX, U OrpaHN4MBaETCs MPOBEPKON YCIIOBWSI €70 WCTMHHOCTM, 3aBEpLUasiCh NOCNe €€ BbIMOMHEHMS.
Onepauns pencteus «—>A» NPUBOAMT K HACTYMMEHWK HEKOTOPOro coObiTWS, MPEeACTAaBIIEHHOMO Takxke
KOHBIOHKLMEN MOMMYECKUX NEPEMEHHbIX, B ONMCbIBaEMOM OObeKTe (KakMM-TO W3MEHEHMSM ero COCTOSIHMS) W
BbINONHAETCS B TEYEHWE HEKOTOPOrO MPOMEXYTKA BPEMEHH NOCHE ee UHULMANU3aLum.

ANroputM  ynpaBneHus NpeacTaBnaeTcs  HeynopsOoYeHHOU  COBOKynHocmbio  npednoxeHud. Kaxpoe
NPEeArnoXeHne COCTOUT W3 OOHOW UMM HECKONMbKMX OAMHAKOBO MOMEYEHHbIX Lienoyek «us:li— vi»; yepes |;
0003Ha4eH HEKOTOPbIN FIMHEMHBIA anropuTM, COCTAaBMEHHbIA M3 Onepauuin s3blka; 44 W Vvi— HavanbHas U
KOHEeYHasi METKM, KOTOPLIMW CMyKaT HenycTble NOAMHOXECTBA U3 MHOXecTBa M = {1, 2, ..., m} uenbix yncen.
Jonyckaetcs v = &, uto 0603Ha4aETCs KaK «—> .» U ABNSETCS KOHLOM peanu3auui anroputma.

MMopsdok  ebINOMHEHUs LEnoYek anroputMa ynpaBneHus B MpoLecce ero peanusauuy onpegensercs
MHOXecTBOM N 3anycka, ero Tekylime 3HadeHns N < M. Cpeaun npegnoxeHuit anroputma BblaenseTcs ogHo —
HayanbHoe, ero Metka 3aHocutcs B N nepea peanusauyen anroputma.

B npouecce peanusauuu anroputMa ynpaeneHWs LENOYKM 3anyckatoTcs He3aBMCMMO Apyr oT apyra. Ecnm B
HEKOTOPbIA MOMEHT BpEMEHU ANS HEKOTOPOA Lenouku «gi: li— vi» BbINONHAeTcA ycnoBue < N u
peanuayeTcs cobbiTe pj, C OXWAAHUS KOTOPOrO HayuWHaeTcs uenoyka f, TO oHa 3anyckaetcs. [pu atom N
3ameHsietcst Ha Ni\ 14, a nocne 3aeepwenus uenodkn N ctaHoButcs paBHbiM (N:i\ 14) U vi. TpeanoxeHHbIn
MeXaHu3M [OCTaTOueH AN 0TOBpaxeHus anbmepHamugHo20 8emeNieHuUs U pacnapasnienugaHus npoLeccos.
CMHTaKCMYeCKN napannenbHbli anroputM XapakTepuayeTcs Hanmumnem MeTok |z > 1, |v| > 1. AnbTepHaTuBHOE
BeTBMeHMe obecneumBaeTcs orpaHudernem (i j) A (N = B) —(pi A pi=0).

Asbik MPAJTY nopaepKuBaeT uepapxuyeckoe onucaHue an2opummos, KOTOpoe SBMNSETCH 0COBEHHO BaXHbIM B
Cny4yae onuncaHus CoXHbIX cuctem. [ns obecneyveHuns peakLmmn yCTPOMCTBA ypaBieHns Ha HEKOTopble 0cobble
coObITUS, MPOUCXOAsLLME B CUCTEME, B S3blK BBEAEHA OMepauus ralweHus B TPeX MOAUUKALMAX: «—> *,
«— *m U «—> *y7», 1oe ¥y < M. Ee geictBue 3aknioyaeTcsa B npekpaLleHun peanusawmm Bcex Unm HeKoTopbIX
(n3 mHOXecTBa ¥ unn ¥ ”= N;\ ») akTuBHBIX Lenovek anroputma. Hapsigy ¢ 6ynesbimu B MPAJTY gonyctumo
1CNoNb30oBaHUE M apUPMETUYECKUX NEPEMEHHBIX, B YAaCTHOCTY BBEEHbI ONepaLum: 3afepku “— n” — BbIOEPKKM
N eAVHUL BPEMEHM; cyeTa CODLITUI: «—> (X = N)» — NPUCBOEHNSI MHOTO3HAYHON NEPEMEHHON X HATypanbHOro
3HaueHus n; «—> (X +)» U «—> (X —)» — €AUHUYHOTO MOMOXMTENBHOMO M OTPULATENBHOIO «—> (X —)» NpupaLleHus
3HAYEHMS; «— (X = N)» — OKUOAHWS HACTYNNEHUs COObITUS: 3HAYEHNE X PaBHO N.

B pabote [11] npuBeaeH npumep onucaHus Ha s3bike [MPAJTY npoTokona MynbTUAreHTHOW CUCTEMBI,
NPeLCTaBNALLEN aHMMUACKN ayKLMOH [4].

BDI areHTbI

NMiobas peanbHas MAC oTkpbiTa— areHTbl paboTalT B M3MEHAIWENCH OKpyxXalowen cpeae, KoTopas
BO3[ENCTBYET Ha areHTOB U U3MEHSIETCS BCEACTBIE UX paboTbl. Cuctema A0MMKHA NPUHUMATL peLLeHus, 4Tobbl
[OCTMYb MOCTaBNEHHLIX Nepes HeW Lenen, Ans 9TOr0 OHa [JOMKHA WMeTb MOZenb Cpedbl, B KOTOPOW
pa3BMBaeTCs ee noseaeHue. B obnactu pa3paboTku Mogenei 1 apxuTeKTyp areHTOB AOMUHMPYHOLLYIO POrb
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urpaet apxutektypa BDI, B KOTOPOM areHT paccMaTpuBaeTcsl Kak couManbHOe Cyulectso, obliatolieecs ¢
ApYrMW areHTamm NoCPEeACTBOM HEKOTOPOrO A3blka M UrpatoLlee B 06LLecTBe onpeaeneHHy ponb, 3aBUCSLLYIO
ot y6exaenun (Beliefs), xenanuit (Desires) n HamepeHui (Intentions) [2]. CuuTatoTcs, YTO 3TU TP KOMMOHEHTLI
MOMHOCTBIO 3a4al0T COCTOSHME «yMay COLMarbHOro areHTa.

B TepmuHax nporpammupoBaHus, ybexaeHus BDI-areHta npeactaBnstor coboit 3HaHMS  (MHGOpMaLmio),
KOTOPbIE UMEET areHT 0 COCTOSHUW OKPYXatoLLEel Cpeabl U KOTopble 0BHOBNSIOTCA NOCHe Kaxaoro ero AencTeunS.
YKenaHns 0603Ha4aloT Lenu, K KOTOpbIM CTPEMUTCS areHT, BKIOYas WX NPUOpUTETLI. HamepeHus onpeaensior
JENCTBUS, KOTOpble AOMKHbI ObITb BLIMOMHEHbI, YTOObI AoCcTUYb Lemu (0bpasubl noBedeHus). [poTokonbl
B3aMMOZENCTBMS NO3BOMSIOT areHTy COKpPaTUTb MPOCTPAHCTBO MOMCKA BO3MOXHBIX PELUEHWA, Onpeaenss
OrpaHWYeHHbIN A1anasoH OTBETOB Ha COOOLLEHIS, BO3MOXHbIE A5 AaHHON CUTYaLMN.

OxTonorusa apxutektypbl BDI gnsa asbika MPAJITY

B npakTM4eckom NporpamMMpOBaHWM areHT — 310 0chopMIIEHHast B 0B0NOYKY KOMMbIOTEPHAS CUCTEMA, KOTOpas
pacnonioxeHa B HEKOTOPOW OKPYKaloLlei cpede M npefHasHaveHa ans rubkux, aBTOHOMHbIX AEMCTBUI B 3TOM
Cpeae C Lenblo QOCTMKEHUS 3aAaHHbIX Lenen. AreHTbl OTNIMYatoTCs OT 0ObIYHOTO NPOrpamMMHOro obecrneyeHus
CMOXHOCTbI0 CLIEHAPWER B3aMMOAENCTBUS N KOMMYHUKALMM.

OHTOnoMMM — 370 SIBHblE (hopManbHble cneundmrkauuy TEPMUHOB NPEaMETHON 0BacTn U OTHOLUEHUIA MEXaY
HAMW. 3TOT TEPMUH COLMarbHbIX HayK, UCMOMb3yeMblil B TEOPUM areHTOB, NOYTU SKBUBANEHTEH NMPUHATOMY B
NPOrpaMMMUPOBaHNM MOHATUIO CEMAHTUKM A3blka B ONPEAEneHHON npegMeTHon obnactu. 3agayeit OHTONormmM B
HaLleM cnyyae SBnseTCs onpegeneHne TepMuHoB apxutektypbl BDI B noHaTusx sa3bika MPAJTY.

MoXHO cunTaTh, YTO areHT COCTOMT M3 MHOXEeCTBa ybexaenun B, nnaHoB P, cutyauuin E, gencteum A u
HamepeHui |. Koraa areHT 3amevaeT U3MEHEHWE B OKpYXatoLel cpese, OH CYMTAET, YTO Npom3oLwo cobbiTue,
npeacTasnstoLlee cobor HEKOTOPYH CUTYaLMIO BHELIHE cpeabl 13 E. Peructpaums cobbiTist areHTOM COCTOUT B
W3MEHEHMM COCTOSIHUS ero «ymax: Bblbopa HekoToporo ybexaeHus u3 B. B COOTBETCTBUM C HUM U XenaHWEM
(onpegensieMbiM HEKOTOPbIM MfAaHOM K3 P) areHT HamepeBaeTCs BbIMOMHUTL HEKOTOPble HaMepeHus U3 |,
NPeAcTaBnalLLmMe NOCNeaoBaTeNbHOCTM OeNCTBU U3 A. 3T [OEUCTBMS COCTABASAT MfaH [OCTUXKEHWS
NOCTaBNEHHON Lienu. Takum 06pa3om, naHMpyeMoe AeNCTBIE OnpeaensieTcs BblbpaHHbIM nnaHom u3 P. 3atem
nnaHnpyemble JeNCTBUS OCYLLECTBNSIOTCS, U3MEHSS TEKYLLYIO CUTYaLMIO B OKPYXatoLLEen Cpeae.

B TpagnunoHHbIX napannenbHbIX S3blkax NpPOrpamMMMPOBAHWSt OCHOBHBIMK MOHSTUSIMU SIBMSIOTCS AaHHble W
ynpaBneHne BblYMCNEHUAMW. [JaHHble NMPEACTaBNSOTCA 3HAYEHWSIMM MEPEMEHHbIX, a YNpaBneHne 3agaeTcs
HabopOM NPOLLECCOB, KOTOPLIE TPAHCEOPMUPYIOT NOKasbHbIE COCTOSHWS X NAaMSITV U 3aAaKTCs 0TOBpaXeHNeM
MepemMeHHblX B WX 3HauyeHus. KoHuenuust WHTennekTyanbHOr0 areHTa BBOAMT B MmapanieflbHOM
NPOrpaMMM1POBaHWM HOBbIE MPEACTABNEHWS O MaHUNYNAUMM LaHHbIMW. HOPMaLMOHHbIE COCTOSHWS areHTa
BMECTO OTOOpaXeHWUn NePEMEHHbIX B 3HAYEHMs 3apatoTcs 6onee CrOoXHbIMK MHGOPMALWMOHHBIMU CTPYKTYPaMm
NOTWKN NPEAUKATOB NEPBOrO MOpsiAKa MMM MOAANbHOM NOTUKA. BbluncneHns kak TpaHcdopmaLlun nokanbHbIX
COCTOSIHUA  MamMsATX  MPOLECCOB  MNPEACTaBMAT  TpaHC(opMauuMm  COCTOSHMA  «yMa»  areHTa. [lpu
nporpaMMMUpPOBaHUM areHTOB 3TO MMEEeT ABa BaXHbIX MOCMEACTBUS. Bo-nepBbiX, MOHATME NpUCBaMBaHWS
3HAYEHWS1 NEPEMEHHON, Ha KOTOPOM OCHOBaHbI TPAAUUMOHHbIE SA3bIKW MPOrPaMMUPOBAHNS, HY)XHO 3aMEHWTb
onepaTtopamu WHGOPMAaLMOHHOrO 0OMeHa; BO-BTOPbLIX, MEXaHM3M paccbiiikn coobueHnin B MAC pomkeH 6biTb
3aMEHEH MeXaHu3MOoM, KOTopblit obecneumBan Obl 0BMeH MHGOpMaLmen Mexay areHTamm B COOTBETCTBUM C
HEKOTOPbIM MPOTOKOMOM. Takum 00pa3oMm, BbIMMCIIEHNS KaK TpaHcopMaLUmu COCTOSHUN NamsiTh 3aMEHSAITCA
NPOTOKONaMM KOMMYHUKALN areHTOB.

[NoBefeHne areHTa (T.e. ero B3auMOZENCTBIE C OKPYXatoLLen Cpeaomn Kak BHELLUHEE NOBEAEHME U MPOLECChl Kak
BHYTPEHHEE MOBeAEHUE) AMKTYETCS NPOrpamMmoit areHTa. YOexaeHus, XenaHws W HaMepeHust areHta B
nporpamme Ha MPAJTY He npefdcTaBnstoTCA SBHO Kak MofarnbHble (opmMynbl. BMeCTO 3aTOro npoeKkTUpoBLUMK
nporpaMMbl LOSKEH ONKUCATb 3TU NMOHATAS TEOPWUW areHTa BHYTPW 3TOM NporpaMmbl. TekyLLee COCTOSHUE areHTa,
koTopoe O0OBLEeaMHSIET COCTOSHWE €ro «ymay, OKpYXalLlen cpedbl M COCTOSHWSI APYrUX areHToB, MOXHO
paccMaTpuBaTh Kak Tekyllee cocTosiHue ero yoexaeHuin. CoCTOsHMA, KOTOpble areHT cobupaeTcs OCYLLECTBMTD,
OCHOBbIBAsICb HAa BHELHMX UMW BHYTPEHHUX CTUMYMAX, MOXHO paccMaTpuBaTh Kak ero enanus. Boibop nnaHa
[ENCTBUA ANA OOCTWXEHUS NOCTaBMEHHbIX Lienel MOXHO paccMaTpuBaTb Kak HaMepeHws areHta. 3JT0
W3MEHeHMe BO B3rnsde Ha KOHCTPyKumu a3bika MPAJTY genaet ero He TOMbKO A3bIKOM cneuudukaummu, HO 1
obecneunBaeT BbINOMHUMOCTb ONUCaHUs MOBefeHust areHTa. Kpome TOro, MbllWneHne O MOBefeHun areHta B
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TEPMUHAX YOEXAEHUIA, KenaHuit 1 HaMepeHU, BEPOATHO, AAET XOPOLUMIA WaHC ans npuMeHenus MPATY ans
NporpaMMmUpOBaHmns areHToB, 06beanHsas noHaTUS Teopum MAC W NpakTWKM NPOEKTMPOBaHWS NapansenbHbIX
anropuTMOB ynpaBneHus.

Llenb feictBus areHTa— 3TO COCTOSIHME OKpYXalolen cpefbl, KOTOpoe OH Xo4eT BbI3Batb. Ha [PAJTY
HamepeHne AOCTWYb LEenu onucbiBaetcs onepauuen gencteus «— g» (DONE g). [leicTBusS — OCHOBHbIE
eanHuLbl nporpammbl Ha TPATTY, ux BbINOMHEHWE ABMSETCA CPEACTBOM AOCTWKEHWS Lenu. [JencTBue MOXHO
BbINMONMHWTL, €CIU  HekoTopoe yOexaeHwe okasanocb BepHbiM. Ha [PAJITY npoBepka Takoro ycrnosus
onuchiBaeTca onepaumen oxuganns «— a» (HAPPENS a) cobbitus a. Mpeagnonaraetcs, YTO areHT BbINOSHAET
[ENCTBMe, Crefytoliee 3a onepaumein «— ay», TONbKO Nocne TOro MOMEHTa, Koraa «ybexaeHne a» CTaHOBUTCS
BEPHbIM.

lMporpamma areHTa sBnsieTCs HAOOPOM NIaHOB, ONPeeNAWMX CPEACTBA, C MOMOLLBK KOTOPbIX areHT JOMKEH
JOCTUYb KOHEYHOW Lenn (PYHKLUMOHMPOBaHWS. TnaH COCTOMT M3 FOMNOBHBIX METOK, TENA M XBOCTOBbLIX METOK.
Teno nnaHa-— 9T0 MocrnefoBaTeNbHOCTb AEWCTBUW, KOTOpas OnpedensieT Lenu, KOTOpble areHT OOSKeH
JOCTUTHYTb, W YCMOBWS, KOTOpble areHT [OSmKEH NpoBepWThb. [OMOBHbIE M XBOCTOBblE METKW MnaHa
CUMBOINU3NPYIOT HaMepeHus. KpuTU4ecKUM MOHATUEM ANS 3afaHus NOBEefEHWs areHTa SBNSeTCA MOHATUE
aKTMBHOTO HamepeHusi. lNpeanonaraeTcs, YTO areHT UMeeT NpeaonpeaesnieHHbIA CMCOK HaMepeHun. B kaxabli
MOMEHT, KOrda areHT BblbMpaeT HEKOTOPLIA MMaH BbINOMHEHWS, HaMEpeHWe MOXeT ObiTb aKTUBHBIM WM
HecyLlecTBEHHbIM. B Hauane BLIMNOMHEHUS] aKkTWBHO CheumanbHoe HauarnbHoe Hamepenue Init. MnaH Oypet
BbINOMHATLCA TOMbKO TOTAQ, KOr4a BCE HAMEPEHUsl U3 Yucna ero rofoBHbIX OyayT akTUBHbI. AreHT nepeBoauT
3TN HaMepeHUs B HECYLLECTBEHHbIE, KOrda NnaH BbIMOMHEH, W JeNaeT akTUBHbIMW BCE XBOCTOBbIE HaMepeHUs
nnaHa. Tekywuit Habop aKTMBHBIX HaMepeHWn Bcerga He nycT. Teno nnaHa 1 Habop XBOCTOBLIX HAMEPEHMI
MoryT ObiTb MnycTbiMM. B Teopun areHToB CyLecTBYeT NOHATME PaLMOHANbHOCTU MOBEAEHUS areHTa
(OTHOCUTENBHO AOCTKEHWSt CBOWMX Lienen). AreHT, 3agaHHbii Ha sisbike [MPAJTY, pauuoHaneH B npepenax
3aN0XeHHbIX B HETO NNaHOB M HAMEPEHUIA.

MeTtogonorus nporpammupoBaHus areHToB Ha MPAITY

Mporpammupyst Ha s3bike MPAJTY, NpoekTMPOBLUMK areHTa ykasbiBaeT Habopbl ero ybexaeHun, nnaHoB W
HamepeHun. Tako CTWNb OMUCaHUs HanoOMMUHAeT ForMYeckoe NporpamMMMUpOBaHWE, B KOTOPOM Mporpamma
npeacTasnser cobon cneumdukaumio daktos U npasua. MoXHO BblAENUTL CreayloLme rnaBHble pasnuyms
MEXOY NorM4eckoi NporpamMmon 1 NporpaMmMoi areHTa Ha sisbike MPAJTY.

— B normyeckon nporpamMe HeT pasnuuMs Mexay Uenbio B Tene npasBuna W NokanbHOW NepeMEHHOMN,
ONMMCbIBAIOLLEN YCrIOBME ee NpuMeHeHus. B nporpamme areHTa Ha IMPAJTY ycrnosnst NpUMEHeHUs nnaHa cocTosT
U3 HamepeHun, a He Lienen. 310 obecneunsaeT nnaHam Ha [PAJTY Gonee BbipasuTtenbHylo opmy, aonyckas
yNpaBneHne BbLINONHEHWEM MMAHOB KakK AaHHbIMK (Mcmonb3yst gobaBneHus/yaaneHus ybexageHwn), Tak u
HaMepeHNAMM.

— [paBu1na B norn4eckon nporpamMmme He KOHTEKCTHO-3aBUCUMbI B OTNYME OT nnaHoB Ha MNPATTY.

—paBuna B nornyeckoi nporpamMme ykasblBaloT CBS3bIBAHWE NEPEMEHHBIX; B TO BPEMS KaK BbiMONHEHWEe
MraHoB UMEeT Pe3yNbTaToM NOCHeL0BaTENbHOCTL AEACTBIN, KOTOPLIE 3aTPAr1BatOT OKPYXKatoLLYH0 Cpesy.

— Ecnu uenb B nornyeckon nporpamme CTaHOBUTCS HE aKTyamnbHOMW, BbINOMHEHWE [0Ka3aTeNbCTBa HE MOXET
ObITb MpepeaHo. BoinonHeHne nnaHa B nmporpamMme areHta Ha s3bike [MPAJTY MoxeT ObiTb OCTaHOBNEHO
onepaumen ralleHus 3Toro A3blka, eCriv Npy BbINOSHEHWUM NapannenbHbIX NMaHOB BbICHUNACh HEAKTYarbHOCTb
Lienu AaHHOTOo NnaHa.

I'Ipou,ecc NPOEKTUPOBAHUA NPOrpaMmbl areHTa COCTOUT U3 CNeayoLwmx 3Tanos.

1. AHanu3 u paspabotka lMPAJlY-onucaHusi areHTa, OCHOBbIBasiCb Ha HedopManbHON creuudukaLn areHToB
MAC Ha si3bike TPAITY.

2. Bepudmkauns norudeckon HenpoTuBopeumBocTM noBedeHuss MAC nyTem NpOBEPKM KOPPEKTHOCTW W
mogenuposaHus MPAJTY-onncanus. YcTpaHeHre 06HapyXeHHbIX OLWnBOK.

3. Paspabotka nporpamMm, peanu3ylolmx nosedeHue kaxgoro areHta MAC, nytem  TpaHcmsumm
MPAJTY-onucaHus NoBefeHUs Kaxaoro areHTa B NporpamMmMy Ha si3blke NporpaMMupoBaHms.

4. TecTUpOBaHWE CreHepupOBaHHbIX MPOrpamM.
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Bnarogapsa ucnonb3oBaHuio s3bika MPAIY kak cpeacTBa npeacTaBneHWs creuuduKalnii areHToB, a Takke
BbIMOMHUMOCTM 3TUX cneunduKkaumnii, npoLecc MpPOEKTUPOBAHWS CTAHOBWTCS CTPYKTYPUPOBAHHbIM. B Hem
paspeLuMMbl Bce hopmanbHble 3a4ayu, U Ana 3TVX 3agad MMEtoTCsl NporpaMMHble CPeacTBa UX PELLEHMS.

Mpennaraemas cTpaTerusi NPOEKTMPOBaHWS ECTECTBEHHbIM 06pa3oM AMKTYeT pasbueHune mporpammbl Ha ABa
Brnoka: Onok CuHXpoHu3auyuu U YHKUMOHANbHY YacTb— ONOK conpskeHus. Bnok CUHXpOHW3aLmM
KOOPAMHMPYET COBMECTHOE BbIMONHEHWE MapanmenbHbIX MPOLECCOB MpOrpaMMbl areHTa. ®yHKUMOHaMbHas
YacTb YNpaBnseT AaHHbIMY 1 BbINOMHSAET Tpebyemble NporpamMmmoit BbIYMCTIEHMS.

OT0 pasbueHne BbINOMHAETCS Ha YPOBHE MCXOLHOMO onucaHus: B cneyudmkauyun Ha MPAJTY dyHKuMoHanbHas
yacTb NpefcTaBfieHa npegukaTamil, ONWUCHIBAIOLMMU COCTOSIHUS MaMsTX NPOrpamMbl W BHELLHEN cpedbl unu
NPeanuUCLIBAOWMMM  BbINOMHEHWe onpedeneHHbIX Aedctsuin. B TPAJTY-onucaHum  Kaxgomy npegukaty
COOTBETCTBYET CBOS NOrnyeckas nepeMeHHasi, YCTaHOBKa eMHWYHOTO 3HAYEeHWs KOTOPOH 3anyckaeT npouecc
BblYMCNEHUs npeaunkata. Ha atane npoBepKku NOTMYECKOM HEenpoTUBOPEYMBOCTU yAOOHO WHTEPNPETMPOBaTb
npeamkaTbl Kak HE3aBUCUMbIE NOMNYECKUE NEPEMEHHBIE.

Tako nogxod no3BONseT OTAENUTb  pa3paboTky  cuHxpoHusumpytowen dactn [PAJTY-onucanmns ot
yHKUMoHanbHoN. OToaBMHYB pa3paboTky (yHKLMOHANBHOM YacTy Ha 6onee No3aH1e CTagun NPOEKTUPOBaHUS,
MOXHO JOOUTLCS 3HAYNTENBHOTO YNPOLUEHUS MPOBEPKM NMOMMYECKON HENPOTMBOPEUMBOCTM NOBEAEHWUS areHTOB.

Ons  TpaHcnaumm  MPAJY-onucanns  ucnonbayetca  TpaHcnatop [PAJTY  Ha  NpOMEXYTOuYHbIA - A3bIK,
NPUMEHSIEMbIA B NporpamMme MogenupoBaHus [12]. 3TOT TpaHCNATOp CTPOUT CUMBOSIMYECKUE MPeScTaBIEHNS
NporpaMM BbIYACIIEHWS peakuni W ynpaBneHus OaTivMkamMi U UCMONHWUTENbHBIMU MEXaHU3Mamu areHTa.
YnpaBnsioLLyto CTPYKTYPY NporpaMmbl BbIMACIIEHUS peaKLMid COCTaBNSET BECKOHEUHbIA LMKN, 3aKmioyatoLuincs
BO BBOAE B ONEpaTVBHYK MaMsTb CUrHAN0B AaTYMKOB areHTa, hopMUPYIOLLMX ero YBexaeHus, BbIYUCIEHN NO
3HAYEHNAM 3TUX CUTHANIOB PeaKLyn areHTa W BbIBOAE CUTHaMoB Ha ero UCMONMHUTENbHbIE MEXaHU3MbI.

Bce cBA3n no ynpaBneHnto M No AaHHbIM Mexay OnokoM BblYMCNEHWS peakumii W GrokoM ynpasneHus
Jatumkamu M UCMONMHWUTENBbHBIMM - MEXaHM3MaMu  3aroXeHbl B CreHepupOBaHHOM  MpeAcTaBneHum
MPAJTY-onucaH1s Ha NPOMEXYTOUYHOM A3bIKE.

Ytobbl peanu3oBaTh napannenbHbld anroputM Ha OZHOM npoueccope [12], HyXHO ynopsgouuTL onepaumn
MPOMEXYTOYHOrO A13blka C NOMOLLLIO NIaHUPOBLLMKA NPOMEXYTOYHOO f3blka MPAJTY, KOTOpbI MMEET CBOWCTBA
n Metogbl. CBOWCTBA NNaHMPOBLUMKA — ABE OYepeau: XAyWwux W roToBblx BeTBel. MeTogbl nnaHMpoBLvKa
COCTaBNAKOT: 3anyck, OCTaHOBKA M MpMOCTaHOBKa nognpouecca. [porpamma aBTOMaTMYecku ynopsgoumBaeT
BbINOSTHEHWE OnepaLynid B NpoLEecce BbINOMHEHMUS, U B NpeaBapuTENbHOM MNaHMPOBaHWW HET HeobXoaMMOCTY.
HavyanbHoe cocTosHUE NNaHMPOBLLMKA — OYepeb FOTOBbIX COLEPXMT NEPBYI0 ONepaLuio anroputMma, a ovepeab
Kaywmx nycta. Ecnn nnaHnpoBmk obHapyxuBaeT, YTo oYepedb roTOBbIX MycTa, OH MEPEHOCUT COAEPXUMOe
ovepeay Xaywux B ouvepedb rOTOBbIX, OuYepedb KAYLWX CTaHoBMTCA MyCTOW. WHGOpMaLMOHHbIA 06MEH C
BHELHEN Cpefdon BbIMOMHSAETCS, KOrga ouyepedb rOTOBbIX MycTa. OTO rapaHTUpYeT, YTO napanmenbHble
onepauun UCXOOHOTO anropuTMa WMEKT paBHY NPOLOIKUTENBHOCTL. TakuMm 06pasoM, nporpammHast
peanusaums MNMPAJTY nMeeT ceMaHTUKy M3MepsieMOro BPEMEHH C BbINOMHEHWEM yCroBus paHaesy [13].

B aToit Mogenu nporpamMmbl npeaukaTbl (DYHKLMOHANBHOM YacT PaccMaTpUBAOTCS Kak «AOMONHUTENbHOe
obopynoBaHWe» areHTa, (hopMUpYIOLLEe NOTMYECKME CUTHambl UMK 3anyckaemoe no curHany. Ecnu npu
ynpaBneHun TpebyeTcs yuuTbiBaTb pesyrbTaThl BbIMONHEHWUS PacYeTHbIX Onepauui, TO «AOMONHUTENbHOE
o6opyoBaH1e» [OMKHO CrieLmanbHo Ans 9Toi Lenu BolpabaTbiBaTh norudeckue curHambl. B nporpamme
yNpaBneHns [JaTumkami W UCTIONHUTENbHBIMIA - MEXaHU3MaMi  3TO  «JOMOMHUTENbHOE  0BOpyaoBaHMEN
OMNCHIBAETCSA B BIAE BbIpaXKeHUiA 06bIYHOTO S3bika NMPOrpaMMUPOBaHMS pa3pabOoTUMKOM NPOrpamMMbl areHTa.

3aknioyeHue

Asbik MPAJTY Kak 3blK MPOrpaMMMPOBaHUS areHTOB UMEET TO MPEUMYyLLECTBO, YTO OH MMEET B KayecTBe
CEMaHTUK/ NOTMYeCKuMiA hopManuam W JOnyckaeT MpoCTy peanmsaumo. KoMnakTHOCTb NpencTaBrneHus
nNporpamMm 1 NpoCTOTa CUHTAaKCKCa ABAKOTCA hakTOpaMm, 3HAUMTENbHO YNPOLLAOWMMIA Peanm3aLmio A3bika.

Ins asbika MPAJTY nmetoTca nporpamMmHbleE MHCTPYMEHTLI, BbINOMHSIOWME MMUTALMOHHOE MOAENMPOBaHUe
CUCTEMbI MO onucaHuio ee noseaeHnst Ha MPAITY. MMuTaumMoHHOe MogenvpoBaHMe Mo3BONSeT 00beAMHUTL
Bbicokoe ObicTpogeiicTBne 3BM ¢ rMOKOCTBIO 4enoBEYECKOr0 MblwneHns. [1poBOAS 3KCMEPUMEHT U
WHTEPNPETUPYS ero pesynbTaTbl, MPOEKTUPOBLUMK CUCTEMbBI MOXET KOHTPONMPOBaTh HethopMarbHbIe MPOEKTHbIE
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onepauun. Mcnonb3osaHne [PANTY ans mogenupoBaHWs MOBELEHUSt MPOTOKONOB MNO3BONSIET NONyYaTb
NHChOPMALIMIO O NMOTUYECKOI KOPPEKTHOCTU HEMOCPEACTBEHHO, a HE MO pe3ynbTaTam OLEHKN CTAaTUCTUKA CEaHCOoB
UMUTALMOHHOTO MOAenupoBaHuns. Mpu MOAENMPOBaHMM C LEMblo aHanmaa NOrMYeckon KOPPEKTHOCTU BaXHO
paccMaTpuBaTh TalMayTbl, T.e. YYUTbIBATb Mapanieniam 1 acCMHXPOHHOCTb BbINOMHEHUS onepaumil. bes yyeTa
TalmMayToB ONACHOCTb OLUMBOYHBIX CUTYaLMA 3HAYUTENBHO YBENUYMBAETCS.
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ONTUMU3ALUA NOKASATENEN XUBYYECTU CETEN C TEXHONOIMEN MPLS

KOpui 3ainueHko, Moxammagpesa MoccaBapu

AHHOmauyus: B cmambe ebinonHeH aHanu3 xugydyecmu u onmumusayus MPLS cemell. BgedeH uHOekc
gbbKusaeMocmu u npednoxeH memod ee oueHku. CehopmynupogaHa 3adaya onmumu3ayuu cmpykmypbl cemu
MPLS, ucxods u3 ee xugyyecmu, u paspabomaH an2opumm ee peleHus. PaccmompeHa 3adaya pekoHguaypa-
yuu cemu 8 crly4ae omkasa ee d71eMeHmos U npedioxeH Memod ee peweHus

Knrouesnie cnosa: MPLS cemb, aHanus xusyyecmu, onmumu3auusi, PeKoHghuaypayus Mapwpyma
ACM Classification Keywords: C.2. Computer-communication networks

Conference: The paper is selected from XIVt International Conference "Knowledge-Dialogue-Solution" KDS 2008, Varna,
Bulgaria, June-July 2008

BBeaeHue

B nocnegHve rogpl B CBA3M C pe3kuM yBenuyeHnem o6beMOB nepefaBaeMoii MHGOPMaLM B KOMMbIOTEPHbIX
CETSX, He0BX0AMMOCTLI0 Nepeaayn ayano u BUAeoMHMOPMaLWK, a Takke MynbTUMEAUIAHON MHAOPMALK, BO3-
HWKMa NoTpebHOCTb B pa3paboTke HOBOM KOMMYHWKALMOHHOW TEXHOMorM, crnocobHon obecneunTb nepegady
pasHbIX BMOOB MHGOpMaLmMK (ayamo, BUAEO M LaHHbIX) C 3afaHHbIM KayecTBOM OOCNYXWBaHWUS Ha BbICOKMX U
CBEPXBbICOKMX CKOPOCTSIX.

MepBoi TexHomnoren, obecneynBaloLLeln MHTErPUPOBaHHYI0 Nepedady ayauo, BUAEO MHAOPMaLMK W AaHHbIX
crana texHonorus ATM (Asynchronous Transfer Mode). OgHako xecTkoe orpaHuyeHne Ha pasmep nepenasae-
MbIX syeek- 53 6aitTa, a Takke BbICOKas JOPOroBM3HA MCNONb3yemMoro 06opyaoBaHus, B YaCTHOCTA KOMMYTaTO-
poB ATM, npensaTCTBYIOT €€ LWMPOKOMY npumeHeHnto. Moatomy B koHue 90-x rogos 20 Beka Ha CMEHY el npu-
LufIa TEXHOSOMMSt MHOronpoToKomNbHOM KommyTauu metok MPLS (Multiprotocol Label Switching).

OTa TEXHOMOrMs NpefoCTaBnNAeT eauHbI TPAHCMOPTHBIN MeXaHu3M NS CeTeil, KOTopble WCMONb3yKT NpoTo-
konbl TCP/IP, Frame Relay, X.25,ATM. OHa 6a3upyeTcs Ha BBE4EHUN NOTOKOB Pa3niyHbIX KNaccoB 06CnyxmBa-
Hus (CoS), yCTaHOBNEHUM NPUOPUTETOB B 0OCTY)XMBAHWUW Pa3NMYHbIX KNAccoB 1 obecnedeHnn Tpebyemoro kave-
ctea obcnyxmeanns (Quality of Service — QoS) ans cooTBeTcTBYIOWMX Knaccos [OngeitH, 2004].

BaxHoit 3apaveil, BO3HMKaKOLLEN Npu npoekTupoBaHun ceteit MPLS, aBnsetcs 3agada aHanusa u ontuMuaanmum
nokasatenen xmsyvectn ceteir MPLS. B pabotax [3anuenko, 2005; 3aituenko, 2006] Obinn npeanoxeHbi
noKasaTenum xmBy4ecTn ans ceteit ¢ TexHonornen MPLS v npegnoxeH anroputm ux aHanusa. Llenbio HacTos-
Wwen pabotbl sBnseTca paspaboTka U uccnegoBaHWe MeToAa ONTUMM3ALMN NOKa3aTenel XuBy4ecT ceTen ¢
TexHonorven MPLS n anroputma pekoHUrypawmm ceTem B Clyvae 0TKa3oB €€ 3/1EMEHTOB.

MocTaHoBKa M MoZenNb 3a4ayn aHanusa XUBy4yectu

Cnepys pabore [3aintueHko, 2005], nog K1By4eCTbio cucTeMbl OyaeM NOHUMATL e€ CNOCOBHOCTL COXPaHATL CBOE
(OYHKLMOHMPOBaHWe 1 obecrneunBaTh BbIMOMHEHNE OCHOBHBIX (DYHKLMIA (B YMEHbLUEHHOM 06bEME) Mpu 3afaH-
HbIX NOKa3aTensx kayecTBa 0bCyXMBaHMS.

lNocKonbKy OCHOBHOE HasHaueHue ceTu ¢ TexHonorue MPLS aBnsetcs nepefava 3agaHHbIX BEMWMYUH BXOAS-
LMX NOTOKOB Pa3fMyHbIX KNaccos, TO xuBy4vecTb ceT MPLS byaem oueHnBaTh BENWUYMHON MakCMMarbHOM no-
TOKa, KOTOPbI BO3MOXHO NepesaTh B CETU NPK 0TKa3ax ee 3NeMeHTOB-KaHanoB U y3roB NpK COXpPaHeHUW 3afaH-
HbIX NOKa3aTeneit ka4yecTsa.

Myctb umeetcsa cetb MPLS, koTopas onucbiBaeTcs oprpagiom G = {X E } rme X = {x j} MHOXECTBO Y3108

cetn (YC), E = {(r, s)} -MHOXeCTBO kaHanos casau (KC); 1, - nponyckHble cnocobHocTi KC.



International Book Series "Information Science and Computing" 149

HonycTtum, yto B ceTv nepepaetca K KnaccoB noTokos (K= 1,8) (CoS) B cooTBETCTBMM C MaTpuUamm TpeboBsa-
i H (k) = th (k)” i=1,N, j= LN (M6wt/c). Ons kaxgoro knacca k BBefeH nokasaTenb KayecTBa

(QoS) B BMAE 3a4aHHON BENWYUHBI CpeaHei 3agepxkn T

.4 » KOTODAs OLIEHMBAETCS CredyHoLIM BbIpaXeHeM
[3aiueHko, 2005]:

k .
k
1 %10
TCp,k = H(k) ZE k-1 . = k ) ! (1)
r,s
o (r9e Hrs — _Zlfrg) ‘| Mrs __Zlfrg)
1= 1=

n n
me HY = ZZh(.k) , [, -MponyckHas crocobHocTb kaHana cesan (r,s), f.*)- BenmumHa notoka k-ro

i rs
i=l j=1

knacca B kaHarne (r,s).

TpebyeTcs onpeaenuTb 47151 4aHHON CETU NOKa3aTenm XMBYYECTU.

B pabote [3aitueHko, 2005] ona aHanmsa xuByvecTn ceten MPLS Obin BBegeH CnedytoLMin KOMMIEKCHBIN
nokasatenb;

P{Hz (1) 2 r%H; (1)}, P{H5 (2) = r%H(2)}...P{Hz (K) 2 ro%Hs ()} )

rae H (k) - BennymHa notoka k -ro knacca B 6esotkasosom coctosHun cetn; Hy (k) - dpaktuieckas senu-

YMHa NoTOoKa knacca k B cnyvae pgeiicTsus otkasos, » =(50+100)%, k& =1, K . Takum 06pa3om Ans oLeHKM
XMBYYeCTU ceTel ¢ TexHonornen MPLS ncnonb3yeTtcs BEKTOPHbIN NokasaTenb Buaa (2).

AnropuT™ oLEHKM NoKasaTenen xuByyectn cetn MPLS

Paccmotpum cetb MPLS G=(X,E), cocTosiLLyto M3 3neMEHTOB (KaHaMOB U Y3MOB), MOABEPXKEHHLIX BO3LEACTBUIO
BHELUHeN Cpefbl, B pe3ynbTaTe KOTOPOro OHM BbIXOAAT M3 CTposi. [peanonaraeTcs, YTo 3agaHbl HAAEKHOCTHbIE

XapaKTepuCTUKA  3NEMEHTOB  CeTM -  KOS(ULMEHTbl TOTOBHOCTM KaHanoB k., W ysnoB k.,
(r,s) € E,i=1,n.Vcnonb3ys Mogenb aKTUBHON BHELIHE CPEAbI, MOXHO ONPeAEeniTb BEPOSTHOCTb KaXaoro
COCTOSHNSA P{ZO } Hanpumep, ecnu Z. - 310 Bbixoa 13 cTpos KC (7;s, ), T0

P(Z)=01-K;,o) Tl K-, (3)
(r

S )#(ri.87)

rie K., - BepostHocTb ucnpasHoro coctosHua KC, (7.5) # (7.s,), 1-K . - BEPOATHOCTb BbIBOAA U3
ctposi KC (7, s).

B paborte [2] 6bin npegnoxeH anropuT™ OLEHKW nokasatenei xusydvectu cetn MPLS, cyTb KOTOPOro COCTOUT B
cnegyoLem.

1. Bbluucnsem obwyi BennuuHy notoka B 0€30TKa3HOM COCTOSIHUM ANs BCEX KNacCoB  Cepsuca:
H" (), H(2),... H(K).

2. Mogenvupyem pasnuuHble 0TKa3oBble COCTOsHUSA: Z,,Z,,Z,,Z,,Z . [INa Kaxaoro U3 HAX paccynTbiBaem

BeposTHocTU P(Z;) cornacHo (3).

3. Haxogum BenuumMHy MakcumaribHOro noToka BCeX KnaccoB B COCTOSIHUM Zj :H;D (k,zj), k=1K.[nsa

3TOro UCnonb3yeTcsd cneunanbHO pa3p660TaHHbII7I anropuTM HaxoxxXaeHna MakCManbHOro NoToKa
4. BbluncnsieM KOMNMEKCHbIA NokasaTenb XNBYYECTN ONA KaxKaoro knacca cepsuca:
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ons nepeoco Knacca
PIHZ (1) 2 r%H ()}= S P(Z,)
Z;

TAie CyMMUPOBaHHe B (4) MPOUCXOANT N0 BCeM Z ; Takum YTo H M) = r%H(1);
ons k -eo knacca

PIH? (k)2 rHL (k)| =Y P(Z,) (5)

rae cymMmupoBaHue B (5) NPOUCXOANT MO BCEM COCTOSHUAM Z, TakuM, YTo:
H? (k) >rHY (k); H{(k) - BennunHa noToka k -ro knacca B 6e30TkasoBom coctosHnn ceti; Hy (k) -
(hakTMyeckas BeNnMYMHa NoTOKa Knacca k B cnyyae fencTeus otkasos, 7 =(50+100)%, £ =1,K ;
: b (0)
Z: HI(r)zkH;' (r).

MonyyeHHble 3aBUCMOCTH P{Hg(‘l) > r%H§(1)},P{H§(2) > r%Hg(Z)},...,P{Hg’(k) > r%Hg(k)} MOCTPOMM
B koopamHaTtax P{H Y (k) - r%H. .

MocTaHoBKa 3agaumn ontumusauum cetn MPLS no nokasatensm xuByuyectu

B xome npoekTMpoBaHMS ceTeil Mo pesyrnbTaTaM aHanu3a ee fokasaTeren XWBy4ecTu BO3HMKaeT mpobnema
obecrneyeHns: TpeGyemMoro ypoBHsi XMBY4ecTW. ECTECTBEHHO, YTO 3Ta 3ajadya MOXeT ObiTb pelleHa nyTem
Pe3epBMPOBaHUS €€ KaHanoB W Y3rOB, CTPYKTYPHO ONTUMM3aLMKM ceTu 1 TpebyeT JOMOMHUTENbHbIX 3aTpaT
MaTepuanbHbiX cpeacTts. [oaTomy ganee B paboTe paccMaTpvBaeTCsl NOCTaHOBKA 3aaun CTPYKTYPHOIA
ONTUMM3aLMM CETM MO NOKa3aTenNsiM X1BYYECTH.

MycTtb nmeetcsa cetb MPLS, koTopas onucbiBaeTcs oprpagiom G = {X ,E } rme X = {x_ /.} MHOXECTBO Y3108

cet (YC), £ ={(r,s)} - MHOXecTBO karanos casian (KC); 4, - nponyckHbie criocoGHocT KC.

HonycTtum, yto B ceTv nepepaetca K knaccoB noTokos (K= 1,8) (CoS) B cooTBETCTBMM C MaTpuLamm TpeboBsa-
i H (k)= Hh,.j (k)” i=1LN, j= LN (M6wt/c). ina kaxporo knacca k BBeAeH nokasaTenb kayecTsa

(QoS) B BUAE 3a4aHHON BENUYUHBI CPEAHEN 3aAePMKN Tcp,k. MycTb, ncxoas U3 GhyHKLMOHANBHOMO HasHa4eH!s

CetTn, YyCTaHOBNEHbl cCnegywuwmne 3Ha4YeHUs nokasaTtenen XupyvyeCctn Ona  notoka k -ro Knacca,
P(k) P(k) P(k)

0320~ 13a0°***>~ 53a0 *

Tpebyemcs onpefenuTb Takylo CTPYKTYpy CETW, ANs KOTOpoil Ans Bcex knaccos K OymyT obecneunatbest
crieaytoLne orpaH1yeHIs Mo YPOBHIO KUBYYECTU:

P{H 2 (k)= r%HP (k)2 P, =(50+100)%, k =1,K (6)
a gononHuTenbHble 3aTpaTtbl CPeacTs 6y,qu npun 3TOM MUHUManbHbIMU.

HoctmkeHne Tpebyemoro ypoBHSI xuBy4ecTu Oygem obecneunBaTb MyTEM BBEAEHMS COOTBETCTBYHOLLETO
pe3epBupoBaHus Hanbonee oTBETCTBEHHBIX anemeHToB ceTh (KC 1 YC).

[ins oLeHKM 3hHEKTUBHOCTM PE3epBMPOBAHIS KAHaNOB U Y3NoB BBOAWUTCS CNEAYIOLLMIA NokasaTenb
_AP(Z))

a. =
TiSi C (7)

TiSi
rae Z, - coctosume Bbixoaa us ctpost KC (7.s,); AP(Z,) - u3MeHeHne BEPOSITHOCTU COCTOSHUS Z, B Cry4ae
pesepaupoBanus, C - CTOMMOCTb TaKkoro pesepsupoBaHus. BermunHa AP(Z.) ouenuBaetcs o

cnegyloLleit opmyne:
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Ppes (Zz)_P(Zz) = (P;nicr,si ’ HKFr,s _}jomkr,si HKFr,s =

(r,8)#(1;,5;) (r,8)#(r;,5;)

= _(1 - f)omxr.s ) ' F)omxr.s. HKIW,S = _(1 - P()mk‘r.s ) . P(Zz)

(r.8)%(r15,)
AHanorMyHbIe COOTHOLLIEHWS UCNONb3yeM W Ans OLeHKM pesepeupoBaHus YC.
Mokasatenb ¢, ucnonb3yetcs Ans Bbibopa nepsoodepeaHbix anementos (KC n YC) ana pesepsnposaHms.

Mpeanoxum cregytowuin anroputm ontummsaumumn cet MPLS no nokasatensam xusyvecTu.

OntumanbHas pekoHdurypaumua mappytoB B cetax MPLS npu oTkasax B 3apaye obecneyeHus
3a[jaHHOTO YPOBHSA XUBY4ECTH

Bbiwe Gbina cchopmynmpoBaHa 3afava aHanmaa X1By4eCcTn CETH NPX 0TKasax e€ dNEMEHTOB W NPEANOXKEH anro-
PUTM OLIEHKW MOKA3aTenei XMBYYECTU, OCHOBAHHbIA Ha PELUEHWM 3ajauu HAXOXAEHWS MAKCUMarbHOTO MoToka
(HMIT) B ceT npu 0TKa3ax e€ aNemMeHTOB.

Ans BbluMcnenns BennunHbl H'y (zj) npn otkase, Hanpumep, KC (rj,sj) npeanonaranocb, 4YTo B 3TOM

COCTOSIHAW HaXOAWUTCS MOMHOCTbI0 HOBOE pacnpesdeneHne NoTokoB BCex TpeboBaHuil M HOBble MapLUPYThl, KOTO-
pble ycTaHaBnuBatoTca B ceTn. OHaKo Takoi Cryvan SBNSeTCs naeanbHbIM, U He COOTBETCTBYET pearibHbIM
ycroBuam yHKUMOHMpoBaHUA MapLupyToB cet MPLS, Tak HasbiBaemblx LSR (Label Switching Routers). Ha
npakTuke, B criyyae oTkasa Hekotoporo KC, cocedHue MapLupyTh3aTopbl PEKOH(UrypuUpytoT MOTOKA BCEX

CcoefMHeHuI, npoxoameLume yepe3 KC (r > j ) Ha ApyIvie MapLupyTbl, MPU4em Tak, 4To0bl M0 BOMOKHOCTH He

HapyLWM1Tb Apyrie COEAMHEHUs B CETU U COXPaHUTL YCTAHOBMEHHbIE MOkasaTenu kavectsa cepeuca (QoS) ans
HUX.

MocTaHoBKa 3apaun. NycTb 3agaHa cetb MPLS co ctpyktypoit G = {X ,E } X = {x j} j= I,_n - MHOXe-
ctBo y3nos cetn (YC), E :{r,s} - MHOXecCTBO KaHanoB cBa3n (KC) ceTn, 3apaHbl Takke nponyckHble
By ()| 47 =1, g () -

WHTEHCWUBHOCTb NMOTOKA & -0 Knacca, KoTopblit Heobxoaumo nepepasathb U3 yana i B j (Kowt/c), pacnpepene-

cnoco6HocTu (MC) Beex KC ., (7, 5) € E, matpuupl Tpebosanuin H (k) =

HMe NOTOKOB BCex knaccoB F'(k) = [ Srs (k)], roe f,s(k)- BennunHa notoka knacca k , nepefasaemoro no

KC (r,s), cootBeTcTBylowas matpuue H's (k) . BBeneHb! Takke orpaHMYeHns Ha 3Ha4eHUs nokasaTens kaye-

ctea (QoS) Ans Bcex Knaccos B Buae Tc(lf ) <T 300,k »

/13BECTHbI Takke MapLIpyTbl kKOMMyTaLun meTok LSP {Tij (k)} ANS KaXOoro coeanHerus (napel) (i, j), koTo-
pbl€ YCTaHABINMBAOTCA ¢ MoMoLLbto npoTokona RSVP unu SNMP.

Honyctum, yto npowusowen otkad KC (rj,s j), 0603HauMM 3T 0TKA30BOE COCTOsHME z ;. Tpebyetcs
PEKOH(MrypupoBaTb BCE MapLUpyThl OTKalaBwero coeauHeHus KC (rj,s j) Takum obpasom, 4ToObl B
MaKCUManbHOM CTEeMeHW yAOBNETBOPUTL COOTBETCTBYHOWME TPpebOBaHNS, NOMy4YMBLLIME OTKa3 B 06CHYXMBaHUN

MPW COXPaHEHMM OCTanbHbIX COEAMHEHN NO 06beMy Tpadumka 1 3agaHHOMY kadecTBy QoS - Tcp . HasoBém aty

3agavy onTumarnbHoW pekoHdurypaumen cetn MPLS npu oTkasax.
MatemaTiyeckast Mogesb AaHHON 3a4adn UMEET CreayoLwmi Bua:

TpebyeTca HaliTh Takoe pacnpeaeneHne noTokoB [ Jrs (k)], npu KOTOpoM 0BecneynBaeTes:
_ (kopp)
Hy = B Zhij — max ,
(19]):(rj nSj )enlj

npu ycnosusax
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Tl )< Togo s K =TK, (10)

FK((Q - CKOppeKTUpOoBaHHbIi notok B KC (7,.5) nocne pekoHdurypaumun k -ro knacca cepsuca.

[MpuBegem anropuTm ONTUMansHoM pekoHdurypauun cetn MPLS, cocTosiwmin u3 2-x aTanos.
Ha nepeom aTane onpegensitotcs Bce TpeboBaHus (coeguHenue) (i, j) , koTopble ucnonb3osani KC (rj,s j) 7

OTKI0YaIOTCA BPEMEHHO OT CETU M NepecUMTbIBaoTCA NoTokM B KC F® = lfr(sk) J (r,s) ekE.

Ha BTopom atane onpeaensitotcst pesepsbl No MNC Bcex KC u ontumanbHbIM 06pa3om nepepacnpenensiorcs
MOTOKM OTKa3aHHbIX TpeboBaHuMil TaK, 4ToBbl obecneuntb AoCTUXeHne Kputepuss Hy — max (Ha3oBéM KX
OTKa30BbIMW TPeOGOBaHMAMMN).

1 3TAN

1. Haxogum Bce TpeboBaHust (i,j) NPOXOAMBLLME Yepes OTKasaHHble coeanHeHns KC (rj,sj ) 0B603HaYMM nxX
= {(i,s) (r],s] e ll;; )} (11)

2. BpemeHHO oTkmntouaeM nepegady uMHgopmauum ans TpeboBaHWA MHOXECTBA Prj, s 1 BbIYUCIISIEM HOBblE

FjsSj

3HaueHus notokos - F" (k) = lfr’; (k)J:

s z hi]” rue (la ]) € Pr, Xy
f” = @)A1 =(r,s)

rs
f.s» B OCTQIBHBIX CIly4asix

OTO BbINONHAETCS CreayoWwmm obpasom:
1. Haxoanm nepsoe Tpebosarue (i}, /) € Pr o

2. [onaraem hil e =0 ¥ BbluMCNSIEM HOBOE pacnpeneneHne NnoToKoB:

(k)="h, ., T i
J(rl;t(k):{ﬁq( ) i1 ce (I” S)E 1°J1 (12)

f,s(k), BocranbHbIX ciydasx
3. Tposepka ycnosus: P 5 \ (i1, j1) # 0, ecrn 1A, To Ha war 1 1 nosTopsiem wark 1-3 Ao ucyepna-

HMA MHOXeCTBa Prj’Sj' B pesynbtate nony4yuMm HOBOE pacnpedeneHne noTokoB BCEX KnacCcoB

F"(k)= lfr’; (k)J, BKITK0YaIOLLIEE MOTOKM TOTBKO OT HeoTka3aHHbIX TpeBosanuii (i, j)\ P, s

4. Onpegensiem pesepsbl no MC scex KC:

K
Qpe3,r,s =Hps — Zfr’; (k). (13)

k=1
[epexoaum Ko BTOpOMY 3Tany.
2 3TAN

[ina Tpe6oBaHMit MHOXECTBA F. . HaXo[MM HOBble MapLUpYTbl (PEKOHMUrypUpyem MapLupyTbl) TaK, 4TObb
J
obecneynTb BbINOMHEHNE YCIOBUIA:

T, (Fx(é‘}p) <Th, k=LK, (14)
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W NpY 3TOM Zh(mpp) —> max.
(6, ))eP,;
BTopoit aTan coctouT M3 k MoaaTanos, Ha KaXaoM W13 KOTOPbIX OCYLLECTBIISIEM PEKOH(MIypaLmo MapLUpPyTOB
nepeonpeaenexme NOTOKOB Ans k -ro knacca.
Mopatan 1
1. k =1.CHavana pacnpeuenﬂeM OTKa3aHHble TpeboBaHust knacca 1.

2. Haxogum ycnosHyto MeTpMKy (1) |er( ).
0

min

3. Haxopum kpatyaiiune nytn 11;; (1) mns Bcex oTka3aHHbIX TpeboBaHui knacca k = 1.

4. Bbibupaem nepsoe TpebosaHme (il, jl)e Pr ,s; TaKoe, uTo I(H“““ (1) =min /(117} )
()]

5. I'IpOBepﬂeM BO3MOXXHOCTb nepeaayun ero B NoNHOM obbeme no nyTu lenljn
1-J1

min
hiy j, < Qpes (H,l P ) (15)

min min
rae O pes (17 it ) csobogHas MC mapLpyTa Hil,h

0y, (1777) = i {6 =/ (16)
Ecnun ycnosue (15) BbinonHseTcs, To pacnpeaensiem nonHoCTbIo NoTok TpeboBanmua A; Lj, o MapuupyTy Hlmljn
1
1 HAXOAMM CKOPPEKTUPOBAHHOE pacnpeaeneHue notokos (Pr1):
., S +h , ecn (r,s)eHi’lr,‘iArl1
k) = " (17)

fi(1), B OCTaIBHBIX CIlyyasx
WHave - Ha war 6.

6. Monaraem hl.(la)j1 =0 pes (H min )—A. 3pech hl.(la) - ponst TpeGoBaHus A, MepefaBaemasi no mMap-

11,71 I ] !
wpyTy Hlllmjr: , A - HekoTopasi 3a[jaHHas BeNnYmHa.
7. Haxoaum ckoppekTMpoBaHHOe pacnpeaerneHne noToKoB:
‘o fr)+ h , ecmn (r,s)ell™
f PP( ) (LN (18)
f,s(1), BocranpHbIX CTydasx
I'IpOBepﬂeM, BbIMONHAETCA 1NN OrpaHN4eHne Ha Tcp 1
1
T, (Fl<(01)7p) T3ad,1 ' (19)
Ecnu ycnosue (19) BbinonHsieTcst, T0 P” Pr 5 \(11 ]1) 1 nepexop Ha war 9.

J’ ]
8. lNposepka ycrnosus: P” #07? Ecnm JA, T0 nepexogum K cregytowlein utepauum n pacnpegensiem
]’ ]
oyepegHoe TpeboBaHue knacca k& = 1. /Haye - Ha war 9.
9. KoHeL, nepsoro nogatana.
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Hanee ans Bcex k =1, K cnegyolume noaaTtanbl BbINOMHAKTCS MO BbilLENPUBEAEHHON cxeme. Ha kaxaom n3

HUX BbINONHAEM nepepacnpeneneHne 0TkadaHHbIX Tpe6OBaHI/1I;1 BTOpOro Knacca, npu4em Tak, 4TOObI He HapyLwa-
NOoCb ycnosue:

T (F ) < T (20)

cp Kopp

lMocnenoBaTenbHOCTb 3TUX MOASTANOB 3akaHuMBaeTCs NMOO MOMHbIM pacnpefeneHnemM BCeX OTKa3aHHbIX
TpeboBaHWI (YTO MANoBEPOSTHO), MO0 NpU BbIXOAE HA rPaHULLy MO BCEM OrPAHNYEHNAM:;

T (F,fflzp )2 Tsu0.k » AN BCEX k = LK. (21)
70 03HaYaeT NOHOe UcYepnaHue Bcex CBOBOAHBIX PeCypcoB (CBOOOAHOM NOMOCHI) KaHAOB CBA3M.

B pesynbTate paboTbl anroputMa HaxogaTcs ONTUMarbHble PekoH(MrypupoBaHHble nyTu (LSP) ans coegynHe-
Huit (7, j) , nony4mBLLMX OTKa3 B 0BCMyxXmMBaHUM n3-3a oTkasa cooteeTcTyloLero KC unn YC. EcTecTBeHHo, 4To
B cuny orpaHuyeHHon MC ceT npu 3TOM HeKoTopble CoeauHeHus obenyxusaTbes He ByayT. Mpu aToM, yuuTbI-
Bas 04EPEeAHOCTb PEKOHUrypaLK, 0Tkas B 0BCNYXMBaHWM NOMyYaT HaMMeHee NPUOPUTETHBIE COEANHEHMS, a
Benn4uHa obLLero NoToka, NnepefaBaeMoro B CETU Nocne PeKOHMUrypaLmum — MUHUMansHOM.

BbiBoAbI

CdhopmynupoBaHa 3agada oOnTUMU3aLmMK NoKasaTeneil XmMBY4ecTn cetu ¢ TexHonornen MPLS B cnydyae 0Tka3os

€€ 9MeMEeHTOB-KaHamnoB 1 y3roB.

1. BBefeHbl NOKa3aTenum XMBYYECTU CETEN U NPEANIOXEH anropUTM UX OLEHKW, YYUTBIBAKOLLMIA cneunduky ce-
Tei ¢ TexHonorvnen MPLS.

2. CdhopmynupoBaHa 3afada ONTUMM3ALMM CETEN MO NOKA3aTenNsM XUBYYECTU W MPEONOXeH anroputMm ee
PELLEHNs, MO3BONSIOLUMIA [OCTMYb 3adaHHbIX 3HAYEHWI MOKasaTenen >KMBYYECTU NPU MUHUMAIbHBIX
[ONOMHMTENbHBIX 3aTpaTax

3. TpeanoxeH anroputMm onTUMarbHOW pekoHurypauum cet MPLS B criyyae 0Tka3oB, NO3BONSAOLMA MaKCK-
ManbHO KCNONb30BaTb KOMMYHUKALMOHHbIE PECYpPCbl CETW WM MakCUMWU3MPOBAaTb BENWYMHY MOTOKA
nepesaBaemoro Yepes CeTb B Cryyae 0TKa30B.
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NCUXONOrM4ECKME NMPOBNEMbI U MEPCNEKTUBbLI PASBUTUA OUANOIA
»YEJNNIOBEK - KOMMNbIOTEP”

WUpuHa CeprueHko

AHHOmauyus: Cmamesi nocesuieHa npobneme enusiHUA duanoza "denogek-komnbiomep” Ha opMuposaHue
KOMMYHUKamueHbIX Kayecme Ju4HoCmu nonb3osamesnel U paspabomyukos. B cmambe paccmMompeHbi
ncuxonoauyeckue npobrembi 83aumodelicmeus Yeroseka ¢ MeXHUYECKUMU UHMennekmyarnbHbIMU cucmemamu.
MpoaHanuaupogaHbl HOBbIE NCUXofIo2UYecKUe 3aghghekmbl makue, Kak "CyxeHue Ouana3oHa amoyud”,
"pasmbigaHue (Unu Haobopom - NOBbILIEHUE XECMKOCMU) KOMMYHUKamueHbIX 2paHuy", "mpyOHocmu e
NOHUMaHUU NCUXOM02UYeCcKo20 KoHmeKkcma Ouanoea 4Yerogeka C YernogekoM", "MOHomo2uyeckul cmurb
g3aumodelicmeusi ¢ MoObMu" nofib3ogamerns. B cmambe noka3aHbl NepecnekmueHbIie HanpaeeHus 8 pa3gumuu
cucmem "4eniosek — cucmema UCKyCCmMeeHHo20 uHmennekma" 0ns npeodoneHus Ha3gaHHbIX NCUXOI02UYECKUX
aghhekmos MoXem cmamb makue nymu, Kak: 80-nepebIx, Ka4eCmeeHHoe npeobpasosaHue UHMePaKmMuUBHbIX
yHKUUU UHMennekmyanbHbIX MEeXHUYECKUX cucmeM, 80-8MOpbIX, UHMEHCUbUKayusi HenocpedcmeeHHo20
MEXUYHOCMHO20 83aumModelicmeusi pa3pabomyukos, NPo2pPamMMuUCMOo8 Ha OCHO8E NPUHLUN08 ONMUMasbHO20
duarnoau4ecko2o e3aumodelicmeusi (8 cmune e3aumodelicmeusi - "compyOHudecmso”). [lpedcmasneHbi
ncuxonoauyeckue pekomeHOayuu Onsi pa3gumusi KOMMYHUKamugHOo20 nomeHyuana nuyHocmu, OnumenbHo
83aumodelicmayroujeli ¢ cucmema UCKyCCMBEHHO20 UHMeekma.

Knioyesbie cnoea: [uanoe "4enogek — KoMnblomep", cucmembl UCKYCCMEEHHO20 UHMennekma, duanoe
"yenogek — yenosek”".

ACM Classification Keywords: H.1.2 User/Machine - Software psychology

Conference: The paper is selected from XIVth International Conference "Knowledge-Dialogue-Solution” KDS 2008, Varna,
Bulgaria, June-July 2008

BBeaeHue

Mcyxonorvst NpeaoCTaBNsAET HayYHOE W NpakTYeckoe obecneyeHre UCNONHEHNS 3aay COLMANbHOM PasBUTHS.
OpHa M3 HMX — WCCeAOBaHWE MCUXOMOMAYECKMX acrneKToB B3alMOMENCTBUS 4eroBeka C CUCTEMaMU
WNCKYCCTBEHHOTO WMHTENMeKTa. B 3TOM KOHTEKCTe MOXET ObiTb pacCMOTPEHO HECKOMbKO BOMPOCOB: BO-NEPBbIX,
MCMXONOrMYECckoe COLepXaHue auanora "JenoBek — KOMMbKOTep (3/ech U Janee, CUCTEMA UCKYCCTBEHHOTO
WHTennekTa)"; BO-BTOPbIX, BNUSHUE OCOGEHHOCTE MCUMXMKW uYeroBeka (B TOM 4ucre, WHAMBUAYaNbHO-
MCUXONOTMYECKNX  0COBEHHOCTEN  MONb30BATENS-NPOrPaMMIUCTa M NONb30BaTENs-HENPOrpaMMICTa)  Ha
B3aUMOZENCTBME C TEXHUYECKOM MHTENNEKTyanbHOM CUCTEMON; B-TPETbUX, BNUSHUE AManora nonb3osatens ¢
CCTEMAMM UCKYCCTBEHHOTO MHTENNEKTa Ha ero NCuXuKY.

Mcuxonornyeckue npobneMbl B3aMMOAEUCTBUSA "4enoBeK — CUCTEMA UCKYCCTBEHHOIO
uHTennekra"

B pamkax uccriefoBaHWs BIUSHWA guarnora "4esoeeKk - cucmemMa UCKYCCMEEHHO20 UHMmesnnekma" Ha
NCUXVKY YenoBeka Mbl npeanaraem 0bpatuTb BHUMaHWE pa3paboTUMKOB CUCTEM UCKYCCTBEHHOTO MHTENNeKTa 1
NPUKNaaHbIX MCUXOMIOTOB HA TaKOM acnekT Kak M3MEHEHWe KOMMYHWKATUBHbIX CrOCOBHOCTEN NONb3oBaTens B
pesynbTate [ANUTENbHOMO B3aUMOLENCTBMS YErioBeKka C KOMMbITEPHBIMW CUCTEMaMM, B YaCTHOCTU, Ha €ero
[Vanor B CUCTEME «Yesioeek - yermosek». B aton npobreme Bblgensem [ pacCMOTPEHUSt TPU MOMEHTa:
yCceyeHue CTPYKTypbl M CpeacTB oOLeHMs Jenoseka; dukcaums cnocoba opraHu3auum COBMECTHO-
pacnpefeneHHon OeaTenbHOCTU B CUCTEME «YEMNOBEK — WUCKYCCTBEHHbIN MHTENNEKT» U NepeHoc ee cdepy
OTHOLLUEHWUI «YerioBEK — YenoBeK»; MMYHOCTHble Aedopmauun y npodeccuoHanos, pabotawowmx B cdepe
B3aMMOJENCTBUS C TEXHUYECKUMW UHTENNEKTYamNbHBIMW CUCTEMAMN.
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[ins aHanus3a nepBOro acriekTa BNUSHUS [uarnora «4enoBeK — CUCTeMa WUCKYCCTBEHHOTO WHTENMeKTa» Ha
KOMMYHMKaTUBHbIE CIOCOBHOCTM NUYHOCTW NONb30BATENSt PACCMOTPUM CYLLHOCTb U CTPYKTYpY OOLLEHWs, ero
CPeAcTBa; YCnoBus (hOPMMPOBAHMS CMOCOGHOCTM YeroBeka K B3aMMOAEACTBUI B APYrUMW NHOOBMU U
BHYTPUIMYHOCTHO SAEPHOM KOHLLENLMK «S» B YCIOBUSX AMUanora Co 3Ha4MMbIMU TIObMM.

Mpouecc pasBuUTMS IMYHOCTM 1 €€ HaBbIKOB AMarnora ¢ ApyrMMM NOAbMU HE NPeKPaLLaeTcst BCHO XU3Hb. B xoge
KM3HM  KOMMYyHMKaTWBHasi —cdepa  uyeroBeka MoXeT —oboraliatbCs WM CyKaTbCs,  LIEHHOCTHO
MepeopUEHTUPOBATLCS, Pa3BUBATLCS M COBEPLLEHCTBOBATLCS MMM CTEPEOTUNM3NPOBATLCS M PErpeccupoBaTh.
TeHAEHUNM aKTyarnbHOrO PasBUTUS TIMYHOCTM 3aBMCAT OT Beayllen [esTenbHOCTM W OCHOBHOMO Tuma
B3aMMOZEICTBIS YeNOBeKa Co Cpeaoi.

B ncuxonoruy nog obLieHremM Mbl MOHUMaeM COLManbHO-MCUXONOMMYeckoe B3anMOLEeNCTBIE NIOAEN, KOTOpbIe
BCTYMAKOT B NCUXONOMMYECKUIA KOHTAKT MEXay COOO0M C LieNbio PELLEHNS TEX UMW WHBIX aKTyanbHbIX KU3HEHHbIX
3agay. BblCclUMM ypOBHEM B3aMMOAEWCTBUS IIOAEW, C Halleid TOYKW 3peHns, SBNSETCS Auanorsyeckoe
B3aMMOAENCTBUE KaK TBOpYECKas WHTerpatMBHas CyObekT-CyObekTas cuctema, KOTopas MMeeT noTeHuuan
CaMOpa3BUTS M CaMOYCOBEpPLUEHCTBOBaHUS y4acTHWKoB [CeprueHko, 2005]). B atom cryyae, napTHep no
B3aMMOAENCTBUI0 BOCMPUHUMAETCS CYOLEKTOM Kak YHUKanbHas, HEnoBTOpMMasi NWMYHOCTb, obnagatowias
LieHHOCTb0 cama o cebe, ABNAKLLAACA paBHOMPaBHLIM CyOHEKTOM B BbIABUKEHWM BCTPEYHbIX WHULMATVB B
OTHOLLEHWM NOTPEBHOCTEN, KenaHui, LLenen, ngen u T.n.

Ecnn npoBecT Ncuxonormyeckuin aHanua B3auMOAENCTBIS YENOBEKa U CUCTEMbI UCKYCCTBEHHOTO MHTENNEKTA,
TO MOXHO OBHapyXMTb, YTO MPUHUMN "CyObekT-CyObekTHOCTU" B 3TOM “AManore” HapyllaeTtcs, MOCKOMbKY
"cucTeEMa  WMCKYCCTBEHHOrO WHTEnnekTa" Bcerga sensetcs "obbektoMm" (CpeactBOM) [Ans  UCMOSHEHWS
notpebHOCTeN, Lienen n 3agady uenoeeka, KOTopblii sBnsietcs "cyObekTom". B3aumopencteme "denoBeka C
CUCTEMOW MCKYCCTBEHHOTO WMHTennekTa" obnagaeT passuBalOWMM NOTEHUMANoM Ans Nonb30BaTens, ofgHaKo
cneynanbHoON Lenn NMYHOCTHOTO Pa3BUTUSA NapTHepa No Auarnory B 3TOW Avage He BblABUraeTcs.

ObuieHne Naen NMeeT CMOXHY MHOTOCTONHYIO CUCTEMY B3aMMOAENCTBUS YeNOBEKa C YeNioBekoM. B cBoeit
LLeNIOCTHOW (hOpMe OHO BKMKOYAET TakMe YPOBHM: LIEHHOCTHO-CMBICIIOBOW (Mpe3eHTaums 1 0BMeH LIEHHOCTAMMU,
MIMYHOCTHBIMW CMbICTIAMK, YCTAHOBMEHWE NMUYHOCTHBIX MPaHuL, BbIOBUMXEHUE MUYHLIX HPABCTBEHHO-ITUYECKMX
HOPM, NMPEAbSBMEHWE U 3aWMUTa NIMYHOCTHOM MO3NLMM, 3K3UCTEHLMANbHLIX YCTAHOBOK U T. [.); KOTHWUTMBHBIN
(monyyexune, coxpaHeHue, nepegaya, obmeH, nepepaboTka, co3gaHue WMHOPMaLWUK Kak NPEeaMETHON, TaK
COLManbHO-NCUXOMOTMYECKON U T. 4.), SMOTVBHbIA (BbipaXeHue, nepedaya, nomnyyeHue, obmeH, pednexcus,
TOPMOXKEHWE MMM aKTUBALMS 3MOLUMA M YYBCTB M T.[4.) W MoBeAeH4ecknin (0OMeH geicTBuAMMW, CpencTea
YCTaHOBNEHMS, NOJAEPXaHNA KOHTaKTa Ans OCYLLECTBNEHUs B3auMOLEeNCTBUS U BbIXOa U3 HEro, opraHusaLus
COBMECTHON [AEeATENbHOCTM, CUCTEMA YNPaBNEHWS COBMECTHOW [LESTENbHOCTBIO, pacrpeneneHue ponei w
(DYHKLMIA B COBMECTHOMN [EATENBHOCTU T. [.).

Mpumep A.M. XKypaenesa u H.A. MNaBntoka, NpuBeaeHHbIN B UX paboTe «A3bik U komnbloTep» [Kypasnes,1989]
NO3BONSIET HAM MPOWNMIOCTPUPOBATL HaMMuMe PasHbIX YPOBHM B3aMMOZENCTBUS B OBLUEHMM NOAen Mexay
cobon nocpeacTBoM s3blka (kak BepbanbHOrO Auanornyeckoro cpeactsa). OHWM MPUBOAAT UCTOPUKO O
BacHonucue J3one, koTopbii Bbin pabom y dunocoda KcaHda: «OgHaxabl xo3suH 30ma Benen npurotoBnTb
camoe nydwee 6ntogo. J3on npurotosun roskuin A3bIK. B oteeT Ha HegoymeHue KcaHda oH ckasan:»Yto
MOXeT ObITb Ha cBeTe nyuywe A3blka? [Mpy nomowm A3bika naN MOryT OOBACHATLCS..., BblpaXaTb Nacky,
npu3HaBaTbCst B Mto6BU. [103TOMY HYXHO gymaTb, YTO HET HWUYEro nydile s3bika». B cnegyrowmii pas KeaHd
BEnen NpuroToBWTb Camoe XyAwee. J30M OnsTb MPUroToBWn Gnopo w3 a3blka U ckasan: «Tbl Benen MHe
cbickaTb camoe xyaLee. A 4To Ha CBeTe Xyxe s3blka? [ocpeacTBOM A3blka 0AW OropyaloT U pasoyapoBbIBaOT
Apyr Aapyra, nocpeacTBOM fi3blka MOXHO NULEMEpUTb, nraTb, 0OMaHbIBaTb, XUTPUTb, CCOPUTLCA. A3bIK MOXET
caenatb NoAe Bparami, ... OH MOXET BHOCUTb B Hallly XMW3Hb rope 1 310, npegasatb, ockopbnate. MoxeT nu
ObITb 4TO-HMOYOL Xyxe s3bika?» [Kypaenes, 1989, c. 85]. XoTta aBTOopbl 0bpaLatoT B cBOei paboTe Gonblue
BHUMaHWS Ha CEMaHTWKy CroBa, 3MOLMOHaNbHble 3apsabl CrOB, MEHSIOWMECs B 3aBUCUMOCTM OT 3Tana
pasBUTWS COLMYMa, HO HarnsigHO NoKasblBaloT, YTO Quasoe Yesioeeka C YEI08eKOM COOEPXMT B cebe OrpoMHyLo
NanuTpy LIEHHOCTHO-CMbICIIOBbIX, 3MOLMOHATbHBIX aCMEKTOB, KOTOPbIE UIPaloT peLLatoLLyto ponb B OpraHu3aLmumn
KU3HEAEATENbHOCTU YENOBEKA, B (DOPMMPOBAHUM NO3UTUBHBIX OTHOLLEHWUI C APYTUMU NIOLBMM, B AOCTUKEHWM
MMM cHacTbs 1 ycnexa.

|-|le B3aWMOLENCTBAN YenoBeka C TEXHWUYECKUMU MHTENNeKTyanbHbIMX Yy NONb30BaTens 4acto BO3HUKaET
nnno3unsa O6LI.I|eHI/1ﬂ C peaanoﬁ JNINYHOCTBIO, MOCKONbKY Auanor NpoOUCXOAUT Ha A3blKe, NOHATHOM 4YENOBEKY,
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npouseoguTcs obmeH uHdopmauuein. Takum 06pa3om, BKMKOYEHWE KOTHWTWBHOTO YPOBHS B3aMMOAEMCTBMS,
aHarornyHoro ToMy, KOTOpblil MUMEET MECTO B CUCTEME "4ENOBEK-4erioBeK", CO34aeT OCHOBY ANsl HE3aMETHON
CO3HAHMIO MOSb30BaTENS NOAMEHLI PeanbHOro napTHepa no OOLEHMI0 BUPTYamnbHOM KOTHUTUBHOM MOZENbIO,
KOTOPYIO NPeaCcTaBnseT TeXHUYeCKas MHTENNeKTyanbHas cuctema. [pyrue crnow obLieHns YenoBeka npu aTom
MOrYT NOCTENEHHO PEAYLMPOBATLCS, YNPOLLASCH U CYyXasCh N0 AManasoHy U ryouHe nepexmBaHns U BHELLHETO
BblpaxeHus. lcuxuyeckas GyHKUMS, KOTOpas He BOCTpebOBaHa BO B3aMMOAENCTBWW 4YenoBeka C CUCTEMOM
MCKYCCTBEHHOrO MHTENMNekTa, OygeT MOCTENEHHO PErpeccupoBaTb. dTa TEHAEHUMS BbIpaxaeTcs B TaKuxX
ahhekTax, Kak "CyxeHue W ynnoLjeHue SMOLMA, YYacTBYIOWMX B HEMNOCPEACTBEHHOM OOLLEeHMM Yenoseka ¢
yenosekoM", "pasMbiBaHNE HOPMATUBHO-LEHHOCTHON Chepbl MMYHOCTM B cdepe B3aUMOAENCTBUS C APYrMM
nogbmu”. C gpyron CTOpOHbI, yCeyeHne CTPYKTYpbl 06LLeHmMs, 06eHEHNE SMOLMOHANbBHBIX W LLEHHOCTHBIX CrIOEB
B3aMMOZENCTBMUSA C APYTM YENOBEKOM, MPUBOANT K BO3HUKHOBEHMIO NMCUXONOrMYECKIX TPYOHOCTEN B O6LLEHIN C
peanbHbIMK MapTHepamu. JINYHOCTb, CTPEMSCH K 0BNEr4yeHno CBOEro SMOLMOHANBHOTO COCTOSIHWS M CHIKEHNS
MCUXONOTrMYECKON HArpy3kn OT pearnbHOro "TpyaHoro" oBLieHWsl. HEOCO3HAHHO YAANseTCs OT peanbHoro
B3aMMOAENCTBUS C peasbHbIMU MOABMM 1 YKPENSETCS B CBOEM LIEHTPUPOBAHMM Ha "06LLEHMN" C BUPTYanbHbIM
"MPOCTbIM W NOHSATHBIM" MAPTHEPOM. JTOT MCUXONOrMYeckuin 3GhdEKT Mbl ONpedensieM Kak "3alluTHbIA yXO4 B
BMPTYanbHY0 peanbHOCTL", COMPOBOXOAKLWMACA SBMNEHWMEM "MOBLILIEHNS XECTKOCTU W HEMNPOHMLAeMOCTH
KOMMYHWKaTVUBHBIX rpaHnL, Ans peanbHbiX cO6ecenHMKoB",

OTpaxeHue B Opyrom 4enoBeke CBOero «f» obecneunBaeT OCHOBY ANS (POPMMPOBaHUS NMYHOCTM. MHorne
COLManbHO-MCMXONOrMYECKMe 3HaHUS W HaBbIKM OOLLEHUS YenoBeka WMEKT NpouUCXoxaeHue B crnocobe
B3aumogencTeus ¢ pebeHkoM poguTenein U Opyrux Onu3kuX M 3Ha4MMbIX Togen B OETCTBE, W3 TOM
WHopamaLmi, KOTOPYH OCO3HAHHO M HEOCO3HaHHO NPefoCTaBAANM NNYHOCTU OKpyXalolue niogn. 10T
NPOLECC peanu3yeTcs Yepe3 MexaHusm "0BpaTHOW CBSA3N", KOTOPbIA aKTUBMPYeTCs B npouecce 06LeHus.
Cneumanuctbl B 06nact 3proHOMUYECKMX UCCNEOOBaHMSA Auanora "4enoBek — MawuHa" nuwyT crnegyroulee:
"CounanbHas B3aMMO3aBMCUMOCTb HAYMHAETCS C MOMEHTa OMNMOAOTBOPEHNS 3aPOAbILIEBOA KNETKM W
NPOJOITKAEeTC B TEYEHWe BCEro KM3HEHHOro nyTW. [Mpu kubepHeTWYeCKoM MOAXOAE K MOHUMAHWK 3TOM
B3aMMO3aBMCUMOCTH COLMasnbHble B3aUMOLENCTBUS OMUCLIBAKOTCA C MOMOLLBID MOHATUS "obpaTHas CBA3b" U
COOTBETCTBYET MOAENSAM CnexeHus 1 ynpasnenus. Camble pasHoobpasHble (opMbl COLMAnbHOrO NOBEAEHNS —
noapaxaHue, NpocnexuBaHue B3rMSAAOM, yXaxuBaHUE, peyb, couuanbHas KoopauHaums B npouecce paboTbl
WK Urpbl, CMOPTUBHAA UMK XYOOXECTBEHHAs LeATeNbHOCTb — MOTYT BbITb NpoaHaNU3npOBaHbl Kak crieasiime
CUCTEMBI, PETYNIMPYEMbIE COLManbHO 06paTHo cBa3bio” [ KpucteHceH, 1991, c. 547]

B uHTepnpocTpaHCTBE CYOBEKT eXecekyHAHO nonyyaeT MHAOPMaLMI0 O peakumsax Apyrux Niogen Ha Hero Kak
napTHepa no B3aUMOLEWCTBUIO (HA KOTHUTUBHOM, SMOTMBHOM W MOBEAEHYECKOM YPOBHSX). OTa MH(OpMaLms
CEMNEeKTUBHO NpUHUMaeTCa CyObekToM [Ans AanbHenrwei 06paboTkM M NpOBEpKM HA ee peneBaHTHOCTb
COOCTBEHHOM  CO3HATeNbHOM  A-koHUenuuu. YacTb CBedEHWA OCTaeTcs B OMEPaTWBHOM  NaMmsTy,
obecrneynBaroLleil HAKOMMEHNE W MPUMEHEHWE JKM3HEHHOMO OMbiTa B KaXdbld MOMEHT B3aMMOLENCTBUS C
nogsmu.

JTM4HOCTb, LiEHTPUpOBaHHAs Ha B3aUMOAEWCTBUM C "CUCTEMOW WCKYCCTBEHHOTO WHTENNeKTa", 3HauMTEnbHO
YMEHbLUAET CBO BO3MOXHOCTb MOMyvaTb IMYHOCTHO-OPUEHTMPOBAHHYIO 0OpaTHYIO CBSA3b OT OKPYXaLLMX
nogen, Kkotopas nobyxgana Obl €ro K peanucTMYecKom oueHke cebs, a Takke K JNMYHOCTHOMY M
MEXITMYHOCTHOMY CaMOCOBEPLLIEHCTBOBAHMIO. TEXHUYECKast MHTENMNEKTYanbHas CUCTEMA He JaeT NOMb30BaTeNto
HeraTMBHOM IIMYHOCTHO-OPUEHTMPOBAHHON 0OpaTHOM CBA3WM, KoTopas Morna Obl B yCTax nogen uMeTb
"BonesHeHHy" ¢opMy, NO3TOMY MOSBNSAETCA AOMOMHUTENbHbIA "apryMeHT" Ons MOACO3HaHWS YenoBeka B
nonb3y BbibOpa BUPTYamnbHOMO, NPOCTOrO BO B3aMMOZENCTBWM "mapTHepa'. Yenosek, JOCTUralLmi ycnexa B
KOMMbIOTEPHBIX WUrpax, HanMCaHWM KOMMbIOTEPHBIX NpOrpamMMm W T.4., OLLYyLLaeT MOBbILLIEHWe CamoyBaxeHus B
CBS3U C CY)XEHMEM HEMOCPEACTBEHHOMO ODLIEHNS N YXOAOM OT PeanbHOro B3auMOZEVCTBIS C XKUBbIMM NIIOObMM
yenoBsek (MoNb3oBaTerb) HE HaKanIMBaET HOBOTO XWU3HEHHOrO OMbiTa. JIMYHOCTL MOXET "3acTpeBaThb’ Ha TOM
aTane CBOEro NIMYHOCTHOTO M COLMANbHO-MICMXOMOMMYECKOro pasBuTUs, Ha KOTOPOM MPOM3oLLINa (ukcaumst Ha
"BUPTyarbHOM napTHepe" (KOMMbKTEPE).

Mpwn 0BbI4HOM NOBCEAHEBHOM OBLLEHUN NKOAK UCTIONB3YIOT MHOXECTBO CPEACTB AMNS KOHTaKTa Ha BCEX YeTbIpex
YPOBHSX B3aMMOAENCTBMS: BepbanbHble U HeBepbanbHble, KOTOpPblE B CBOK OYepedb WMEKT CBOU
Pa3HOBMOHOCTW W TOHKO OuddpepeHumMpytoTes BHYTpu cebsl. "B mpouecce coumanbHOro CRexeHust OBWKEHUS
nepeoro CybbekTa reHepupytoT BXOAHbIE CTUMYMbI 4N BTOPOro cybbekTa, KOTOPbIA PerynupyeT 3T BXOAHbIE
CTUMYTbI C MOMOLLbHO ABVKEHWUA 1 CO3haeT COOTBETCTBYIOLLME BXOAHbIE CTUMYIIbI ANs nepBoro cybbekTa u T.4."
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[KpucteHceH, 1991, c. 547]. bonbluyio ponb B ODLIEHUM WFpaKOT TakMe CPeAcTBa, Kak XecTbl, MUMMKA.
NaHTOMUMMKA, NapanuHIBUCTUYECKNE KOMMOHEHTbI PEYM, KOTOPbIE CO3AaBast TOHKME KOHTEKCTbI, Jal0T YEnoBeKy
[ONOSTHUTENbHYIO YTOYHAIOLLYI0 WHGOPMALMO O CMbICne, 3anoXeHHOM B BepbanbHOM coobLieHnn, unn o6
OTHOLLEHWN K cOBECEAHIKY, C KOTOPbIM BEAETCA Ananor, 06 OTHOLIEHWM K MHGOpMaLMK, KOTopasi NnepesaeTcs u
T. A. MOXHO Takke y4ecTb, YTO HeBepOarnbHbIN guanor B 00LLEeHMM Niogeit MOXET UMETL MECTO cam no cebe 6e3
coeavHeHus ¢ BepbanbHbIM 0OMEHOM COOBLLEHNAMM.

«Opeon» B3aMMOAENCTBAS B BMAE «(OHOBbLIX», HE3AMETHbIX ANS CO3HAHUS, HO CYLECTBEHHbIX ANS
NOACO3HAHNS NATEHTHbIX CUTHANOB-CPEACTB OOLLEHNs, NOMOraeT CyObekTy Mpu B3aMMOAENCTBUM C N0AbMU
TOYHEe NOHUMaTh NOTPEBHOCTM 1 MOTUBLI APYrOro YenoBeka, ero HOPMbI U rpaHNLbl, €ro MUYHOCTHYIO NO3ULMIO,
ero uyyscTBa 1 amouun. OBpaboTka BTOPWUYHBIX CUrHamNOB-CPEACTB OOLIEHWS MPOMCXOAMT B OCHOBHOM Ha
NOACO3HATENBHOM YPOBHE B MPaBOM MOIyLLAPUN YeNoBeka M peanu3yeTcs B CO3HaHUA B BUAE UHTYUTUBHOMO
pesynbTata nepepaboTaHHON MHOPMAaLMM — MBICAM WKW YyBCTBa (3Moumm). [Ang pasBuTWUS WHTYUTUBHOIO
cnocoba 06paboTkn MHopMaLMM HEOBXOAMMO HaKOMMEHWe MHAOPMALMOHHOTO Oaraxa — 6a3bl KOHTEKCTHbIX
JaHHbIX. OTa WHQOpMaUMs Ha HEOCO3HaHHOM YPOBHE MNCUXMKM YeroBeka cobupaetcs B Xxoge ero
HenocpeCTBEHHOTO B3aWMOAENCTBIS C NMOAbMI. BTOpUYHbIE cUrHanbI-CpeAcTBa OOLLEHNS ABNSIOTCA 3HaKaMu
Ana cybbekTa, WX BOCTPUHUMAIOLLErO, HO HE COrNacoBbIBAKOTCA COLMYMOM, VX MPUMEHSIOWNM, U HE UMEIT
OHO3HAYHO YCTaHOBIIEHHbIX CBA3EN MeXIY CUrHaNoM-CPEeACTBOM U €ro 3HaYeHUEM.

BepbanbHble W cuMBOMbHblE cpeactBa OOLEHMS (A3blK, CROBa, 3HAKM) MpefcTaBnsaT coboit YacTb
00LLENPUHATON (COLMANbHO-KOHCEHCYCHOM) CUCTEMBI 3HAKOB, KOMOMHALMS KOTOPbIX CO3A4AET HOBbIE 3HAKM W
TEKCTbl, MMetowme oBwenpuHaToe 3HaveHue. CMbICT M 3HAYEHWEe WX LOCTYMHO ANS MOHWMAHWS BCEM
yyacTHUKkam OOLeHMs B rpaHuuax rpynnbl, OBMageBlien WHAPOPMALMOHHBIM HAMONHEHMEM (CoaepXaHneM)
BblOpaHHON cucTeMbl 3HakoB. ObpaboTka uHdopmauuu B BepbanbHON M 0OLLENpUHATON CMMBOMBHOM hopme
OCYLLECTBMNSIETCA B OCHOBHOM B II€BOM nonyllapuu mo3sra. Pabota onepatopa, nporpammMucTa, WHXeHepa-
CUCTEMOTEXHMKA CBSI3aHa B OCHOBHOM C 00paboTkoi MHopMaumn BepbanbHoro 1 abeTpakTHO-CUMBOIBHOMO
BMAQ, 4TO BEAET B CBOIW OYepedb B meperpyske NeBOro nonylapus mMosra 1 ocnabneHnn yHKUUA npaBoro
nonywwapus. B aTom cnyyae npasoe nonylwapue YenoBeka HeJononyvaeT MHGOpPMaLMIO 0 cdepe opraHusaLmm
OTHOLLEHWUI C NioabMU 06pasHOro, SMOLMOHANBHOTO, TENECHO-KUHECTETUYECKOTO U KMHETUYECKOTO Tuna, YTO
YXYOLAET BO3MOXHOCTW AN MHTYMTUBHOTO peLieHUs 3afay CouManbHO-MEepLENnTUBHOTO TWMa, a Takke
OCIMOXHSIET MOHUMaHWe KOHTEKCTa, W, CrefoBaTeNibHO, AOMOSHUTENBHOTO, NINYHOMO W CKPbITOTO CMbICIOB B
BbICKa3blBaHWAX MapTHepa no o0bLWeHWo. HesarpykeHHOCTb MpaBoro nonywapus mosra obpasHonm K
9MOLMOHANBHO-HACBILEHHON MHOPMaLMEN NPUBOAUT K YCUMEHMIO MOTPEBHOCTU NIMYHOCTM B "CUMbHBIX" 1
"GpKMX" OLLYLLEHMSX, NOPOXAAMWMX B CBOK O4epedb HEODXOAMMOCTb B TaKMX BW&AX aKTUBHOCTM, KOTOpble
NPeLoCTaBNAT YeNoBeky NogobHble COCTOSAHUS. [ HEKOTOPLIX MUYHOCTEN, TaKUMU BUAAMU LEATENbHOCTY,
CTAHOBATCS 3aHATWS OMacHbIMW BUAAMW CrOpTa, KOMMbIOTEPHble M "a3apTHble" Wrpbl, AN ApYrux —
notpebneHne NCUXOAKTUBHBIX BELLECTB U T.4. 3aBMCUMOCTH, KOTOPblE MOTYT CHOPMUPOBATLCS B 3TOM Cryyae,
HOCAT XapaKTep KOMMEHCUPYIOLLMX MEXaHU3MOB, MO3TOMY, ANS W30aBMeHWst NMYHOCTW OT UX BIUSHUSA
HeoBX0AMMO onpeaderneHne NepBUYHON MCUXONOTMYECKON Npobnembl, KoTopas npuBena K UX BO3HWUKHOBEHWH.
MoxeT MMeTb MeCTO OCTaHOBKA COLMaNbHO-NCUXONMOMMYECKOro pa3BUTUS JIMYHOCTU W €e CHWXAaTbCH ee
CNOCOBHOCTb  yCMEeWHO B3aMMOL4EeNCTBOBATb C NiogbMU B (popmate COBPEMEHHOrO  MCUXONOrNYECKoro
NpoCTpaHcTBa UM BpeMeHW. B pesynbTate y nonb3oBaTens MOryT HabmogatbCsa Takue ncuxonornyeckue
adhhekTbl, Kak: "CyeHue auanasoHa amoumi”, "pasmbiBaHue (UM Ha0OOPOT - MOBLILEHUE KECTKOCTM)
KOMMYHUKaTWUBHbBIX rpaHuL", "TPYOHOCTW B MOHMUMAHWW MCUXOMOTMYECKOro KOHTEKCTa Auanora 4enoBeka C
yenosekoM", "PEayKUMS UHTYMLMM B KOMMYHUKATUBHOW Cchepe”, "MOHOMOTMYECKUid CTUMb B3aUMOLENCTBUS C
noabmun" nonb3osaTens.

CpaBHUTEMbHBIN aHanmM3 MCUXOMOMMYECKO CTPYKTYPbl B3aUMOLENCTBUE B CUCTEME «YENOBEK — YENIOBEK» U
«YeroBeK- CUCTEMA WUCKYCCTBEHHOTO MHTENMEKTa» MokasbiBaeT CredyHoLLee:

Bo-nepebix, B pesynbTate (hUKCALMW NUYHOCTU HA AMAnore C WUCKYCCTBEHHbIM MHTENNEKTOM MPOUCXOAUT
yCeYeHWe  LeNOCTHOA  CTPYKTYpbl  OOLEHMS M WUCMONMb3YyEMbIX  MIMYHOCTBIO — CPEACTB  OOLLEHMs
(NapanuHrBUCTUYECKNX, KMHECTETUYECKUX, KUHETUYECKUX U AP.), HApYLUEHWe NOHUMaHWe KOHTEKCTa COOOLLEHMS
napTHepa W [AOMONHUTENbHBLIX CMbICIAX, 3aNOXEHHbIX BO «BTOPUYHBLIX» CUrHaNax-cpeacTsax obLieHVs,
PELYKUMS MHTYULMM, Pa3MblBaHUE 3HAYMMOCTM LLEHHOCTHO-HOPMATUBHOM M SMOLMOHAMBHON (YHKLMN 0BLLEHNS.

Bmopbim CyllecTBEHHbIM MOMEHTOM MOXET ObiTb M3MEHEHWe Tuna B3aWMOAENCTBUS YeroBeka-onepatopa C
Apyrumu niogbMu. [uanor B CUCTEME ,4ENOBEK — CMCTEMA WCKYCCTBEHHOTO MHTENNEKTA” SIMLLEH NapTHEPCKOM
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(OYHKLMM (DEMOKPATUYECKOrO CTUNS OBLLEHNS), NPU KOTOPON KaXObli M3 YYACTHUKOB B3aMMOLEMCTBUS BHOCUT
PaBHbIA BKMad B MHUUMATMBHOCTb, BbIABWKEHWE NPEANOKEHUA ANA  pelweHus npobnembl, NpUHATME
OKOHYaTEeNbHOMO peleHns o Bblbope cnocoba pelleHUs akTyanbHOW 3ajaun, B3aMMMIPOLOSKaeMoe
WHTENMEeKTyanbHoe [AencTBMe (CTUMb COTPYAHMYECTBA), BbIMONHeHWe pelweHus. Cybbektom B cucteme
B3aMMOLENCTBMS ,4ErNOBEK — CUCTEMA UCKYCCTBEHHOTO MHTENNeKTa” BCceraa SABNsSeTCs 0fHa CTOPOHa (YenoBex),
a MCMOMHSIOLMM areHTOM — Apyras CTOPOHa «CUCTEMa MCKYCCTBEHHOTO WHTennekta». Habniopaetcs
3HauMTENbHBIN NepeBec CyObEKTHOM (DyHKLMWM CO CTOPOHbI YeroBeka, YTO NpOsBNsSeTCs B BuAE pa3paboTku
nporpamM, Bblgaun «KOMaHg» MalluHe, KoTopas «4OoSmkHa” MCnomnHuTb ux. Mpobrema Takoro B3auMogencTans
ONS YernoBeKka BO3HWUKAET NNLLb B TOM, 4TOObI OH TOYHO, Ha S3bIKe CUCTEMbI UCKYCCTBEHHOO MHTENNEKTa fan en
HYXXHYO NporpamMmy, KOMaHgy, ykasaHue. Takoil CTUMb B3aUMOZENCTBUS OTHOCUTCS K TUMY «aBTOPUTAPHBINY Urn
«MaHUMYNATUBHBINY.

Tpemuli MOMeHM 3aKmio4aeTcs B TOM, YTO pPe3ynbTaTOM ANWTENbHOTO B3aMMOAEMCTBUS YenoBeka ¢
TEXHUYECKUMU NHTENMEKTYanbHbIMIA CUCTEMaMU MOXET SBUTLCA IMYHOCTHAs NpodeccnoHanbHas gedopmaums.
Uenosek, paboTatolymit NOCTOSIHHO B [AHHOW CMCTEME B3aMMOAENCTBUS C TEXHUYECKOW WHTENNEKTyarbHOMN
CUCTEMON, MOXKET HEOCO3HAHHO NEPEHOCUTL MOHOMOMMYECKUI KOTHUTUBHO-AEATENbHBIA NAaTTEPH HA NOCTPOEHUE
OTHOLUEHUA C MOAbMK. ITO B CBOK OYepedb MOXET MPUBOAUTL K HapyLIEHWK AEMOKPATUYECKOro CTUMS
0bLieHMs C NIAbMU, BO3HUKHOBEHWIO KOHGOIMKTHBIA CUTYaLMiA, NOTEPE NCUXOMOTMYECKOro KOHTaKTa C Apyrumu
NABMKU, NPOtheCcCHOHanbLHoOM AeopMaLyi NMYHOCTM onepaTopa, NPorpaMMmUcTa. BosHMKaeT «NOPOYHbINA Kpyry,
Korga YenoBex, NOMyyMBLUMIA NCUXOMOTMYECKYI0 TPABMY B OTHOLLEHMSX C NIOAbMMW, HAXOAMT BO B3aMMOAENCTBUM
C «CMCTEMOM MCKYCCTBEHHOTO MHTENneKTa» BO3MOXHOCTb COanaHCMpOBaTb CBOE 3MOLMOHANbHOE COCTOSHUE.
MporHo3upys LanbHeilee pasBuUTUE NIMYHOCTM, MOCTOSHHO — B3aUMOLEWCTBYIOWEN C  TEXHWUYECKUMU
WHTENNeKTyarnbHbIMU CUCTEMaMU, MOXHO MNPOCNeAWTb TEHAEHUMW: K OLHOCTOPOHHEMY (NeBOnonyLlapHoMy)
PasBUTUIO MCUXMKW; yXO4y OT peanbHblX TPYOHOCTEA HEMOCPEACTBEHHOMO MEXUYHOCTHOMO O6LLEHNs BO
B3aMMOAENCTBUE B BUPTYanbHOM MPOCTPAHCTBE W C BUPTYasnbHbIM COBECEOHNKOM; CY)KEHMIO KOMMYHUKATUBHOM
cpedbl; KOHCepBauWW WAW perpeccy HaBblkOB OOLLEHUS; 3MOLMOHANbHOW AenpuBaLun; BO3HUKHOBEHWIO
9MOLMOHANBHO-3aMeLLAIoLLNX AEATENBHOCTEN U POPMUPOBAHMIO NCUXONOMMYECKIX 3aBIUCUMOCTEN OT HUX U T. 4.

Mcmxonornyeckme pekoMeHgauuM nNo onTUMM3aLum guanora "4enoBek-cucrema
MCKYCCTBEHHOro UHTennexkra"

[epcnekTMBHBIMW ANst NPEOAONEHUS HA3BaHHbIX MCUXOMOrMYECKUX 3Gh(PEKTOB B pa3BUTUM CUCTEM "J4ENOBEK —
CUCTEMA UCKYCCTBEHHOTO MHTENNEKTa" MOryT CTaThb Takue NyTH, Kak: BO-NEPBbIX, KAYECTBEHHOE NpeobpasoBaHme
WHTEPaKTUBHBIX ~ (PYHKUMA  TEXHWYECKUX  MHTENMEKTyanbHbIX — CUCTEM, BO-BTOPbIX, WHTEHCWU(MKaLWA
HEenoCpeaCTBEHHOrO MEXMUYHOCTHOTO B3aUMOLENCTBIS pa3paboTyUMKOB, MPOrPaMMICTOB Ha OCHOBE MPUHLMMOB
ONTUMAanbHOrO A1anorMyeckoro B3aMMoaencTamns (B CTUNE B3aMMOAENCTBUS - "COTPYAHNYECTBO").

[MemxonpodunakTieckumm Mepami NEPBOro HanpaeneHUs, No HaleMy MHEHMIO, MOTYT ObiTh:

1) co3gaHne HOBOrO TWMa auarnora ,MenoBeK - KOMMbIOTEP” MyTEM BBEAEHMS B (DYHKLUAW MHTENMEKTYanbHOM
TEXHUYECKOM  CUCTEMbI  WHULMATWUBHOW, aKTMBATOPHOM WNW  BNOKMPYIOWIEN,  3KCMEPTHO-OLEHOYHON 1
KOHCYNbTaTUBHOW ANaNOrMYeckon OyHKLUMY;

2) NpefoCTaBNEHNE TEXHNYECKON MHTENNEKTYarnbHON CUCTEMOI NOMNb30BaTEN 0OPATHOM CBA3N B YESIOBEYECKUX

daopmax «06pa3Horo N 3MOUMOHanbHOro» TWUMOB pearnpoBaHnA MHd)OpMaLl'VIVI C MUMMYeckumn "
NaHTOMUMUYECKUMU KOMMYHUKATUBHBIMW SN1EMEHTAMNU,

3) y4eT He TOMbKO TEXHUYECKNX, SPrOHOMUYECKIX, NCUXONOrMYeckuX TpeboBaHNi Npu paspaboTke TEXHUYECKNX
WHTENMeKTyanbHbIX CUCTEM, HO W  COLMANbHO-MCUXONOrMYECKUX, MEAArorMyeckux, STUYECKMX HOPM,
06yCcnaBnMBaroLLmMX BRUSIHE Ananora YenoBeka ¢ KOMMbOTEPOM Ha hOPMUPOBaHNE COLMANbHO-NEPLIENTUBHBIX,
3MOTMBHbIX 1 KOMMYHUKATUBHbBIX CBOVCTB MIMYHOCTY NOSIb30BATENS.

McuxonpodunakTUieckMMmM Mepami BTOPOro HanpassieHysi, Mo HaLLeMy MHEHWI0, MOTyT BbITb:

4) paspaboTka NPOEKTOB, KOMMbLIOTEPHbIX MPOrPamMM MpU HEMoCPEACTBEHHOM OBLLEHWM YYACTHUKOB NMLOM K
nuy B avage uunm B «<kOMaHge;

5) 0By4eH1e NporpaMMMCTOB HaBblkaM COTPYAHMYECTBA NpW paboTe B Anage v rpynne «nLoM K NnLy»;



160 Advanced Studies in Software and Knowledge Engineering

6) ncuxonornyeckasi AMarHoCTUKA CTWMS B3aUMOLENCTBUS, HaBbIKOB OOLUEHMS, YPOBHS Pa3BUTUS YMEHWIA
OCYLLECTBIISITb AWarnor ¢ NloAbMM, IMYHOCTHBIX CBOACTB ONEPaTopoOB, NPOrPaMMIUCTOB, UHXEHEPOB 1 APYTUX MWL,
aKTUBHO 3a1eNCTBOBAHHbIX B AMANOre C TEXHUYECKUMM MHTENNEKTyanbHbIMU CUCTEMAMMU;

7) pa3BuThe Yy NuL, paboTaowmx B CUCTEMAX «4YENOBEK-CUCTEMA WCKYCCTBEHHOTO WHTENNEKTay, CoLManbHO-
NepLENTUBHOrO MHTENNEKTa W HaBbIKOB OOLLEHWs!, AMANOrMYecKoro B3auMOLENCTBUS B rpynnax fMYHOCTHOO
pocTa, MCUXO4pamMaTUYeckuX, —apT-TepaneBTUYECKUX, —TrewTanbT-rpynnax UM ApYyruX  JIMYHOCTHO- W
KOMMYHUKaTUBHO-LIEHTPUPOBAHHbIX rpynnax;

8) KOppeKUMs NIMYHOCTHBIX KayecTB B Cryyae paseuTMS  NpocdhecCUoHanbHOM — gedopMauun  nyTem
WHAVMBMAYANbHBIX MCUMXOMOMMYECKNX KOHCYNbTaLWA 1 IPYMMNOBOI NCUXOKOPPEKLMOHHOM paboTbl [AueHko, 2002] .

BbiBoAbI

B pesynbTaTte NCUXONOTMYECKOrO aHanusa awanora "JenoBek — CMCTeMa WCKYCCTBEHHOTO MHTennekTa" 6bino
YCTAHOBMIEHO, YTO MpU AWTENbHOM B3aUMOZEMCTBUM YerioBeka C KOMMbITEPOM Y MONMb30BaTens MOXeT
chopmMmMpPOBaTLCA PSS NCUXONOMNYECKMX (DEHOMEHOB, KOTOPbIE OCAIOKHAT HAaNaXWBaHWe OTHOLLEHWU CybbekTa ¢
apyrumu ntogsMu. B nevxuke YenoBeka MOryT MOSIBUTBLCS TakMe MCUMXONOrMYeckne ahdekThl, Kak: "CyxeHue
JnanasoHa amoumi’, "pasmbiBaHue (MM HAoBOPOT - MOBLILLEHME XECTKOCTU) KOMMYHUKATMBHBLIX rpaHuy'",
"TPYaHOCTW B NOHUMaHWUK NCUXONOMMYECKOro KOHTEKCTA Anasnora YenoBeka ¢ YenoBekom", "peayKums MHTYULMK B
KOMMYHWKaTUBHOW cbepe”. McnbiTbiBasi KOMMYHUKATUBHbIE TPYAHOCTW, NOMb30BaTENb CKMOHEH CKOpee Ha
HEOCO3HAHHOM YPOBHE 3ahMKCMPOBATHCA Ha B3aUMOAEWCTBUM C "CUCTEMOM WCKYCCTBEHHOTO WHTEnnekTa”,
HeXenu npeanpuHUMaTh NOMbITKA NOCTPOEHUS YAOBNETBOPSIOLMX OTHOLLEHWA C NioabMUW. Takum obpasom, Kpyr
KOHTaKTOB YenoBeka 3aMblKaeTCsl, XW3HEHHOe B3aWMOZEeNCTBME MNpeBpallaeTcs B "XOXKAEHWE MO feHTe
MéBuyca", 4To cnocobCTBYET yxOdy NWYHOCTM OT PeanbHOro OMarorM4yecku-mapTHEPCKOro, LEMOCTHOro B
3MOLMOHANBHOM W LLEHHOCTHOM acnekTax obLleHus ¢ NoabMK, B BUPTYanbHOE MOHOMOMMYECKN-KOTHUTUBHOE
B3aMMOJENCTBUE C CUCTEMOM WCKYCCTBEHHOTO WHTennekTa. [OCTUXEHUS COBPEMEHHOW MpPaKTUYeCKOM
ncuxonorMn B cdhepe KOPPeKUMM W pasBUTUS KOMMYHUKATMBHbIX KayecTB YerioBeKa OTKPbIBAIOT HOBbIE
BO3MOXHOCTYW ANnst pa3paboTku NCMXonpoguUnakTM4eckux Mep B HanpaBieHUM ONTUMIU3aLMKM Auanora Yenoseka ¢
CUCTEMAMW UCKYCCTBEHHOTO MHTENNEKTa.
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KOMMNbIOTEPHASl CUCTEMA BUPTYAINIbHOIO OBLUEHWA NIOOEN
C NPOBJIEMAMU CITYXA

KOpui Kpak, Anekcangp bapmak, Anekcanap MaHgxa,
AHTtoH TepHoB, Hukonan LLiatkoBCKMK

AHHOomauyus: B cmambe npedcmagneHa KOMNEKCHas UHGhOPMAUUOHHas MexHomoausi Ons 6e3cnogecHoll
KOMMYHUKayuUu mexay modsmu ¢ npobriemamu ciiyxa, OCHOBaHHasi Ha XeCmMOMUMUYECKOM 3bIKe.
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ACM Classification Keywords: .2.8 Problem Solving, Control Methods, and Search H.1.1 Systems and
Information.

Conference: The paper is selected from XIVth International Conference "Knowledge-Dialogue-Solution” KDS 2008, Varna,
Bulgaria, June-July 2008

BBeaeHue

B Mupe KONMYecTBO MOMHOCTBI FAYXMX NIOAENR W NIOQEN C TSKENbIMM hopMaMn NOTEPU Chyxa COCTaBnseT
okono 1,5% 0T 0OLLEN YCNEHHOCTI HACcEeNeHUst — 3TO AECSTKM MUINMMOHOB NOAEN, Ans KOTOPbIX HeobXxoanmo
co3naBaTh CPEACTBA paBHOLEHHOrO oblweHns B obuwectse. TyHkT 7 Mpasuna 5 Mpunoxenus k Pesoniouum
OOH 48/96 "CtaHpapTHble npaBuna oOecnevyeHnst paBHbIX BO3MOXHOCTEA AN WHBANMAOB" rnacuT:
"Heobxognmo obecneumntb, YTOObI A3bIK XECTOB MPUMEHANCS Ans 0byveHus rnyxux OeTen, B WX CEMbSX U
coobectBax. Heobxogumo Takke obecneuntb yCnyru cypgonepesoga Ans Toro, utob cnocobCTBoBaTh
0OLLEHMIO FRYXMX C ApYrMK NlogbMn".

B YkpanHe Gonblue NonyMUnnMoHa AeTel ¢ HefocTaTkamMu Criyxa, a KONMYeCTBO FIyXuUX MioAeid, Ans KOTOpbIX
HeobxoauMo paspabaTbiBaTb COBPEMEHHble CpefcTBa 0Oy4eHUst M OBLLEHUS COOTBETCTBEHHO K MMPOBOMY
Hay4HO-TEXHNYECKOMY Pa3BUTMIO — COCTaBNSIET MUMMMOHLI. Pa3BuTE COBPEMEHHON Hayku, KOMMbIOTEPU3ALMS
0o6LLecTBa, WUCMONb30BaHWe MyNbTUMEANNHBIX U WIHTEPHET TEXHOMOruin co3aanu A0CTaTOuHbIE YCIIOBUS ANS
pa3paboTKN KOMMbIOTEPHBIX CUCTEM KOMMYHUKaLMK 3TUX Niofen B popmax u 0bpasax BrinskiX 1 NOHATHbIX AN
HUX 1 1S OKPYXKatOLLEro Mupa.

OcHoBHON (hopMON OBLUEHUS TTYXMX €CTb S3blK KECTOB. F3bIK XECTOB MMEET HalWOHamnbHble 0COBEHHOCTH
(Hanpumep, aHrNMIACKUIA, PPAHLY3CKUIA, YKPaUHCKUIA, PYCCKUIA 1 apyrie A3biki), NpuYeM Niogu ¢ HegocTaTkamu
cryxa ucnonb3ytT npn obLYeHUN ABa XEeCTOBbIX A3blKa, KOTOPbIE UMEIOT Pa3sHyl0 rpamMMaThKy W pasHblil Habop
KECTOB:

" paerBoprM A3bIK XXECTOB, KOTOprI;1 ncnonb3yeTca B NOBCEAHEBHOM O6LI.I,€HI/1I/1 n nveet CO6CTBeHHyPO
rpammaTtuky, 4OCTaTOYHO OTANYaKoLWYCA OT ECTECTBEHHOIO Pa3roBOPHOro A3blka,

u KaJ'IbeJ'II/IpyPOLLI'VIVI A3bIK KECTOB, KOTOprI7I ncnone3yetca B O(bVIU'VIaJ'IbHOVI 1 [enoBow obcTaHoBKe U
COOEPXKUT B cebe Kak 3Hakm pa3roBOpPHOro A3blka XeCToB, TaK 1 3HaKu AaKTUNBbHON 636yKVI, KOTOpas Crnyxut
and 0T06pa)KeHVIFI CJioB Mo 6y|<Bax, npuyem KaJ'IbeJ'IVIpyPOLIJ'I/IVI 13blK )XECTOB HE UMEET CBOEM rpamMmMaTiKu,
OH NOJ4YNHAETCA rpaMmMaT4ecknM npaBunnam HalMOHaNbHOIo A3bIKa.

BaxHon npobnemoit 06LeHns nyxux C ApYrMMU JIOObMW €CTb YMEHME Pacro3HaTb PasrOBOPHbIA A3bIK MO
ry6am. C 9TOM TOUKM 3peHWs 3adauu BM3yamnbHOrO CWHTE3a A3blka ¥ pacnosHaBaHWs no rybam ectb
anbTepHaTMBOI A3bIKOBOrO 06LEeHUs Ans ntogen ¢ npobnemamu cnyxa. Kpome a1oro, passutiie HanpasnieHus
aBTOMATWNYECKOrO YTEeHMs No rybam MOMOXET YMyyluMTb NoKasaTenu CyLLECTBYIOLMX CUCTEM pacrno3HaBaHus
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A3blka 6naro,qapﬂ NONYYEHUIO OONONHUTENbHOrO HEe3aBMCUMOro KaHana I/IHd)OpMaLlI/II/I, a CUHTe3npoBaHHOE
03BYy4MBaHWE TEKCTOB NO3BOJNT BKITHOYNTL B KOMMyHMKaLl'MOHHbIIZ npotecc n nogen ¢ npo6nemaMM 3PEHUA.

B craTbe paccmaTpuBaeTcsi KoMMnekcHasi MHOpMaLMOHHas TeXHoMorust HeeepbanbHOro oblueHus nogen ¢
npobremamu criyxa, kak Mexay CoBoM, Tak 1 C ApYruMIA TIOLbMN.

UHdopmaumoHHas TexHonorua HeBepbanbHOro obLeHNA Noagen ¢ HepocTaTkamm cnyxa

[Nocne NpoBegeHHOro aHanmaa CTPYKTYpbl A3blka XXECTOB (Ha OCHOBE aHann3a aMepuKaHCKOro XeCcToBOro A3blka
(ASL) [Stokoe, 1960 , Stokoe, 2001]), COBpeMEHHOTO COCTOSHIUS NPOBNeMbl OBLLEHNS M0EeN C OrpaHUYEHHBIM
cnyxom, 6bina paspaboTtaHa KOHLENUUS KOMMIEKCHOW MHAPOPMALMOHHOM TEXHOMOTWMK.

KomnnekcHas VIHqDopMaLI,VIOHHaFI TEXHONOrNA BKIMOYaeT peanusauunio cnegyowmx BO3MOXHOCTEN:

= MOZynb nepeBoaa OObIYHOTO TEKCTa Ha A3bIK XECTOB FMyXMX, KOTOPbIA COAEPXMT: aHUMaumio npoLecca
NPOroBap1BaHMsA Pa3roBOPHOTO U KamnbKynMPYIOLWEro S3blka XECTOB C WCMOSb30BAHUEM BUPTYarbHbIX
TPEXMEPHbIX MOAenei Noaen;

" QHMMAaLMIO MUMUKY TAL@ MOZENM (C Y4ETOM 3MOLIMOHANbHbIX COCTABMSIOLLMX) NPV NPOroBapUBaHMM;

= 03ByYMBaHMe (CUHTE3) OOBIYHOMO TEKCTa B €r0 3BYKOBOW aHamnor (C WCMonb30BaHWEM PasHbIX rONocoB, C
peanusaumen YHKUMI «rpoMUe/TULIEY, «aanbLue/Bnmke);

*  MOAYMNb Pacro3HaBaHMs MO M3MEHEHMIO MUMMKY ry6 TEKCTa, KOTOpbIV NPOrOBapUBAETCS.

KoHuenumus  aKkCnepuMeHTanbHOM TEXHONOMW  BUpTyanbHOro obLleHns nogeit ¢ npobnemamu  cnyxa
npeacTasneHa Ha cxeme (puc. 1).

1. MpeoBpasoBaHue TekcTa Ha 6a30Bble CHIOBOGOPMbI

(MHUHUTBBI)

2. Mowck COOTBETCTBUIA (C MCMOMNb30BAHNEM CNOB-CUHOHMMOB U

1IMOM 513blka) B MHOXECTBE XeCTOB

3. MNMocTpoeHue KanbKynaTUBHbIX NOCNEeA0BaTENbHOCTE AN \ 1. MocTpoeHie aHUMaLM XecTos,

. . OTCYTCTBYIOLNX CNIOBOCHOPM KarbKynATUBHBIX

O6pabotatHblit BXOAHOM N0CMNEA0BATENBHOCTEN, MAMMUKA
TeKCT (BCe CNIoBaMH, 3BYYaHNs Ha TPEXMEPHOI CKENETHON
YAApeHUsA U T.n.) mofenv

CwuHTes ronoca ¢ Cospatue BusyarbHoro | _W| A

\, BO3MOXHOCTbIO 3afaHus NPeACTaBnNEHNS MUMUKI 2. O3ByuvBaHve TexkcTa

XapaKTepUCTUK (TPOMKOCTb, 3BYyYaHust

TeM M T.N.)
Hactpolika Ha MUMUKY KOHKpPETHOrO | TMporosapusarue nonssosarenem | Pacnostasatve v aHanma
norb3oBaTens onpefeneHHbIx cros (pas) d

Puc. 1. Cxema KoHUENYUU 3KCnepuMeHmanbHol mexHomoauu 8upmyanbHo20 0buweHus anyxux moded

B pamkax aTux wuccrnegoBaHuin Obina peanusoBaHa MOAENb CWHTE3a YKPAMHCKOrO $3blka KECTOB C
ncnonb3osaHuem TexHonorum Microsoft Agent. Bbin co3gaH areHT, KOTOpbIM MpogyLmMpyeT A3blK KECTOB,
NCNOMb3ys HEKOTOPOE MHOXECTBO XECTOB. [10My4YeHHbIA areHT MOXeT ObITb MHTErPUPOBaH Kak B OCDUCHbIE, TaK U
B Web-npunoxenus (Puc. 2).
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MopagenwBaHHA YKpaiHCbKOI MOBM YXecCTiB
Ukranian Sign Language
Die Modellierung des Ukrainischen der Gesten

BitacMmo yuacHIKIB BS

PoamoeHi Tem (Die Umgangsthemen)

3aransHi Bupazu Totent B Pecropani Baraneui Micua TpaHeropT

TpaHcnopT ' BikHO AreHTy

asTO6YC (Den Bus)
agToMobink (Das Auto)
aBToMOGine - Apyruii BapiaHT (Das Auto - die zweite Variante)
ropabene (Das Schiff)
MapLpyTHe Takci (Das Marschroutetaxi)
MeTpo (Die Metro)

CRINEKM KOWTYE KBHTOK & Ipolsn |—-I
v LBETOEYC r

notar (Den Zug)
Taicci (Das Taxi)

DOOOOOaaa

Tpameait (Die Stra?enbahn)

+]

Tponelibyc (Den Trolleybus)

HAHY Incratyr Fibeprermen ineni Diyisoea, 2115

Puc. 2. lemoHcmpayusi ModenupogaHus Si3bika Xecmos ¢ noMowbio mexHonoauu Microsoft Agent

C ncnonb3oBaHMeM OMPEdENIeHHOr0 MHOXECTBA KEeCTOB ObiNo peanv3oBaHo NPUMOXeHUe Ans MOOUIbHOrO
ycTpoicTtea (puc. 3)

Puc.3. lNMpunoxeHue 0ns moburnbHo20 ycmpolicmea Puc.4. TpexmepHas MoOenb 2eHepupyrowas
YKpauHcKul A3bIK xecmos

[Ins cuHTe3a TpexmMepHOi aHMMaLuK A3blka KECTOB MOCTPOEHbI eOMETPUYECKME Kracchl BEKTOpPOB-06pa3oB
*ecToB. [locTpoeHune aTux knaccoB 6a3npoBanoch Ha MCMONb30BaHUKM TexHororun motion capture [Menache,
2000]. Motion capture — 310 TEXHONOMS NPEACTaBNEHUS ABWXEHWUA, NO3BONSIOLLAS NEPENTN OT XapaKTepUCTUK
OBWKEHNS B peanbHOM MUpe, K (puKkcauum W3MeHeHUin napameTpoB Ans MatemaTuyeckon mopenu. [Ons
aBTOMATMYECKOr0 MOMyYeHUst HeoBXOOMMbIX KIIOYEBBIX KOOPAMHAT ecTa WCMorb3oBanach TeXHOMorus
Tpekunra [Avidan, 2001].

[na npeacraBneHus xecta ucnonbsosanca gopmat BVH, ¢ nocneaytoLmm aKCnopToM NOMyYeHHbIX JaHHbIX Ha
CKENETHYI0 TpeXMepHyto Moaens (Hanpumep, B Moayne Character Studio ans 3D studio MAX wnun B Poser) .
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MpennoxeHHast peanu3sauuns TexHonorin motion capture Ans ukcaLmUm ABUXEHMIA XECTOBOIO A3blka BKIOYAET

B cebs (puc. 5):

1. TomnyyeHne BUAEO-MOTOKA KECTUKYNSUMM B ABYX pakypcax: (HpOHT, Mpocurb (BCe Heobxomnmble

napameTpbl CbeMKU I/I3BeCTHbI).

2. ObpaboTka BWMOEO-NOTOKA C BbIAENEHWMEM CMEJOB UM MOMOXEHUA (KOOPAMHAT) PYK XECTUKYNsuMM B

NPOCTPaHCTBe.

3. Ha ocHoBe nonyyeHHbIX KOOPAMHAT XeCcTUKynaUuu - coopmmupoBaHue BVH-thaiina ans cuHTesa TpexmepHoi

aHuMaLmm.

4. TpumeHenne BVH-thaina ans cosganus aHumaumm (8 Character Studio ans 3D studio MAX nnm B Poser).

Puc. 5. [MocmpoeHue aHuMayuu xecma

[ins 06paboTKM BXOAHOMO TeKCTa (PacCTAaHOBKM YAAPEHWN, BblAENEHUS! MHCUHUTUBOB, NOUCKA CUHOHWUMOB W
TUNOBLIX (hpa3 s3blka) paspaboTaHa MHGOPMALMOHHAS MOAENb YKpanHCKoro sidbika. Mogenb npeactasneHa B
BMOe Tabnuy pensiyMoHHON 6asbl AaHHbIX C HAOOPOM COXpaHeHHbIX npoueayp, KOTopble peanusylT

HeobX0AMMYI0, ANst paccMaTPUBAEMON TEXHOMOTM, (hYHKLMOHANBHOCTb (pUc. 6).

All_Words

Inflexion
1d_Inflexion
Marne

Gender
Id_tzender
Mame

Singular

Infinitives

Id_Infinitives
Id_PartOfSpeach
Id_Syrwords
Id_Sentences
5L

Comment.

Id_Sentences
1d_all_words
Joink

PartOfSpeach

Id_PartOfSpeach
Marne

Id_Voices
Marne

Segments

Id_Symiwords
Id_Infinitives

Id_Visemes
Viseme

Sentencesltems

Id_Sentences_Items

Sentences

Id_Sentences

Visemeslte...

1d_Visemes
1d_Madels

WRMLanimation

Puc. 6. Jloeuyeckas cxema 6a3bl OaHHbIX — UHGOPMaYUOHHasi MOOesb YKPauHCK020 Si3bIKa.

MHopmaLmMoHHas MOAENb YKPaWHCKOro Si3blka COLepuT Goree [BYX C MOMOBMHOM MWUNMMOHOB CroB (Bce
BO3MOXHbI€ CIOBOOPMbI), YAAPEHHS, CUHOHUMbI, UAMOMbI, (hparMeHTbI CMOB AN CUHTE3a pasHbIMM ronocamm,

BeKTOpa-00pasbl XeCToB.
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[Ona peanusaumn yHKUMM BU3yanmaauun 03BYYMBaHUS TEKCTa pa3paboTaH CUMHTE3aTOp YKPaMHCKOTO SA3blKa.
CuHTe3aTop nO3BOMISIET CO34AaBaTb rONOCOBOM aHanor MPOM3BOMBHOMO TEKCTA PasnUYHbIMK rofocamn ¢
BO3MOXXHOCTbIO YMPaBMeEHUsl XapaKTepucTMkamu romnoca (rpoMKocTb, aansiue/bnke). CuHTesaTop Takke AaeT
BO3MOXHOCTb MOCTPOUTDL BK3yamnbHOE NPEACTaBNEHe NpoLecca NporoBapuBaHmus (Kak ¢ MOMOLLbHK ABYMEPHbIX
BM3€eM, TaK W Ha TpexmepHomn mogenm) (puc. 7,8).

Teameniarnia » pcsranam
AN M TUA PR M

N 2 e
an 2 AR TR A FIMAL A T N[0S RN T
fex 3 et MIUTELAA K314 IPATTTPA AP MIMGTEM
4 2 F‘i A_KIEMY_ET

~

BE_K
FELK Sl N EFe— pra— [
i e A a | ] -4 I:‘ - Fi
:{;‘ o |— nnq.‘:'r:.vnnnue"_?xr.?l‘.:::.'wwn‘mun;nnﬁn_‘m | -
Puc. 7. CuHmesamop yKkpauHcKo20 A3bIka Puc. 8. CuHmes gusem yKkpauHcKo20 fi3bika
BbiBOAbI

[lanbHeiiwme 1ccrenoBaHns HanpaeieHbl Ha peanu3aLyio BCero MHOXECTBA KeCTOB YKPAUHCKOTO si3blka XeCcToB
C BO3MOXHOCTbIO BU3yann3aLmmn Ha TpexmepHbix Mogensix (puc. 4). Cosgaetcs MHOPMALMOHHAs TEXHOMOTUS 1
COOTBETCTBYHOLlEE MporpaMMHOe obecrneyeHne Ans peanu3auuy NPUBELEHHOM KOHLEMUMM KOMMbHOTEPHO
cUCTEMbI BUPTYanbHOro obLyeHus nioaeii ¢ npobnemamu cryxa.
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MYNbTUAFEHTAA CUCTEMA
AnA UHTENNEKTYANIbHOIO AHAJNIU3A JIOKYMEHTOB

BsayecnaB JlaHuH

AHHOMayus: B cmambe npedcmasneHbl NPOMEXYMOYHbIe Pe3ybmambl peau3ayuu KOMNIeKkcHoeo nodxoda
K paspabomke nodcucmembl ynpagneHus 3nekmpoHHbiMu dokymeHmamu 6 CASE-cucmeme METAS,
npedHasHayeHHol Onsi co3daHusi pacnpedenieHHbIX UHGOPMAUUOHHBIX cucmem, donyckaouux OUHaMUYECKYH
HacmpolKy Ha MeHsouwuecs ycrnogus akcniyamayuu u nompebHocmu nonb3ogamenel. [lpednazaemcs
3Ha4UMesbHO  yeenuyume  ahhekmugHocmb  pabombi € 3MEKMPOHHbIMU  QOKYMEHmaMu 3a cyem ux
asmomMamu3upo8aHHO20 UHMereKmyansHo20 aHanusa. B npednazaemom peweHuu 0ns aHanu3a 00KyMeHmos
LCNONb3yrMCs a2eHMHbIl U oHmonoauyeckuti nodxodbi. OHMOoI02uUU NO380NISIOM 8 SI8HOM 8Ude npedcmasums
ceMaHmuKy u cmpykmypy OoKymeHma. Mcnonb3oeaHue azeHmMo8 No3gonisiem ynpocmume NPOUECC aHanusa,
cOenamb €20 pacwupsemMbiv u Maclmabupyembim. Pe3ynbmamei UHmennekmyanbHo20 noucka u obpabomku
OOKyMeHmMOo8, nosy4yaeMbix U3 2emepO2eHHbIX UCMOYHUKO8, MO2Yym Obimb UCNOb308aHbl HE MOJLKO Ons
asmomamuyeckol Knaccugbukayuu u kamanoausayuu O0KyMeHmos 8 UHopMayuoHHol cucmeme 8 yOobHoU
0ng nonb3ogamensi (hopme, HO U Onsi CHUXEeHUs mpydoeMKOCMmU 8bINOMIHEHUs] mana aHanusa npedMemHou
obnacmu UHEhopMayUOHHOU CuCmeMbl, ee NPOEKMUPOBaHUS, a makxe 071 UHMennekmyanu3ayuu npoyeccos
c030aHus1 om4yemHbIx AOKyMEHMO8 Ha 0CHO8E UHGhopMaUuU, pasmeuleHHOU 8 base 0aHHbIX CLUCMEMBI.

Knroyesble cnoea: oHMonoz2us, azeHm, MynbmuazeHMHbIe CUCMEMbI, UHMENNeKmMyarnbHbIl NOUCK, aHanu3
OokyMeHmos, adanmupyemble uHgopmayUoHHble cucmemsl, CASE-mexHonoaus.

ACM Classification Keywords: D.2 Software Engineering: D.2.2 Design Tools and Techniques — Computer-
aided software engineering (CASE); H.2 Database Management: H.2.3 Languages — Report writers; H.3.3
Information Search and Retrieval — Query formulation.

Conference: The paper is selected from XIVth International Conference "Knowledge-Dialogue-Solution” KDS 2008, Varna,
Bulgaria, June-July 2008

BBeaeHue

K HacTosiemy BpemeHu paspabotaHo Gonblioe konnyectBo CASE-cucTtem, aBTOMAaTU3MpylOWmMX Hambonee
Tpygoemkme atanbl paspaboTkn uHGopmaumoHHbix cuctem (MC), cBsi3aHHbIE C NporpamMMupoBaHMeM GusHec-
onepauuin n cosgaHnem uHtepdeiica. CambiM NPOACIKATENBHBIM M TPYAOEMKUM CTAHOBUTCS dman aHanusa
npedmemHol obnacTty, KoTopblil 00bI4HO He aBToMaTuanpyetcst CASE-cuctemamu. Takum ob6pasom, 0gHUM 13
MepCrnekTMBHBIX HanpaBneHui pa3sutus CASE-cucTem sBnsieTcs aBToMaTu3auws atoro npouecca. B CASE-
CUCTEMAX, OPUEHTUPOBaHHBIX Ha co3gaHue VC ¢ auHammyeckon aganTaumuen BO BpEMS UX UCMONb30BaHNS, rae
cTagus aHanusa npegMeTHOM obnactu «pacTArvBaeTcs» Ha BCe BpeMs (DYHKLWMOHMPOBAHUS CUCTEMbI, 3Ta
3ajava CTaHOBUTCA 0COBEHHO aKTyarbHOW. ECnn yyecTb, YTO Ha CTaguu SKCnnyaTauum Takux CUCTeM 3adava
PEMHXMHMPUHTA BO3MOXeHa (x0T Obl YaCTMYHO) Ha NONb3OBaTENEN — CNeLMan1cToB B NpeaMeTHbIX 0bnacTsx,
HO He B 00MacT WMHGOPMALMOHHLIX TEXHOMOTMA, TO CPEeACTBa aBTOMATW3aUMM aHanu3a CTaHOBATCS
BaXHEAWMUMN KOMNOHEHTaMW. [pyrMmMu  crnoBamu, €Cnv  CTaBWUTb  33fady [OMHAMUMYECKOW HAaCTPOMKM
WH(OPMALMOHHON CUCTEMbI HA MEHSIOLMECS YCIIOBUS, TO OCHOBA peanu3auuu CpeacTB ee AMHAMUYECKOW
ajanTauuM — CpeacTBa pecTpykTypuauuu AaHHblx B 6ase ganHbix (BI) WUC. A atu cpeactBa no3sonsioT
BHOCUTb U3MEHEHUSI B MOAEMNb AaHHbIX HA OCHOBE Pe3ynbTaToB aHanu3a npeameTHOM obnacti, HopMaTUBHO-
CNPaBOYHBIX 1 PacnOpPSAUTENbHBIX LOKYMEHTOB, perfiaMeHTUpYIoWmX AedTensHOCTb B aToi obnactu. Otctopa
cnepyet HeobxoanMOCTb MOAAEPKKM B AMHAMMYECKN afanTUPyeMblX CUCTEMAX OAHOMO M3 CaMblX CIIOXHbIX 1
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TpyZoemkux atanos padpabotku MC — atana aHanusa. /IcToYHMKOM MHGbopMaLmMu AN aHanmsa MOryT CryxuTb
OOKYMEHTbI PasnuyHOrO BUAA, T.K. OEATENbHOCTb 060N BU3HEC-CUCTEMbI CTPOMUTCS MMEHHO Ha OCHOBE
HOpMaTUBHbIX AOKYMeHTOB. [opgepxka OusHec-onepauuin cpeacteamm WC TpebyeT oTpaxeHus B MOAENM
JaHHBIX CUCTEMbI HOPM, 3aKPENmeHHbIX B HOPMATUBHO-CMPABOYHbIX AaHHBIX, PACNOPSAUTENbHBIX OKYMEHTAX, B
BMAE OrPaHWYEHWt, HanaraeMblXx Ha [daHHble (aTpubyThl, CBOMCTBA OOBLEKTOB npeaMeTHOM obnacTu,
MH(OpMaLWs O KOTOPLIX XpaHnTcs B B, a Takke CBA3W MEXIY HUMW) 1 onepauuu, BbINoNHsSieMble Hag Humu [1].

B pesynbTate aHanu3a fomkHa BbITb NOCTPOEHA cUCMeMa 83aUMOC8s3aHHbIX O0KYMEHMO:
— OTHOCSILMXCS K OnpeseneHHbIM HanpaBneHusiM AesTeNbHOCTY GU3HEC-CUCTEMbI (K OnpeaeneHHbIM
NOHATUSAM, 0BbeKTam npeaMeTHOM 0bnacTwy);
— OTpaxXaroWwyx CBA3N MEXIY 3TUMU NOHATUSIMIA (C KaXKabIM MOHSTUEM MOXET ObITb CBSI3aH JOKYMEHT UK
COBOKYMHOCTb JOKYMEHTOB, CBS3W MeXAay AOKYMEHTaMM OTPaXatoT CBA3M MEXAY MOHATUAMM);
- coaepaLyx HOpMaTUBHYH MHGOPMaLMIO, KOTOPAs TaKKe MOXET OblTb BblAeneHa Ha OCHOBE aHanM3a
COEepPXaHUst OKYMEHTOB.

Ha ocHOBE NOCTPOEHHOM CUCTEMbI B3aMMOCBS3aHHbIX AOKYMEHTOB MOXHO YaCTUYHO aBTOMATM3MpOBaTh MPOLece
aHanu3a W3MeHeHUIn NpeaMeTHON 0bracTy U BHECEHWS! M3MEHEHUI B MOAENb npeameTHoi obnactn UC (T.e.
peanu3oBaTb MOAOEPXKY npouecca paspabotku u agantauum WC). Takum obpa3om, cuctema ynpasreHus
[OKYMEHTaMW CTAHOBUTCS He TONMbKO «HaacTpoikon» Hag WC v ee B[l, nossonsiowen nonyyatb pesynbTarthl
0bpaboTku AaHHbIX, XpaHawmxcs B B[ UC, B ygobHol ans nonb3oBatenen opme, HO U CTAHOBUTCS OCHOBOM
cpeacTs paspabotkn MC — cpeacte pecTpykTypr3aLmm OaHHbIX.

OnucaHne [OKYMEHTOB C MOMOLLBLI OHTONOIUM

Ons noeblweHuss 3hdEKTMBHOCTM 0OpaboTKM 3NEKTPOHHbIA OOKYMEHT TpebyeT Hamuums MeTagaHHbIX,
ONWCLIBAIOLLMX CTPYKTYPY U CEMaHTUKY AaHHbIX. OgHWM W3 BO3MOXHbBIX MOAXOAO0B K OMUCaHWIO MHAOpMaLmK,
3anoXeHHON B JOKYMEHTE, ABMSETCS NOAX0H Ha OCHOBE OHTONOrUIA. Mog OHTONOMMeRn NoHMMaeTes 6asa 3HaHuil
cneynanbHoro Tuma, KOTOpasi MOXET «4MTaTbCs» W MOHMMATbCS, OTYYKAAThCA OT paspabotumka wu/mnu
dumsmyecks pasmenstbcs  ee  nonb3oBatensamu  [4].  OHTOMOrMyeckuit noaxon  obrnagaeTr  TakuMu
NPenMyLLECTBaMMU, Kak

— yno6CTBO BOCTPUSITIS YENOBEKOM;
— OTCYTCTBME HEOOXOAMMOCTI B CrieLanbHON KBanudmkaLmmu Nofb3oBaTens Npu pa3paboTke OHTONOTK;
— BO3MOXHOCTb OMMCAHUS OIHOTO AOKYMEHTA Pa3nUYHbIMI OHTOMOTUSAMM.

B kayecTBe nogxoaa K peLueHuto OnncaHHoi Bbille 3afadu Gbin BbIbGpaH OHTOMOMMYECKMA NoaxXo4 [1], B KOTOPOM
OHTONOTMS OMMUCHIBAET KaKk CTPYKTYpY, Tak M COAepXaHue [LOKyMeHTa. B cooTBeTCTBMM C npeanaraembim
MOAXOA0OM OHMOMO2US Ucnomb3yemcs: Ofisi OnuCaHus ceMaHmuKku OaHHbIX OOKyMeHma U €20 CmpyKmypbl.
YunTblBasi creuynduky pellaemblx B JaHHOM paboTe 3agad, KOHKPETWU3UPYeM MOHSTUE OHTOMorM: Bynem
cumMTaTh, YTO OHMOI02UST — 3MO Cheyugukayusi Hekomopol npedmemHoli obiacmu, KoTopast BKoYaeT B cebs
CcnoBapb TEPMUHOB (MOHSTWIA) NpeaMETHO 0BNacTX U MHOXECTBO CBSI3EN MEXaY HWUMM, KOTOPbIE OMMCHIBALOT,
Kak 3TV TePMUHBI COOTHOCSTCS MeXy COBOM B KOHKPETHOI NpeMeTHOM 0BnacTu.

[ins nocTpoeHns nepapxun NOHSTAA OHTONOMM UCMONB3YITCS CneaytoLLme 6a30Bble TUMbl OTHOLLEHNN:
— “is_a” («aK3emnnsp — Knacc», MnoHUMMs);
- “part_of’ («4acTb — Lienoe», MEPOHUMUS);
- “synonym_of” (CUHOHUMKS).

CnegyeT y4eCTb, YTO AaHHble TWUMbl OTHOLIEHUIA ABNSAOTCA 6a30BbIMA W He 3aBMCAT OT OHTOMOTMM, HO
HeoOX0AMMO MPeaoCTaBUTb NONMb30BATENK0 BO3MOXHOCTb A00aBMEHMS HOBbIX OTHOLUEHWA, KOTOpble Obl
YUMTbIBaNM cneumnduKy onncbiBaeMon npeameTHom obnacTu.
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Pexropy UBanoy N1.1.
cryneatkn CugopoBoit A.A.

3aABJICHUC.

[Mpoury ocBoboauTh Mens ot 3ansatuid 10.02.08 s
y4acTusi B CIIOPTHBHBIX COPEBHOBAHMUSIX.

10.02.2008 Cupnoposa A A.
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Puc. 1. lMpumep npocmozo 0okymeHma «3aseneHue» (a)
U OHmonoauu, onuchisaroweli knacc dokymeHmos «3asienerue (6)

ITpuxa3 Ne 1
or 01.11.2005
VYcranoButs ¢ 01.12.2005 cnemyromee IITaTHOE
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pacnucasue:
AccucTenT 4 000 pyOmeit
Crapmmii npenopaBaTesb 6 000 pyOueit
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15 000 py0meit
Pexrop Banos U.1.

CemaHTnYeckast NnockoCTb

/

Ctpoka KopTtex

\ 4
/ Yucno

v/

Tabnuua

CTpVKTYPHAs NMOCKOCTb

6)

Puc. 2. Mpumep dokymerma «[puka3» (a) u pasbueHue gepwuH oHmomnoauu 0ns dokymeHma Ha dse ninockocmu (6)
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Kpome OTHOLLEHMIA OHTOMOrMS BkMtovaeT B cebs ABa TWna BeplMH. K nepeBoMy Tuny OTHECEM BEPLUMHbI,
OnuCbIBaKOLLME CTPYKTYPY AOKYyMeHTa. Hanpumep: Tabnuua, aata, AOMKHOCTb M T.4. (OHW NpeacTaBnstoT coboi
obLMe NOHATUS, He 3aBMUCSLUME OT KOHKPETHOM npeameTHoi obnactv). Opyrum Tunom OyayT SIBNSATLCS
BEPLUMHBI, COTEepXaLLMe NOHATUS AOKyMeHTa. [epBbI TN BEPLUMH OyaeM Ha3blBaTb CMPYKMYPHbIe 8EPWUHBI,
BTOPOM TUN — CeMaHMu4yeckull 8epwuHbl. Ha puc. 1 CTPYKTYpHble BEpLUMHbI MUMEKT TEMHbIA OTTEHOK, @
CEMaHTUYECKIe BEPLUNHBI 306paxeHbl 6onee CBETMbIM OTTEHKOM.

DaKTYeCcKM B JaHHOM KOHTEKCTE OHMOIIO2USI — 3MO Uepapxuyeckasl NOHSMuliHasi 0cCHosa paccMampueaemol
npedmem+ol obnacmu. OHTONOIrMS LOKYMEHTA MCMONb3yeTcs ANs aHanu3a OOKyMeHTa, Gnarogaps en w3
[OKyMEHTa MOXHO nony4ntb Tpebyemble AaHHbIE: W3BECTHO, FAe WUCKaTb [aHHble W Kak OHW MOryT ObiTb
WHTEPNPETMPOBaHbI.

Ecru npepcTaBnsitb JOKYMEHT C MCMOMb30BaHWEM OHTOMOTMIA, TO 3ajadya COMOCTABMEHUS OHTOMOTAW W
UMEIOLLLErocst AOKyMeHTa CBOAMUTCS K 3aJaje noucka NOHSITUIA OHTONOMMW B IoKyMeHTe. Kak cneacTeue, cucteme
HeobX0AMMO OTBETUTb Ha BOMPOC: ONUCLIBAET MU [JaHHAs OHTONOMS JOKYMEHT U HeT. Ha nocnegHuii Bonpoc
MOXHO OTBETUTb YTBEPAMTENbBHO, ECAIM B MPOLIECCe CONOCTaBMEHUs B JOKYMEHTE Bbini HaWAEHbI BCE MOHSATHS,
BKIIOYEHHbIE B OHTOMOMMI. pexae, YeM NPOM3BOAMTL MOMCK BEPLUMH, COLepkallux MOHATUS [AOKYMEHTa,
HeobX0AMMO NPOBECTM MOWCK BEPLLMH, OMUCHIBAIOLLMX CTPYKTYPY [OKYMEHTA. Takum 06pa3om, ncxoaHas 3afaya
CBOANTCA K 3a[ja4e Nnoucka B TEKCTE AOKYMEHTa 0BLLMX MOHATUIA Ha OCHOBE (hopMarbHbIX ONUCAHMIA.

B npusegeHHom npumepe (puc. 2, 6) BepLUMHbI OHTONMOMW pPa3buTbl Ha ABE NNOCKOCTM, YTO YYUTHIBAETCS NPy
COMOCTaBMNEHUN AOKYMEHTA (PUC. 2, @) M ero OHTONOTUU.

AreHTHbIN NOAX0A K aHaNMU3y JOKYMEHTOB

K npoueccy noucka 4OKYMEHTOB NpeabABNAeTcs pag TpeboBaHni:

BbICOKas CKOPOCTb 06paboTkm BonbLUMX 06BLEMOB AaHHbIX;
0TKa30yCTONYMBOCTb;

MacLTabupyemocTb

HaCTpaMBaeMOCTb Ha NOTPEBHOCTW NOMNb3oBaTENEN 1 MEHSKOLLMECS YCIIOBMS.

[ns peweHns npobnembl BblaeneHns 0OWMX MOHATMA Ha OCHOBE hOpManbHbIX OMUCaHWK npeanaraeTtcs
areHTHbIn noaxoA [2]. 3pecb nod azeHMoOM nOHUMAaemcs cucmema, HanpagneHHas Ha 00CmUXeHue
onpedeneHHol yenu, cnocobHasi k e3aumodelicmeuto co cpedol u Opyeumu azeHmamu [3]. JaHHbIn nogxon
OyneT yooBneTeopsTb TPeBOBaHMAM, NPeabsBnsSEMbIM K MPOLECCY MOWCKa, ecriv Mpu MOCTPOEHWUN CUCTEMBI
OyayT peann3oBaHbl BCE NPEUMYLLECTBA MYNbTUArEHTHBIX CUCTEM.

Mpn mcnonb3oBaHWKM OaHHOrO noaxoda 0/15 Kaxdol eepuwiuHbl OHMOMo2UU, codepxauwiell obuwee noHsmue,
co3daemcsi azeHm, KOmopbili nposoodum nouck 0aHHO20 KOHKPEmHO20 noHAMmus. [Ns npusHaHus areHTa
WHTENNEeKTyanbHbIM He0OXOAUMbIM YCMOBIEM SBNSETCS Hanu4yue y He2o basbi 3HaHull. Takum 06pa3oM, 4Toobl
ONpegennTb areHToB, AENCTBYIOLWWMX B cucTeMe, Heobxoaumo BeIOpaTh cnocob ans onucanus 6asbl 3HaHWN
(B3), xapakTep B3aMMOAENCTBMS CO Cpedon M coTpyaHudecTBa. CpefctBam npefctaBneHnss 6asbl 3HaHWM
areHToB NOCBALLEH CneayoWwuin pasaen cTaTbu.

OnoHUM 13 BaXKHEMLWMX CBOWMCTB areHTOB SIBMSETCA COLUAbHOCMb UMU cnocobHoCcmb K e3aumodelicmeuro [2].
Kak 6bin0 ckaszaHO paHee, 415 KaXOOW BEPLUMHbI OHTOMOMMM, copepxallen obliee NoHATUe (CeMaHTu4Yeckas
BEpLUMHA), co3aaeTcs areHT. CornacHo NpUHATON KnaccudukaLmm areHToB OH SBNSIETCA UHMEHUUOHAbHBIM.

[laHHbIN areHT HaLleneH Ha peLleHne ABYX 3aday:

1. Becb I/IMGFOU.WIVICFI CMMCOK LIAOMNOHOB MOHSATUS OH p836VIBaeT Ha OTAENlbHbIE KOMMOHEHTbI U 3anyCkaeT
bonee NPOCTbIX areHTOB A5 NOUCKA CTPYKTYPHbIX BEPLLUKWH.

2. npOI/ISBO,ElI/IT 060pKy pe3ynbTaToB 13 BCEX CMUCKOB, NMONYYEHHbIX areHTamu Bonee HU3KOro YPOBHA.

YnoMmsiHyTble Bbile areHTbl 6oree HU3KOro YPOBHS SBNSIOTCS peghriekmopHbiMu. OHW NonyYakoT WabnoH, u ux
LieNnblo CTAHOBUTCS OTbICKAHWE B TEKCTE (parMeHTOB, NonagatoLLmx nog STOT WabrioH.
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BaxHbIM BOMPOCOM CTAHOBMTCS KOMMYHWKaLMsi areHTOB. MexaHu3mbl KOMMYHUKaUUU a2eHmos [Lenstcs Ha
HEMoCpPeACTBEHHbIE M ONOCPeAOBaHHbIE. MpUMEPOM peanu3aunnm HenocpedcmeeHHOU KOMMYHUKauuU MOXeT
CRYXMTb MOLENb B3aUMOZENCTBUS «3aKasduk — nodpsidyuk» (contract network). MexaHuam onocpedogaHHoU
KOMMYHUKayuu peanu3yeTcs C NOMOLLbH apxuTekTypbl «docku obbsieneHuli» (blackboard):

- Mopgenb «3aka3uuk — noapsauuk». [aHHas Moaens npeanonaraeT AeNeHNe BCEro MHOXECTBA areHTOoB
CMCTEMbl Ha f[Ba Knacca — KnacC 3akasyukoB M Knmacc noppsinumkoB. CyTb [aHHOM Mogemnm
B3aMOAENCTBUS 3aKOYaeTCs B PELUEHUM PasniyHbIX 3aay NyTem HanpaBreHUst UX Ha BbINOMHEHWE
HauBonee noaxoaswyUM Ans 3TOro areHtam. 3a pacnpefeneHne 3afay OTBETCTBEHHbl areHTbl —
3aKas3umki. [loTeHUManbHble MOAPSAYMKA  aHANMW3MPYIOT  BbICTABNEHHbIE — 3aKa3yuMkamMn  3asiBKY,
aHanuaupylT WX Ha NPeaMeT BO3MOXHOCTM peanu3auuu W, B Criyyae MONOXMUTENBHOMO pesynbTaTa
aHann3a, NoaaloT 3asBKy 3aKasuuKy.

— Mogenb «gocka obbsiBneHuin». Blackboard-apxutektypa OcHOBaHa Ha MOQZENM KMaCCHOM AOCKW, Ha
KOTOPOMW NPELCTaBMEHO TeKyLlee COCTOSHWE CUCTEMbI, B pamMKax KOTOPOW OMEpUPYIOT areHTbl. AreHTbl
MOCTOSHHO aHaNU3MPyIT WHGOPMaLMI0 Ha LOCKE, MbiTasiCb HAWTU NPUMEHEHUE CBOUM BO3MOXHOCTSIM.
B cnyyae ecnu B HEKOTOPbI MOMEHT BPEMEHW areHT OBHapyXMBaeT BO3MOXHOCTb BHECEHWSI CBOErO
BKMaja B NPOLECC PELLEHNS TEKYLLMX 3aAay, OH OCTaBSET Ha JOCKe WHGOpMaLMo 0 Havane paboTbl B
AaHHOM HanpaBlieHNK, a NO OKOHYaHMIO PaboThl MOMeLLaeT pesynbTaT Ha JOCKY.

YunTblBasi OCOBEHHOCTM pellaeMoil 3afauM, peanusoBaHa KOMOWHALMS [BYX MOAENen KOMMYyHUKaLmm
«3aKa34nK — NOAPAAUNKY 1 «OCKN OBBABMEHMIY.

ApXMTeKTypa MyJ'IbTMaFeHTHOVI CUCTEMbI 1 NpoLeCC aHanu3a AOKYMeHTa nNpeacTaBneHbl Ha puc. 3.

BlackBoard

AN
N
b3 OHTONOrMM [¢ ———————————— 51 Jlokyme!
e Penaxtop Penaxrop Microsoft [
OHTOJIOTMH B3 Arenros Word

&

ITons3oBaTens

Puc. 3. Apxumexmypa cucmembl SemanticDoc

MpeactaBneHne 6a3bl 3HAHUN areHToOB

OpHum 13 Hanboree BaXHbIX BOMPOCOB B CUCTEME SBNSETCS BONPOC npeactaBnenus B3 arexta. K Hactoswwemy
MOMEHTY npeacTaBneHne B3 areHTa BO3MOXHO TpEMSst pasnnyHbIMU Crocobami: ¢ UCTOMNb30BaHUEM OHTOMOMN,
C NOMOLLbIO PETYNSIPHbIX BbIPAXEHMIA 1 Ha 6a3e NpoayKLM.
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[MpecmasneHue 3HaHUll azeHma ¢ NOMOWbI0 OHMO02UU — Hanbonee BbipasuTenbHbIA CNOCOD, NCMOMb3YHLLNIA
BCE NpenMyLLecTBa SBHOTO NPEeACTaBNEHNS 3HaHWI (puc. 4). [LOCTOMHCTBOM AaHHOro cnocoba ABnseTcs 1o, YTo
QNS «A0Ka3aTenbCTBa» BEPLUMHBI OHTONOMWN Mbl MOXEM MPUMEHWTL pasnnyHble cpefcTa. Hampumep, 3To
MOXeT BbITb NPOCTOE CoBNaAeHune KroueBomn dpasbl unn obpatlenmne k b UC. OHTonorMm no3gonstoT onucathb
pasnnyHbIe CUTyaLmMm B CIyyae, eCrv He YOAETCs HaliTW TOYHOe cooTBeTCTBME. Mbl MOXET HailTh obobLatoulee
VNN KOHKPETU3NPYIOLLIEE NOHSATIAE W T.M.

Copepxvmoe aHanu3npyemoro 4OKyMeHTa NpeacTaBeHo B BUAE CrneunanbHon 06bekmHol Modenu, 3a OCHOBY
koTopon Bbina B3siTa 06bekTHas mMogent gokymeHTta Microsoft Word. [Ins goctyna K 310l 06beKTHON Moaenm
paspaboTaHbl API-GhyHKLMM, NO3BOMAOLLME ONEpPUPOBaTL OQMHAKOBLIMU MOHATUSIMI NPy paboTe ¢ JOKYMEHTaMm
B pa3nuuHbix ¢opmatax. B coctaB API-GhyHKUMIA BKAKOYEHbI (DYHKLMM MO  CUMHTaKCUYeckoMmy pa3bopy
NPUNOXeHUA, (DYHKUMM ANS BbIYMCNEHUS PA3NMYHBIX METPUK MEXAY MOHATUAMM, (PYHKUMM ANs U3BNEYeHus
WHopmaLunN O CTPYKType LOKyMeHTa. Ecnu ans noucka NOHATUS BepLUMHbI HEOOXOAWMbI AOMOSHUTENbHBIE
JENCTBNS, OHWN MOTYT ObITb ONUCaHbI C MOMOLLbHO CKPUMNTa C UCMONMb30BaHNEM YNOMSHYTLIX Bbille API-hyHKLMIA.
B ckpunTe Takke MoryT BbITb MCMONb30BaHLI 0BpaLLeHns kK 06 bekTHON Mogenu camoii UC.

BTOprM noaxoaom AendeTcd noaxod C

UCrnonb3oBaHWe  pe2ynispHbIX  8blpa- Cnpaso4Hmk(Pamunmn)

XeHull. TlocnegHue NO3BONSHOT NETKO

Y4NTbIBaTb PasnuyHble (OpMbl CroBa U Instance

pabotatb ¢ Oombwumn  obbemamu |

nHcpopmaumn [5]. OpHako Heobxoaumo IOHACE R ——part.of— o [ORMANA -2 > RN CAPOH(E
Y4UTbIBaTb, YTO MHOrAA, 0COBEHHO Ans BonbioA Byken)
HEKBaNMMULMPOBaHHbIX nonb3oBa- pﬁr‘t_ﬂf _

Teret, 3a7a4a NpaBUMLHOTO MOCTPOEHNS { e Crpg;:;zioﬁgguow

DErYNSPHOTO  BbIPAXEHUS  CTaHOBHUTCS TN art-of =

[OCTaTOuHO cnoxHoi. C  uenblo ee | part-ofw GG

YNPOLLEHVs NPeLnonaraeTcs Hanmume B g ByKasl, 1)+

cuCTEME  CneuManbHOro  pefakTopa, ¥

nosgonstowero pabotatb € perynsp- s

HbIMW BbIP@XEHNSIMU Ha €CTECTBEHHOM

a3blke. Hanpumep, SKBUBANEHTOM K pyc 4. [pedcmaenenue 6asbi 3HaHUL a26HMa C NOMOLBIO OHMOMORUU
«\d{5}» ABNsIeTCH «NATU3HAYHOE YMCIION

ut.g. Kpome TOro, xenaTenbHa

peanuaauns yHKUMN NOCTPOEHUS PErymSPHOrO BbIpaxeHUs «no obpasuy». OTO 03HAYaeT, YTo MO NpUMEpaM,
Np1BEAEHHBIM NONMb30BATENEM, BO3MOXHO aBTOMATUYECKOE NOCTPOEHWE PErynSPHOrO BblpaxeHus. Hanpumep,
nonb3oBaTeNb B KayecTBe npumepoB npeanoxun ase Aatbl: «1.12.08» n «15.07.2006». Cuctema OomkHa
NOCTPOUTL PErynsipHOe BbipaXeHue, koTopoe Obl COOTBETCTBOBANO 0b6oum hopmaTaMm NpeacTaBneHust aar:
«(\d{1,2}).0\d{1,2}).((\d{4})I(\d{2}))».

HenocTaTtkom perynsipHbIX BbIPaXEHWA SBNSETCA TO, YTO NPW MOMCKE OHW He MO3BOMST YYNTbIBATL
MECTOHaXOXAeHMe WCKOMOro crnoBa/dpasbl. [Ana yCTpaHeHUs LaHHOrO HedocTaTka BO3MOXHO COBMECTHOE
CNONb30BaHNE PETYNAPHBLIX BbIPAXEHUA U npasui NpodyKUUOHHO20 muna, KOTOpble SIBNSIOTCS TPETHUM
cnocobom npeacTasnexns b3 arewra.

MpoayKuMM B OCHOBHOM WCMONb3YKOTCA AN aHanmaa CTPYKTYpbl AOKyMeHTa. BBeaeHb! cneyuanbHble NOHATUS,
KoTopble MOryT ObITb WMCMONMb30BaHLI NpU 3adaHuKM YCroBMi. Hanpumep, NpaBuno Haxopsllee 3aronoBku B
TEKCTEe MOXET ObITb CHOPMYNMPOBAHO CReaytoLM 06pasom:

Ecnu (wpugpm absaya omnudyeH om ab3sauya 9o u ab3aya nocne) u (ab3ay, 8bIpOSHEH N0 UeHMPY),
mo OanHb Il ab3ay A8nIemcs 3a20/108KOM.
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3akniouyeHue

Ha JaHHbIi MOMEHT pesynbTaToM paboTbl cTanma peanusauust Ha nnatgopme .NET cuctembl SemanticDoc,
npeacTasnstowen coboil MynbTUAreHTHylo CUCTEMY, KOTOpas NPOBOAUT COMOCTaBREHWEe [OKYMEHTa W
OHTOMOMMU.

B MHGOpMaLMOHHOM NOWCKe ANs CPaBHEHUS! KayecTBa pe3ynbTaToB Obinn BBeAEHbl ABE XapaKTEpUCTUKM:
moyHocmb (precision) w nonHoma (recall) [6]. MogoOHble XapakTepUCTUKM MOMXHO BBECTW W AN CUCTEMbI
COMOCTaBNEHNst AOKyMeHTa W oHTonorun. [log moyHocmeto (P) Oymem nNoOHMMaTh [OMK  MpaBUIbHO
MPOBEEHHbIX COOTBETCTBUIA [OKYMEHTA M OHTONOMMW MO OTHOLEHMO KO BCEM CAENaHHbIM  CUCTEMOW
cooteeTcTBusAM. Moa nosHomou (R) — AOMK0 NPaBMIbHO NPOBELEHHbIX COOTBETCTBMIA MO OTHOLLEHWIO KO BCEM
COOTBETCTBUSM JOKYMEHTA W1 OHTONOTUN.

HYCTb N = 4ncno CyLLEeCTBYHLLMX COOTBETCTBUIA Mexagy OOKYMEHTOM U OHTOROMMEN, M — YnNCcno NpoBeaeHHbIX
CMUCTEMOW COMOCTaBNEHUI, A — YACNO NpaBunbHO NPOBEAEHHbIX CMUCTEMON conocTaBneHui. Toraa:

P=%/[ " R:z%v.

OO6blvHO 3TU ABa Kputepua ((KOH(*)J'IMKTYPOT» 1 Ha NPaKkTuKe CTONMpPOLEHTHaaA TOYHOCTb 1 NOJSTHOTA HEOOCTUXNMbI.

PaboTbl N0 OLEHKE Noka He MPOBOAMMNCH, CIeAYHOLWMM 3TanoM WUccreaoBaHNe CTaHeT oLeHka BenuuuH P R
Mpy NPOBEAEHNM 3KCMIEPUMEHTOB Ha peasibHbIX AOKYMEHTaX.

CpefcTBa aHanusa [OKYMEHTOB MOryT ObiTb WCNONb30BaHbl KaK [Nl CHXKEHWS TPYLOEMKOCTU paboThl
rnonb3oBatenen C [OKYMEHTaMW, Tak W Ans MOAAEPKKM PELUEHWs 3aJayn aHanusa npeameTHoit obnacTy
paspabotunkamu. B pgaHHOM cnyyae npegnaraetcs rnyGokas MHTErpauusi yHKUMOHANbHbIX MOACUCTEM,
BKITHOYAIOLLMX KaK CPeACcTBa paspalboTku, Tak U CPEACTBa, C KOTOpbIMM paboTalT «KOHeYHble MoNb3oBaTENy.
OT0 [aeT BO3MOXHOCTb co3gaHusi CASE-TexHomoruu, npegHas3HaueHHOW [N CO3AAHMS  AMHAMUYecKM
HacTpauBaeMbix WC, obnagaiwlmx yHUKaNbHbIMUA BO3MOXHOCTSMM afanTaluy K MEHSIOLMMCS YCrOBMSIM
3KCMNyaTaLum1 Ha OCHOBE «0BPATHO CBSA3WY» U MHTENNEKTyanbHOro aHanu3a AoKyMeHTOB.

B pamkax paHHOW paboTbl paspabaTbiBaeTcs Takke opmanbHas MOAENb SNEKTPOHHOTO [OKyMeHTa W
OHTONOTMM MPUMEHUTENbHO K peLiaeMoii 3afaye, a Ha ee OCHOBE YTOYHSIETCs CyllecTBylolas obbekTHas
mozienb MC, MeTaaaHHbIX 1 anropuTMbl YNpaBneHus JOKyMEHTaMu.

BnarogapHocTu

PaboTa BbinonHeHa npu nogaepxke rpaHta POOU Ne 08-07-90006-ben_a.
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MOAENUMPOBAHUE MHOIMOMEPHbIX JAHHbIX B CUCTEME
METAS BI-PLATFORM

MaBsen ManbueB

AnHomauyusi: [pedcmaeneHo bopmarnbHOe onucaHue MHO20MepPHOU Modenu 0aHHbIX, peanu3osaHHoU 8
npozpammHom komnnexce METAS Bl-Platform. B cmambio 8Km04eHO onucaHue 006bekmos MHO20MEPHOU
modenu (usmepeHull U MHoxecmg uamepeHul um.0.), ux ceolicme u OpeaHu3ayuu, a makxe onepayud,
8bIN0sHAEMbIX Had Humu. OnucaHbl Memodbl agpe2ayuu MHO2OMEPHbIX AaHHbIX, NO36ONAKLUE IPHEKMUBHO
aepeauUposamb Maccusbi 4uUcI08bIx nokasamernel. [poepammubili komnnekc METAS BI-Platform npedHasHayeH
Onsi MHO20MEPHO20 aHasnu3a 0aHHbIX, NOTyYaeMbIX U3 26MepPO2EHHbIX UCMOYHUKOS, U N0380ssem ynpocmume
paspabomky Bl-npunoxerutl. [fpooepammHbIl Komnnekc npedcmaensem coboli MHO20ypPOBHEBOE NPUMOXEHUE C
apxumexkmypou «KnueHm-cepeep». KaxObili ypogeHb Komniekca coomgemcmeyem cmeneHu abcmpakyuu
OaHHbIX. Ha camom HU3KOM yposHe pacnonioxeHbl Opalieepbl 0ocmyna K CNeyUGUYECKUM (DUSUYECKUM
ucmoyHukam daHHbIX. Credyrouwuli yposeHb — ypogeHb supmyanbHol CYB[], nossonswwel ocywecmensims
YHUGUYUpoBaHHbI 0ocmyn Kk OaHHbIM, 4mo u3basnisem om HeobX00UMOCMU yYumbigamb CheyuuKy
koHkpemHbix CYB[ npu paspabomke Bl-npunoxenud. PeanusosaH npoepaMMHbIl UHMepghelic Komniekca
(API). B pacnopsixeHue paspabomyukos npedocmasnsemcsi Habop 20mosbIX KOMNOHEHMO8, KOmopble Mo2ym
ObImb ucnonb3osaHbl Npu cosdaHuu Bl-npunoxerul. 3mo nosgonsgem paspabambigamb Ha OCHO8E KOMNIIeKca
Bl-npunoxeHusi, omeeyatoujue cospeMeHHbIM mpebosaHusaM, npedbsensgeMbiM K N0O0BHbIM cucmeman.

Kniouesnbie cnosa: Business Intelligence, Bl, 6usHec-aHanus, OLAP, cucmembi noddepxku npuHsmusi
pewenutl, DSS, moOenb MHO20MePHbIX 0aHHbIX, MHO20MEPHbIL aHamu3.

ACM Classification Keywords: H.2 Database Management: H.2.1 Logical Design — Data models, H.2.4
Systems — Distributed databases; H.4 Information Systems Applications: H.4.2 Types of Systems — Decision
support (e.g., MIS).

Conference: The paper is selected from Sixth International Conference on Information Research and Applications -
i.Tech 2008, Varna, Bulgaria, June-July 2008

BBeaeHue

B Hactosllee Bpems Bcé 6Gonee LWMPOKOE MPUMEHEHME HAXOOAT Tak HasbiBaeMble cpeacTBa Business
Intelligence (BI), koTopble No3BONAT 06MEr4MTb NPOLIECC NPUHATUS PELUEHUI 32 CYET NONYYEHUS HEOOXOOAUMBIX
KOMMYECTBEHHbIX XapaKTEPUCTUK, SBMAIOWMXCA pe3ynbTatoM 06paboTkn Bonbumx O6BHEMOB AaHHBIX, W
NPUMEHEHUSI MaTEMATUYECKNX METOOB aHanM3a 3TUX XapakTEPUCTUK C LieNblo BbISBNEHUS 3aKOHOMEPHOCTEN.
EctecTBeHHO, pelueHus npuHMMaloTcs YeroBekoM, cpefctBa Business Intelligence cnocobHbl nuwb «patb
peKoMeHAaLmMmny, MoMoYb 060CHOBATL NPUHUMAEMbIE PELLEHNS.

Pabota Bl-npunoxeHuit, kak NpaBuio, OCHOBaHa Ha aHanm3e Gonblux 06bLEMOB MHGOPMaUMK, Yyem Bonblue
00bEM aHanM3MpyeMmblx LaHHbIX, TEM BbllLe AOBEpUE K pedynbTaTtam. [laHHble 4Ns aHanuaa 3adacTyto bepyTcs
13 pensumnoHHbIX 6a3 AaHHbIX, HO paboTa ¢ aaHHbIMK B Bl-cpenctBax obnagaet onpefenéHHon cneyndukon u
pensauMoHHas MOAEnb AaHHbIX He Bcerga orteevaeT WM. OpHon w3 Hambonee nogxopswmx ans Business
Intelligence Mogenbto AaHHbIX Ha CEroAHALLIHWIA LeHb SBMSETCA MHOTOMEpHas MOgerb.

B paHHOi cTaTbe npuBOAMTCA (POpManbHOE OnMCaHue MHOTOMEPHOW MOAEeNW [daHHbIX, peani3oBaHHON B
nporpammHom komnnekce METAS Bl Platform.



174 Advanced Studies in Software and Knowledge Engineering

MporpammHbI komnnekc METAS Bl-Platform

lMporpammHbii komnnekc METAS BI-Platform npeaHasHaveH ans npoBefeHWst MHOTOMEPHOTO aHanm3a AaHHbIX,
nomnyyYaeMblX U3 reTeporeHHbIX UCTOYHMKOB. Vcnonb3oBaHMe JaHHOTO cpefcTBa NO3BONUT 0bneryntb npoLecc
co3faHnsa Bl-npunoxeHnin 3a CYET TOro, YTO B KOMNMEKCE YXe peanu3oBaHbl Mogynu cbopa U MHOrOMEpHOro
aHanuaa AaHHbIX, 1 pa3paboTunk MOXET CBOOOAHO MCNONb30BaTh PYHKLMM AaHHBIX MOZYNEN.

C TOYKM 3pEHUs apXMTEKTYpPbl MPOrpaMMHbIA KOMMAEKC MpeacTaBnser Cobon MHOrOYPOBHEBOE KMWEHT-
cepsepHoe npunoxeHne (puc. 1). 310 nmosBonsieT paspabatbiBaTb Ha OCHOBE Kommnekca Bl-npunoxeHus,
OTBEYaloLMe COBpEeMeHHbIM TpeboBaHUsAM, MpeabsBiseMbiM K MogobHbIM cuctemam. C Opyrol CTOPOHBI,
apxutektypy METAS BI-Platform MoxHO oxapakTepn3oBaTh Kak MEpPapXMYECKYHD — MOAYIIM KOMMIeKca pasbuTsl
Ha YpOBHM M MoZynu 6onee BbICOKMX YPOBHEN MCMOMb3Y0T YHKLMKM Mogyner 6onee Hu3kux yposHei. Ha puc. 1
CXeMaTW4HO NpeACcTaBneHa apxuTeKTypa KoMnnekca.

MeHnenxep MaTeMaTH4eCKUX Mojieseil [
A « ]
=
Y : : iz
N S
MeHe:xep MHOrOMEPHOMH MOJEIH “«> = = 2 &
¥ - 2 s S leaf 5
d—D»
Memnemkep MeTaJaHHBIX > = 8 §
= = S 2
7} ) o) =
\ 4 = =
Bupryanbnasa CYB/] <>
A 7} A A 7'} A
A 4 \ 4 \ 4 \ 4 \ 4 \ 4
JpaiiBep Jpaiisep JpaiiBep Cpencra
A A A KOH(MUI'ypHPOBaHHUS
- I . H HACTPOIKH
B b b

Puc. 1. Apxumexmypa komnnekca METAS BI-Platform

Kaxgbln ypoBeHb KOMMMekca COOTBETCTBYET CTENeHW abCTpakumn AaHHbIX. Ha camMoM HWU3KOM YpoBHE
pacnonoxeHsl dpatisepbl docmyna K cheyughuyeckum ghusuyeckum ucmoyHukam daHHbIX. CriedyroLmin ypoBeHb
peanusoBaH B Buae supmyansHol CYB[], koTopas no3BonseT OCYLeCTBNATb YHUPULMPOBAHHLIA AOCTYN K
PENSALMOHHBIM AaHHBIM W N36aBNSET MOLYMNM BbILLIECTOSALLMX YPOBHEN OT HEOOXOAMMOCTM YUMTbIBATL Cneynduky
KoHKpeTHbIX CYBL.

MeHedxep memadaHHbIX OCyLlecTBNSeT BeAeHue 6a3bl MemadaHHbIX (peno3umopus) KoMnnekca W
pa3paboTaHHbIX Ha €ro OCHOBE NpUMNOXeHW. MeTagaHHble B pPenosvTopuM NPeACTaBAATCA C MO3NLMK
00beKkTHOro noaxopa.

B ocHoBe pabotbl komnnekca nexut TexHonornss OLAP. B cOOTBETCTBUM C COBPEMEHHBIMM TPEOOBAHMAMM K
CpeacTBaM, peanuaylowuMm 3Ty TEXHOMOMMK, JaHHble AOMKHbI NPEACTaBnsATLCA B MHOTOMEPHOW Mopernu.
3a peanusauuio 3TOr0 NPeCTaBNEHUs] OTBEYAET MeHedxep MHozomepHoU modenu. OnucaHne MHOTOMEPHON
mogenu, peanusosanHoi B METAS Bl Platform, npuseaeHo Huxe.

WHorma BO3HMKAET nNOTPeBHOCTb B MOCTPOEHUM HEKOTOPbIX MaTeMaTUYeckuX NPeACTaBMEHUd AaHHbIX,
nonyyaembix 13 6asbl, C LENbio UX aHanuaa. [Ins pelueHns 3Toil 3afauu B KOMMIEKCe peanuaoBaH MeHedxep
mMamemamuyeckux Modeneli, YaCTUYHO YNPOLLAOLLMA peanu3aLyio MaTeMaTUyeckx METOL0B aHanm3a faHHbIX
B KOHEYHbIX NPUMOXEHNSIX.
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Ona Toro 4tobbl paspaboTumku Bl-NpunoxeHninc MOMM UCMOMb30BaTL KOMMIEKC, peanu3oBaH MporpamMHbIi
nHtepdeiic komnnekca (API), a Takke Habop roToBbIX KOMNOHEHTOB, KOTOPbIE MOTYT ObITb MCMOMNb30BaHbI NpU
paspabotke Bl-npunoxerui.

OnucaHne MHoromepHoi mogenu aaHHbix B METAS BI-Platform

MoXHO CkasaTb, YTO B MHOTOMEPHOA MOAENN AaHHble MPeACTaBNAlOTCH B BUAE 8EKMOP-(hyHKUUL MHOrMX
nepemeHbix: f;(x,,...,X,), Te f, — HEKOTOpble YNCNOBbIE MOKa3aTenu (Hanpumep: 06bEM npoaax, Cymma

C,El,eJ'IKIA), a Xx; — NapameTpsbl. I'IapaMempb/ OpraHu3yrTca B BuUAE u3MepeHu0, UMEKLWMX MepapXmn4ecKyto

CTPYKTYpY. bymem cuutatb, YTO aneMeHm U3MEPEeHUs SBNSETCS HEKOTOPbIM MOAMHOXECTBOM MHOXECTBA
JOMYCTUMBIX 3HAYEHWA COOTBETCTBYHLEro napameTpa. MOLWHOCTb MHOTOMEPHO MOZEeNV 3akmoyaeTcs B
arperauun. Ha npumep, ecrv Mol 3anpocunu y OLAP-cpenctea obulyto cymmy koHTpakToB 3a 2006 r., To OLAP-
CpeacTBO CaMo NPOCYMMMPYET CYMMbI BCEX KOHTpakToB 13 B[], oata kotopbix npuHaanexut 2006 r.

O6Bexkmb1 MHO20MepHOU Modenu

Bynem HasblBaTb MHOXECmEaMu MoYeK U3MepeHUsT HEMyCTble MHOXECTBA CTPOKOBbIX 3HAYEHUMW, a SNEMEHTbI
3TUX MHOXECTB, COOTBETCTBEHHO, — moykamu uamepeHuss. MHOXeCTBa Touek uamepeHns byaem obosHauaTb
X', roeie N,a Touku U3MEPEHUS N3 MHOXeCTBa X ! Oynem obo3Havatb xj ,foe jeN .

~

PaccmoTpM HEKOTOpOe MHOXECTBO Touek n3mepeHust X , byaem o6o3HauaTh Yepe3 X Takoe NOAMHOXECTBO

AX), ut0:

BeX (1)
XeX 2)
(VxeX):{x}eX 3)
(VX X?eX):(X'NX* =) v( X' NX*=X"Hv(X'NX*=X?) 4)

3ameyanue: /13 (4) BugHo, 4to nogmMHoxecTea X B X OpraHu30BaHHbI B BUge nepapxuu. [Npnseaém npumep:
Ha puc. 2 n3obpaxeHa cxema opraHu3aLmm NoAMHOXECTB N3MEPEHNH.

o0
&6

Puc 2. Cxema opaaHu3ayuu nNOOMHOXecms U3MepeHuu

Takyto OpraHu13aLmio NOAMHOXECTB MOXHO UHTEPNPETMPOBATL Kak Mepapxiuio, koTopas 13obpaxeHa Ha puc. 3.



176 Advanced Studies in Software and Knowledge Engineering

EN

el e—

X12 [ X13 | X21 | x22 | x31 | X32 X34

Puc. 3. Nepapxus usmepeHull

~

[TycTb AaHO HEKOTOPOE MHOXECTBO TOYEK M3MEPEHNS X, AN HErO NOCTPOEHO u3mepeHne X . BeTkoit nepapxum
namepeHns X [Ons Hekotopoil Toukn x € X Oygem HasbiBaTb Takoe MogMHOXECTBO X (0Bo3Haunm ero
Branch(X,x)), uto

(VX' € Branch(X,x)):xe X' )A (VX e X\ X"):x' ¢ X?).
[OnvHon BETBU nepapxum Branch()N( ,X)xe X Byaem Ha3bIBaTb BEMNYMHY

Card Branch( X , X), T.e. KONMYEeCTBO NMOAMHOXKECTB 13 X, BxogAWmx B Branch( X , X).

VamepeHne X Gyaem HasbiBaTb perynsipHbIM, ecru (Vxe X):Card Branch()N( ,X)=k,tne ke N.

[oroBopumcss  noHumaTb  nog  rMyOWHOM  Mepapxun  HEKOToporo  uamepeHnss X BEnUuMHy
Depth(X) = max Card Branch(X,x). O4YeBANHO, 4TO €CTM W3MEpEHMe perynspHo, To rnybuHa ero
xeX

nepapxun paBHa fnnHe Nto6oi ero BeTKN.
PaccmMoTpiM HekoTopoe 13mepeHne X 11 MOCTPOUM Ipynny MHOXECTB NOAMHOXECTB:

Ly(X)=1{D}

L(X)={X"| X' e/\N’\GLj()N(),(VXZ e)?\[ij()?nXl X)) (X’ c X H)v(X'NX* =)}

J=0 J=0

i=1,_m,m=Dept}()?)
MHoxecTBa L, ()? ) 6yaem HasbiBaTb YPOBHAMM U3MEPEHNS X ,al —HOMEpPOM YPOBHS.

byoem HasblBaTb HabOpPOM U3MEPEHWI YNOPSLOYEHHOE MHOXECTBO m uamepeHuir. Ob6osHayaTe ero byaem

creytowmm obpasom: X =<)? LX2LX ’”> m e N . OnemeHToM Habopa M3MepeHuit, COOTBETCTBEHHO,

Bynem HasbiBaTh 71 -Ky X :<X”,X21,...,X””>, me X' e X', i=1m.

Paccmotpum HekoTopyto npeameTHyto obnactb (MpO). Myctb agns atoM npegmeTHOM obractu y Hac
paspabotaHa HekoTopas OLTP cuctema, 6yaem obosHavats eé OLTP(MpO, data), roe data - Habop

AaHHblX.  O6begnHum Bce BO3MOXHble Ans [pO Habopbl AaHHbIX B MHOXecTBO D). [lanee noctpoum
MHOXeCTBO S, Takoe, uto Card S = Card D v kaxgomy anemeHTy u3 D noctaBum B COOTBETCTBUE OAMH

anemeHT u3 S . AnemeHTbl MHOXeCTBa S Byaem HasbiBaTb COCTOSHUSMW npeameTHon obnactu MpO, a camo
MHOXECTBO S — MHOXecTBOM cocTosiHui [pO. Mpu namepeHun Habopa AaHHbIX OyAeT MEHATHCA U COCTOSHME
MpO.

Cobbimuem 6ygem HasblBaTb U3MEHEHWNE COCTOSHWS NPeAMETHON obnacTu. MOHATHO, 4TO CObbITUE BbI3bIBAETCS
n3meHeHnem Habopa faHHbIX. @akmamu Byaem HasbiBaTb Te COObITWS, 3annUcK O KOTOpbIX 3aHOCATCS B 6asy
[aHHbIX (BO3MOXHO, 3TO Te 3amuCi, KOTOpble M MPUBENN K COBBLITWID), U Mbl MOXEM WX MPOAHANM3UPOBaTh.
®akTtbl Oygem 0603Ha4YaTb CTPOYHbIMKM OyKBaMM rpeveckoro andasuTa, KpoMe TOro, BblAenum ocobblii hakT,
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Ha30BEM €ro HyneBbIM (PakTOM M JOroBopuMcs 0603HayaTh ero GykBoi O, AOTOBOPUMCS TaKKE HU OAWH LpYroi
aKT TaK He 0603HavaTb.

Ha3oBEéM nokasamernem ghakma ero YACIIOBYIO XapakTepUCTLKY, T.e. N0 NpaBuUram Haluei NpeaMeTHon obracTtu
KakAOMy (hakTy NOCTaBNEHO B COOTBETCTBME OOHO WNW Heckonbko umcen. OBo3HayaTb nokasaTenu hakToB
Bynem criegyrowm obpasom: f,(«) € R, rae o — HeKoTopbi (hakT, a i € N . [loroBopuMCS, YTO €crint 3To

cneumarnsHo He OroBOPEHO, TO BCe MokasaTenu Hyneeoro dakta pasHbl 0. AgpecHoi dyHkumein Adr, Bypem
Ha3blBaTb Takoe buekTBHOE OTOBpaxeHue, YTo:
1. TMpoobpa3som 3Toro 0TOBPaXKEHNS ABNSETCH MHOKECTBO {<x1,x2,...,x’"> |x" e X‘}, rne meN, X'-

MHOXECTBO TOYEK N3MEPEHMS.
2. Ob6pa3som 3Toro 0TOOpAKEHNS SBMNSAETCS HEKOTOPOE MHOXECTBO (DAKTOB.
B ogHon u TOW xe npeameTHoM obracTi MOryT paccmaTtpuBaTtbCs (PakTbl pasnuyHOi Npupoabl. PakThl, Ha
BO3HWKHOBEHME KOTOPbIX NO MpaBunam [aHHOW npeameTHOM obnacTi crnegyeT pearvpoBaTb OAMHAKOBbLIM
obpasom, Byaem obbeanHsaTb B 2pynnbi (knaccsl gpakmog). Knaccom akToB Ha30BEM Takoe MHOXECTBO (DaKTOB
A , vT0:
1. @R)(VYa e A):a e D(R), rae R - HekoTOpas peakuws npegMeTHO obnacTu Ha HEeKOTOpylo rpynny
taktoB, D(R) - obnactb onpeaeneHus peakumu nNpeaMeTHoM obnacti (MHOXECTBO (DakTOB KOTOpble

COCTaBMSIOT Ty rpynny (paKkToB, Ha KOTOPYK PacnpoCTpPaHseTCs OnpedenéHHas peakuus npeaMeTHON
obnactu).

2. CyuwecTByeT Takas agpecHas QyHkLus, YTo eé obpas coBnagaet ¢ A .

3. Y aktoB B Knacce OfvHaKOBbIA Habop nokasatenen, T.e. nokasatenu (PakToB B pamkax knacca 910
0TOBpaXeHNs Knacca Ha MHOXECTBO AEMCTBUTENbHbBIX YNACEN.

Takum 06pa3om, knacc hakToB COCTaBNSOT HE TOMBKO Te (haKTbl, 3aM1CKh O KOTOPbLIX UMetoTCs B 6ase AaHHbIX,
HO 1 BCe Te, KOTOpbIE MO NpaBunam npeaMeTHoi 06nacT MOryT UMeTb MECTO, U pearupoBaTh Ha HUX Crieayet
oOuHakoBo. [loroBopumcs knaccel (haktoB 0603Ha4aTh NponucHbIMK OykBamm rpedveckoro andasuta. [lycTb

MMeeTCs! HeKoTOpblil knacc (aktoB A, yepes A 6ynem 0603Ha4aTh MOAMHOKECTBO A TaKoe, YTO B HEro
BXOAAT TOMNbKO Te (paKTbl, 3anucy 0 KOTOPbIX Yxe umeroTes B B,

Ky6om 6ynem HasbiBaTb MHOXECTBO Cube(Z) =AU {o}, roe A - HeKkoTOpbIN Knacc aktoB. Kpome Toro,
[OrOBOPUMCS, 4TO O WMEET TOT Xe Habop nokasatenei, YTo u akTbl u3 A .

Aepeaupyroweli ¢yHKyuel Ha3oBEM OTOOpaXeHUe, KOTOPOE COBOKYMHOCTM AEMCTBUTENbHLIX 3HaveHun M
CTaBWT B COOTBETCTBME AENCTBUTENbHOE 3HaveHne: (M) € R. lapy «nokasaTenb pakta — arpervpytoLlas

dyHKums» Oyaem HasbiBaTb napamempom ¢bakma. [Mapametpbl akta 6yngem obosHauyaTb creaytoLym
obpasom: F* =< f(a),¢, >,T8e i, j,k € N, a —HeKoTopblii dakT, 1 (a) —nokasatens dakta, ¢, —
HekoTopas arperypytoLlas gyHKUmUs.

AnpecHasi (yHKUMS He MO3BONSIET MOMYYMTb arpervpoBaHHble [aHHble, a MO3BOMSET MOMYyYUTb MLb
KOHKPETHbI (hakT, MO3TOMY NOCTPOMM Takoe OTOOpaxeHue, KOTopoe No3Bonsno Obl MO dneMeHTy Habopa
N3MEpPEHMIA NOMYYUTb arpervpoBaHHbIe AaHHbIE.

MycTb y Hac UMeeTcs HekoTopblit ky6 Cube(A), NS KOTOPOro Mbl MOCTPOUIN afpPecHyI0 YHKLMIO Fact.
Paccmotpum  npooBpas  aton  (yHkumt:  D(Fact ) = {< xhx?Lx" > x e X‘}, meN, no
onpeneneHo X' — HEKOTOPOe MHOXECTBO TOYEK M3MepeHUs. [Ins KaXI0oro MHOXECTBa ToYeK namepenns X'

NoCTPOUM M3MepeHne X ', nonyuum HaBop uamepernit X = <X1,X2,...,X'”>; [aHHbI Habop M3mMepeHuii

Byaem HasbiBaTb ccmenoli koopduHam Ky6a Cube(A), a aNeMeHT 3Toro HaBopa M3MepeHnit — KoopduHamoll
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aueliku kyba; Hynegol koopduHamol Gynem HasblBaTb Takyld KOOPAMHATY, B KOTOPOW XOTS Obl OQUH 3nemMeHT
SIBMSIETCA MyCThIM MHOXECTBOM M 0603Ha4aTh € bynem 0.
Takum 0bpazom, agpecHas (PYHKLMS C BO3MOXHOCTBIO arperauum uMeeT Bug
Adr(< x',x%,..,x" >),<x',x*,..,x" >¢ B(Adr)
Fact(x)=40,< xLxt x> B(Adr)
0,X = 0

m

- 1 2
X=<x,x",.,x">

Ocranoch BBECTM MOHSTUE CaMoit Ayeliku Kyba. Bbibepem oauH 13 nokasateneit ans dakTos kyba Cube(A),
nyctb ato Gymet f;. BosbMéM B kauecTBe arperupyowlen (yHkuum ¢, . Moctpoum ansa Kyba cuctemy
KoopaMHaT (MOCTPOUM U3MEPEHUS], KOTOPbIE COCTABNSOT CUCTEMY KOOPAWHAT MO MHOXECTBAM TOYEK M3MEPEHUS
M3 npoobpasa ampecHoit yHkumM). MycTb sT0 Gymer X = <)N( LXE X" >, me N. BosbMéM

NPOVM3BOMLHO KOOpAWHATY Aueitkn kyba X :<X”,X2',...,X"“>, X'e X', i=1,m v noctpoum ans

3TO  KOOPAMHATLI MHOKECTBO A = {< x',x?,. L, x" > xl e Xi}. MocTpoum Tenepb Ha OCHOBaHWW
MHOXecTBa A MHOXecTBO B = {fi (@) a = Fact (< x',x*,.,x" >),<x',x’,.,x" >e A}.

3HaveHre @, (B) v bynet aueitkoi kyba.

Takum obpasom, suenkoin kyba Cube(Z) Ana rnokasateneit bakToB f;, arperupytolieit dyHkun @, ¢

KOOpAMHATON X = <X”,X“,...,X’"1> B CUCTEME KOOpAMHaT X = <)?‘,)~(2,...,)~(’“> 6ynem HasblBaTh
3HaYeHE:
Cell’* (%)= g, ({f,(Fact, (< x',x*,...x" >))| ' € X").

Cube(A)

Azpezayus nokazameneli

locTpouM HEKOTOpoe KOHEYHoe, YNOpAAoYeHHOe MHOXeCTBo M =< x,,...,x, >. bydem ero HasblBaTb
maccugom azpezamos. [loroBopumcs, 4TO Ans MobOro MaccuBa arperatoB CyLIECTBYET OTobpaxeHue
¥ :M — Y < R . Aepecamom 6ynem HasbiBatb uncno Mi]= y(x,), x, € M ,a i — HoMepom azpezama.
Mpu chopmanu3aumm MHOTOMEPHON MOZENW AaHHBLIX Mbl JOTOBOPUIMCL, YTO arpervpytoLen dyHkumein byaem
Ha3blBaTb oToOpaxeHne ¢: .7’ (R) — R . YTouHuM onpepenenve: Gynem Nof arpervipytoleil thyHKumei
NoHUMaTb Takoe oTobpaxenne ¢ : & (M) — R, tae M - maccus arperatos. Kpome Toro, cchopmynupyem

Takylo akcuomy aepeaupyrowell (pyHKyuu: eé pesynbTaT He 3aBUCUT OT BblbpaHHOro nopsigka B M. ABTop
npeanaraet HECKOMNbKO Memodos agpezauuu (cxem).

lMepBO TaKoM CXeMOW SBNSIETCA UmepayUOHHas cxema azpezayuu. Jorosopumcs, 4to Card M = n, kome 3Toro
nycte  n>1, nonaras o({x}) = y(x). Ons  @(M) Hampgém  Takyl  yHKUMIO

y(y,x,i)€[R], y,xeR,ie N, 4o p(M)=y,,1ae
v =M[]
Vi = l//(yi—l , MTil,0)
OyHkumio i Byaem HasbiBaTb Umepupyrowel hyHKYUel Ans arpervpyioLlen MyHKLum ¢@ .

Uto xe 0aéT HaM MCMOMNb30BaHWS UTEPALMOHHON CXeMbl arperaumn? He cekpet, uTo B LiensX aHanmsa mMoryT
NOHaZobnTbCA pasnuuHble arpervpylowme yHKUMN U BCEe WX NpedyCMOTPETb HEBO3MOXHO, MO3TOMY Mpw
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paspabotke OLAP-cpeactBa HeobXxogumo y4ecTb MOTPEBHOCTb B WUCMOMb30BaHWUKM  MOSb30BATENBCKUX
arpervpytoLmx yHKUAM W NpefocTaBuTb CpeacTBa Anst Wx paspaboTku. KOHEYHO, MOXHO peanu3oBaTb
CpencTBO Anst pa3paboTku BCel arpervpytoLLen hyHKLMM, HO NPK 3TOM OHO BbINo Obl AOCTATOYHO CNIOXHBIM, KaK
ANs peanusauuy, Tak 1 ANns UCNoNb30oBaHMs, @ MOXHO BOCNONb30BATLCSA UTEPaLIMOHHON CXEMOA arperawuuu, npu
9TOM [0CTaTOMHO MPeAoCTaBUTb BO3MOXHOCTb MPOEKTUPOBAHUSI TOMbKO WTEpuUpylolwen (yHKummM, ans
NPOEKTUPOBaHMS KOTOPOM BNOJSIHE OCTATOYHO CPEACTB 3NIEMEHTApPHON MaTeMaTUKM.

B uTepaLmoHHON cxeMe arperaumi Mbl 3a Kaxabli U3 7 waroB o6pabaTbiBaeM BCEro OAMH 3NEMEHT MaccuBa
arperatoB M . C Lenblo NOBbICUTL MPOKU3BOAUTENBHOCTb MOCTPOUM Takylo CXEMY, NMpY KOTOPOW 3a Kaxablil Lwar
arper1poBanoch xoTs bbl [Ba anemeHTa.

[na Havana, Ons arpervpytowien (YHKUMM ¢ MOCTPOUM UTEPUPYIOLLYI0 (DYHKLMIO BTOPOrO MopsiaKa:
1//2(y,x1,x2,i) €[R], y,x,,x, €[R],i € N, TaKyl, 4t0
p(M) =y (y,,,M[n~1],M[n],n)
y) = M[l]
Yi= l//z(yi723M[i - 1]7M[Z]>l)
Takas cxema, BbiABUraeT asa TpeboBaHMs K MHOXeCTBY M:
N n>2;
2) n—HeyéTHo.

Co BTOpbIM TPebOBAHMEM MOXHO «CMpPaBUTLCS» TakuM 0bpasoMm: ecnum n — YETHO, TO A00aBUTL B KavecTBe
M| n +1] Homb, TaK Xe MOXHO MOCTYNUTb B CMy4ae HEBbINOMHEHWS nepBoro TpeboBaHus, T.e. 4ONONHUTL M
Hynamm 0o CardM =3, eOWHCTBEHHOE YCMOBME, YTO 9TO Heobxogumo OydeT yvecTb npu paspaboTke
uTepupytoLLen yHKLmK.

OCHOBHYIO CNIOXHOCTb B pa3paboTke UTepupytowmx yHKLMIA BTOPOro nopsaka CocTaBnsieT YYET fo6aBneHHbIX
Hamu Hynei. B psge criyyaeB 9T0 MOXET COCTaBWUTb OYEHb CepbEsHYt0 npobremy, No3TOMy NPeaioxuMm eLwé
OOVH MyTb peLleHnst BTopoi npobrembl: 6ygem ucnonb3oBaTb UTepupylolwe (YHKLWMM Kak nepeoro, Tak u
BTOpOro nopsgkos. [pu atomM o Gnuxamwero HEYETHOrO HOMepa luara, He npeBblwatowero 7, byaem
nomnb3oBaTbCs UTEPUPYIOLLEN (PYHKUME BTOPOrO nopsigka, a MoTOM, eChn MoHagobuTes, BOCMONb3yemcs
uTepupytoLen (yHKLMEN nepBoro nopsiaka.

O6obuwimm Tenepb BCE CkasaHHOE Ha Cryyail k-ro nopsgka utepupytowen dyHkumn. UtepupyioLiein gyHKumen
k -ro nopsiaka 6ynem HasbisaTb dyHkumio ¥ (v, x,i) €[R], y €[R],ie N, X - Bextop k-ro nopsaka
3NeMeHTbI KoToporo — 3 R .

lMocTponm cneaytoLLyto Cxemy arperauuu:

o(M) =y " (y,_,.(M[n—k+1],...M[n]),n)
»n=M[]
Vi =" Vi, (M[i =k +1],..,M[i]),i)
HasoBém 3Ty CXemy ycoeepweHcmeoeaHHoU Umepal.ﬂlOHHOlj cxemou acpeesayuu. Eé NPUMEHEHNE NO3BONAET B
Pa3bl CHU3UTb KONMYECTBO LLIAroB, COXPaHMB MPY 3TOM MPEMMYLLIECTBA UTEPALIMOHHON CXeMbI arperaLuy.

YacTo npum oTBETE Ha 3anpoc CUCTEME NPUXOAMTCS arpermpoBaTh YXXe arperMpoBaHHble nokasatenu (Hanpumep,
HECKOMbKO siueek Kyba). Oy 3afady He NONyyYUTCs PeLLnTb, NOMb3YSICh UTEPALIMOHHON CXEMOIA arperaLmu. ABTOp
npeanaraeT CredyrLLylo CXeMy arperauuu, npi KOTOpPOil BO3MOXHA arperauusi kak npocTbiX arperatos, Tak W
y)Ke arpervpoBaHHbIX nokasateneil.
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MycTb uMeeTcs ABa Maccua arperatos M' =< xj,X,,....x, >, M* =<x],x;,.,x, > W arperupylouas
QyHKUMA @ Mbl 3HaeMm sHavewns y, =@(M'), y, =@(M?*), n,=Card M' w n, =Card M.
TpebyeTcs HaitTh sHaueHne (M ' UM ?). Monaraem npu atom, uto @({x}) = y(x). Byaem o6osHayaTb

W(¥,,V,,1,,1,) DYHKUMIO arperauuv arperupoBaHHbIx nokasateneit y, u y,; 3amMetum, 4to npu n, =1
Mony4aeM UTEPUPYIOLLYIO (hyHKLIMKO NEPBOTO NOpsAKa.

MmepayuoHHas cxema agpeaayuu C UCNOMb308aHUEM (DYHKUUU aepeayuu aepeauposaHHbIX nokazamenel
BbIFMAANT CrIeAyoLLMM 06pasom:

{yl = M[1]
Vi =y (y.,Ml[i],i —11)

Ytobbl arpervpoBatb 60nee OAHOrO arpervpoBaHHOTO MoKa3aTens, AOCTaTOMHO MOCTPOUTL CynepnosuLmio
(DYHKUMI arperawum AByX arpermpoBaHHbIX nokasatesnen.
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