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PREFACE

The scope of the International Book Series “Information Science and Computing” (IBS ISC) covers the
area of Informatics and Computer Science. It is aimed to support growing collaboration between
scientists from all over the world. IBS ISC is official publisher of the works of the members of the ITHEA
International Scientific Society.

The official languages of the IBS ISC are English and Russian.

IBS ISC welcomes scientific papers and books connected with any information theory or its application.

IBS ISC rules for preparing the manuscripts are compulsory. The rules for the papers and books for
IBS ISC are given on www.foibg.com/ibsisc. The camera-ready copy of the papers and books should be

received by e-mail: info@foibg.com.
Responsibility for papers and books published in IBS ISC belongs to authors.

The Number 5 of the IBS ISC contains collection of papers in which are presented applications of
Artificial Intelligence in different areas of our life. Papers are peer reviewed and are selected from the
several International Conferences, which were part of the Joint International Events of Informatics “ITA
2008", Varna, Bulgaria.

ITA 2008 has been organized by
Institute of Information Theories and Applications FOI ITHEA

in collaboration with:

« ITHEA International Scientific Society
International Journal “Information Theories and Applications”
International Journal "Information Technologies and Knowledge"
Association of Developers and Users of Intelligent Systems (Ukraine)
Association for Development of the Information Society (Bulgaria)
V.M.Glushkov Institute of Cybernetics of National Academy of Sciences of Ukraine
Institute of Mathematics and Informatics, BAS (Bulgaria)
Institute of Information Technologies, BAS (Bulgaria)
Institute of Mathematics of SD RAN (Russia)
Taras Shevchenko National University of Kiev (Ukraine)
Universidad Politecnica de Madrid (Spain)
BenGurion University (Israel)
Rzeszow University of Technology (Poland)
University of Calgary (Canada)
University of Hasselt (Belgium)
Kharkiv National University of Radio Electronics (Ukraine)
Astrakhan State Technical University (Russia)
Varna Free University “Chernorizets Hrabar” (Bulgaria)
National Laboratory of Computer Virology, BAS (Bulgaria)
Uzhgorod National University (Ukraine)
Sofia University “Saint Kliment Ohridski” (Bulgaria)
Technical University — Sofia (Bulgaria)
New Bulgarian University (Bulgaria)
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The main ITA 2008 events were:

KDS XIVth International Conference "Knowledge - Dialogue — Solution"

i.Tech Sixth International Conference "Information Research and Applications"

MeL Third International Conference "Modern (e-) Learning"

ISK Second International Scientific Conference "Informatics in the Scientific Knowledge"
INFOS International Conference "Intelligent Information and Engineering Systems"

GIT Sixth International Workshop on General Information Theory

CS Third International Workshop "Cyber Security"

eM&BI  Second International Workshop "e-Management & Business Intelligence"
IMUICT International Seminar "Information Models’ Utility in Information and Communication Technologies"
ISSI Second International Summer School on Informatics

More information about ITA 2008 International Conferences is given at the www.foibg.com.

The great success of ITHEA International Journals, International Book Series and International
Conferences belongs to the whole of the ITHEA International Scientific Society.

We express our thanks to all authors, editors and collaborators who had developed and supported the
International Book Series "Information Science and Computing".

General Sponsor of IBS ISC is the Consortium FOI Bulgaria (www.foibg.com).

Sofia, June 2008 Kr. Markov, Kr. Ivanova, I. Mitov
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HARDWARE IMPLEMENTATIONS OF VIDEO WATERMARKING
Xin Li, Yonatan Shoshan, Alexander Fish, Graham Jullien, Orly Yadid-Pecht

Abstract: Various digital watermarking (WM) techniques for still imaging have been studied in the last several
years. Recently, many new WM schemes have been proposed for other types of digital multimedia data, such as
text, audio and video. This paper presents a brief overview of existing digital video WM. We classify WM
techniques and discuss the properties of video WM. Since each WM application has its own specific
requirements, WM design must take the intended application into consideration. Video WM applications are also
discussed in the paper. The features of video WM implementations in software and hardware and their
differences are presented through the description of four examples of existing work.

Keywords: Digital video, watermarking, WM, hardware implementation, security.
ACM Classification Keywords: B.0 Hardware - Conference proceedings

Conference: The paper is selected from Sixth International Conference on Information Research and Applications -
i.Tech 2008, Varna, Bulgaria, June-July 2008

1. Introduction

Storing and transmitting digital multimedia data has become incredibly available throughout the world, especially
with the advent of digital times. This has been a catalyst for the rapid growth of digital video technologies and
applications [1]. Nowadays, the expansion of high speed digital computer networks all over the world and the
advance of compression technologies have made the distribution of video data and applications much easier and
faster. The amount of high quality digital video data is ready available on the internet so that users can
conveniently be able to enjoy watching on-line video, transmit and exchange video files. Digital video is also
useful in many other applications: surveillance video systems and broadcasting are good examples. However, at
the same time a number of security problems have been introduced, since digital video sequences are very
susceptible to manipulations and alterations using widely available editing software. This way video content is not
reliable anymore. For example, a video shot from a surveillance camera cannot be used as a piece of evidence in
a courtroom because it is not considered trustworthy enough. Therefore, authentication techniques are
consequently needed in order to ensure the authenticity and integrity of video content. Till date, there have been
various such techniques [2], of which digital watermarking (WM) is one of the most popular. Digital WM is a
technique that embeds a secret, unnoticeable signal (called watermark) into the original multimedia object, like
audio, image and video. The watermark can be detected or extracted later to claim the authenticity of the media
content.

Several researchers have investigated digital WM with different contributions, implemented both on software and
hardware platforms [3]-[11]. In 1990, the modern study of steganography and digital WM was started by Tanaka
et al. [3]. They suggested hiding information in multi-level dithered images as a form of secured military
communications. Following that work, digital image WM arose, and recently the development of video WM
algorithms became a growing field of research. A relatively simple WM algorithm, working on raw video data, was
presented in [4]. In [5], Wu proposed a method that adds a discrete cosine transform (DCT) transformed pseudo-
random sequence (used as watermark) directly to the DC-DCT coefficients of the video frame to achieve better
robustness against MPEG lossy compression. A spread spectrum method, described by Shan [6], was applied to
watermark color video frames. According to this method, the mid-frequency DCT coefficients of a green
component of the color frames were selected to embed the watermark because it was found to be the most
robust after compression.
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Although it might be easier to implement a WM algorithm on a software platform, there is a strong motivation for a
move toward a hardware implementation [8]. The hardware implementation offers several distinct advantages
over the software implementation in terms of low power consumption, less area usage and reliability. It features
real time capabilities and compact implementations. In consumer electronic devices, a hardware WM solution is
often more economical because adding the WM component only takes up a small dedicated area of silicon.
Recently, a few hardware specific algorithms have been presented in the literature [7]-[11].

The objective of this paper is to provide an overall review of existing digital video WM solutions and applications.
Background on video WM, such as different watermark classifications, applications and specifications are
introduced. Following that, existing WM software and hardware implementations are also described.

The rest of the paper is organized as follows. Section Il reviews the background on video WM. The WM software
and hardware implementations are presented in section Ill. Conclusions are summarized in section IV.

2. Background on Video WM

2.1 Watermarks Classification

WM techniques can be divided into different categories according to various criterions [12]. The general
classification of the currently available watermarks is shown in Figure 1. In [13] we have presented a
decomposition of the variety of existing watermarks for still images and showed their features and possible
applications, benefits and drawbacks. Since a video stream is regarded as a three-dimensional signal with two
dimensions in space (called m x n frame) and one dimension in time, we can consider a video stream as a
succession of still images. Therefore, most image WM techniques are equally applicable to video if the individual
frames are treated as images [14]. However, contradictory to still image WM techniques, the video WM methods
usually require that the WM encoding and decoding are processed in real time.

According to the domain in which video WM is performed, WM processing methods can be classified into two
categories: spatial domain and frequency domain. In the spatial domain, directly applying minor changes to the
values of the pixels in a minor way is mainly used. This technique makes the embedded information hardly
noticeable to the human eye. For example, pseudo-random WM works by a simple addition of a small amplitude
pseudo-noise signal to the original media data. In the frequency domain, the object first goes through a certain
transformation, DCT or discrete wavelet transforms (DWT), the WM is embedded in the transform coefficients
and then it is inversely transformed to receive the watermarked data. The frequency domain methods are more
robust than the spatial domain techniques [15].

WATERMARKING

ccording Accordi T
;\u?rdu.lg To According To Aceording To
Working Human Anplication
Domain Perception OPPIS
Spatial Frequency Livisible Visible Source Destination
Domain Domain ’ ' Based Based
Robust Fragile
: 5 . Non- uasi- Nonguasi-
Private Public Inertible ) Quas .

invertible invertible invertible

Figure 1 General classification of existing watermarking.
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WM techniques can also be divided into three different types: visible, invisible robust and invisible fragile,
according to human perception. Different applications have different requirements. Sometimes a certain
application requires a WM to be visible, so that the embedded watermark appears visible to a casual viewer.
Invisible robust WMs are primarily used in applications such as copyright protection, which require the algorithm
to be as robust as possible so that severe modifications and degradations cannot remove the watermark.
Conversely, invisible fragile is designed to reflect even slightest manipulation or modification of the media data,
since the embedded watermark can easily become altered or destroyed after common attacks, such as lossy
compression, cropping and spatial filtering. This WM method is a practical technique for content authentication.

From the application point of view, digital WM could be source based or destination based [12]. Source based
WM can be used to authenticate whether a received media data has been manipulated and the destination based
WM can trace the source of illegal copies.

2.2 Applications of Video WM

This section is consequently dedicated to the presentation of various applications in which digital WM can bring a
valuable support in the context of video data. The following main watermarking applications are considered in the
open literature and as commercial applications [16]. The reader is referred to [16]-[18] for a more thorough
investigation. The applications presented have been gathered in table 1.

Table 1 Video WM: Applications and Purposes

Applications Purpose
Copyright protection Proof of ownership
Video authentication Insure that the original content has not been altered
Fingerprinting Trace back a malicious user
Copy control Prevent unauthorized copying
Broadcast monitoring Identify the video item being broadcasted

Copyright protection: For the protection of intellectual property, the video data owner can embed a watermark
representing copyright information in his data. This watermark can prove his ownership in court when someone
has infringed on his copyrights. For instance, embedding the original video clip by noninvertible WM algorithms
during the verification procedure happens to prevent the multiple ownership problems in some cases.

Video authentication: Popular video editing software permit today to easily tamper with video content and
therefore it is not reliable anymore. Authentication techniques are consequently needed in order to ensure the
authenticity of the content. One solution is the use of digital WM.

e
< e
c\\\\\‘-

Central unit

A4
Watermark

» Video analysis » Video storage
embedder

network

» Security service

Figure 2 WM-based authentication for automatic VS.

In Figure 2, a sketch of a simple video surveillance (VS) system, in which WM is used to authenticate VS data, is
given [17], [18]. Timestamp, camera ID and frame serial number are used as a watermark, embedded into every
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single frame of the video stream. The central unit is in charge of analyzing the watermarked sequences and
generating an alarm whenever a suspicious situation is detected, and then may either be sent to the security
service or compressed for storage. When needed, the stored video sequence can be used as a proof in front of a
court of law. It is possible to reflect any manipulation by detecting the watermarks.

Video fingerprinting: To trace the source of illegal copies, a fingerprinting technique can be used. In this
application, the video data owner can embed different watermarks in the copies of the data that are supplied to
different customers. Fingerprinting can be compared to embedding a serial number that is related to the
customer’s identity in the data. It enables the intellectual property owner to identify customers who have broken
their license agreement by supplying the data to third parties.

A consumer can receive digital services, like pay TV, by cable using a set-top box and a smart card, which he has
to buy and can therefore be related to his identity. To prevent other non-paying consumers from making use of
the same service, the provider encrypts the video data and this protects the service during transmission. The set-
top box of the consumer, who paid for the service, decrypts the data only if a valid smart card is used. Then, a
watermark, representing the identity of the user, is added to the compressed video. The watermarked
(fingerprinted) data can now be fed to the internal video decoder to view the video. A set-top box with WM
capabilities is depicted in Figure 3.

o
B b

= = U m
= = - = =
-2 Add MPEG g Q
58 > Decrypt LA e E e
Z 2 watermark decoder 53
- =z
5~ i A =z 7

Smart card reader

Figure 3 Set-top box with WM capabilities.

Copy control: The information stored in a watermark can directly control digital recording devices for copy
protection purposes. In this case, the watermark represents a copy-prohibit bit and watermark detectors in the
recorder determine whether the data offered to the recorder may be stored or not. For example, in the copy
protection scheme using WM techniques shown in Figure 4, consumers can make copies of any original source,
but they cannot make copies of copies.

This copy protection system checks all incoming video streams for a predefined copy-prohibit watermark. If such
a watermark is found, the incoming video has already been copied before and is therefore refused by the
recorder. If the copy-prohibit watermark is not found, the watermark is embedded and the watermarked video is
stored. This means that video data stored on this recorder always contains a watermark and cannot be duplicated
if the recorder is equipped with such a copy protection system.

-

] D

= = 3

"g N Watermark N Add Store =

=3 present ? watermark video 5 2

> é‘ =
Y > Discard video data

Figure 4 Video recorder with copy protection.

Broadcast monitoring: By embedding watermarks in commercial advertisements an automated monitoring
system can verify whether advertisements are broadcasted as contracted. Not only commercials but also
valuable TV products can be protected by broadcast monitoring. News items can have a value of over 100.000
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USD per hour, which makes them very vulnerable to intellectual property rights violation. A broadcast surveillance
system can check all broadcast channels and charge the TV stations according to their findings.

2.3 Requirements for Video WM

Different WM applications have specific requirements. Therefore, there is no universal requirement to be satisfied
by all WM techniques. Nevertheless, some general directions can be given for most of the applications:

e Invisibility: WM should be imperceptible and invisible to a human observer.

Transparency: WM embedding does not affect the quality of the underlying host data.

Robustness: It should be impossible to manipulate the watermark by processing techniques or intentional
operations such as filtering, addition of noises and cropping.

Security: A WM technique is truly secure if knowing the exact algorithms for embedding and extracting the
watermark does not help an unauthorized party to detect the presence of the watermark. It is very
important, especially in authentication applications, that the watermark cannot be added or removed by
an unauthorized user.

Oblivious: It should be possible to extract watermark information without using the original multimedia
data, since most receivers do not have the original data at their disposals.

Even though the requirements for the image and video WMs are very similar, they are not identical. New
problems and new challenges have emerged in video WM applications. Apart from the basic requirements
mentioned above, a WM technique should meet the following extra specific requirements to qualify as a real time
technique for compressed video data:

e Low complexity: WM embedding and extracting should have low complexity, because they are to be
processed in real time and if used in consumer products, they should also be inexpensive.

o Compressed domain processing: It should be possible to incorporate the watermark into compressed
video (bit-stream).

o Constant bit-rate: WM should not increase the size of the compressed host video data and the bit-rate, at
least for constant bit-rate applications where the transmission channel bandwidth has to be obeyed.

3. Video WM Implementations

Similar to image WM implementations, the video WM system can be implemented in either software or hardware,
each having advantages and drawbacks. In software, the WM scheme can simply be implemented in a PC
environment. The WM algorithm’s operations can be performed as scripts written for a symbolic interpreter
running on a workstation or machine code software running on an embedded processor. By programming the
code and making use of available software tools, it can be easy for the designer to implement any WM algorithm
at any level of complexity. However, such an implementation is relatively slow and therefore not suitable for real
time applications.

In practical video storage and distribution systems, video sequences are stored and transmitted in a compressed
format. Thus, a watermark that is embedded and detected directly in the compressed video stream can minimize
computational demanding operations. Furthermore, frequency domain WM methods are more robust than the
spatial domain techniques [15]. Therefore, working on compressed rather than uncompressed video is important
for practical WM applications.

Before we describe the video WM techniques, we first briefly review the standards for video compression. Al
current popular standards for video compression, namely MPEG-x (ISO standard) and H.26x formats (ITU-T
standard), are hybrid coding schemes and are DCT based compression methods [19]. Such schemes are based
on the principles of motion compensated prediction and block-based transform coding. Table 2 resumes the
features of commonly used video compression standards.
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Table 2 Popular Video Compression Standards

Compression standards Features

H.261 + Aimed at bit rates from 40 kbps to 2 Mbps.
* Typically used in ISDN video conferencing.

MPEG-1 + Aimed for 1.5 Mbps data-rates and 352 x 240 resolutions.
* Typically used for VCDs.

MPEG-2 * Outperforms MPEG1 at 3 Mbps

* Below 1 Mbps, MPEG2 is similar to MPEG1.
* Typically used for DVDs.

H.263 + Aimed at video coding for low bit rates (20 to 30 kbps).
* Typically used for web video conferencing.
MPEG-4(H.264) + 33% improvement over MPEG2.

* 4 times frame size of MPEG4 part 2 at a given data rate.

* Targeted for all media applications: mobile, internet, standard video, high
definition, and full high definition.

In [4], Hartung presents a good example of softvare MPEG compressed video WM solution. The spread
spectrum concept of communications is employed to watermark a compressed video stream, where the basic
idea is embedding the watermark in the transform domain as represented in the entropy coded DCT coefficients.
This is done in an MPEG-2 video signal, which currently is a mature and widely used video compression
standard. Although an existing MPEG-2 bit-stream is partly modified, the scheme avoids visible artifacts by
adding a drift compensation signal. This signal is needed because the P and B frames on the MPEG-2
compression format rely on information found on the | frame for encoding and decoding. For the retrieval of the
WM, no original signal is needed. The system succeeds in achieving high data rate and a robust watermark
scheme against malicious manipulations. Moreover, the computations involved in the embedding process are
kept relatively basic, suggesting suitability for future hardware implementation as well.

3.1 Hardware Implementations

Over the last decade, numerous software WM algorithms have been invented [12]. However, WM implementation
in hardware, especially for video stream, is a recent interest in the area. Prior to 1999, no work on video WM
implementation in hardware had been shown [8]. However, the watermarking of video streams in real-time
applications is mostly suitable for hardware implementations, thus motivating research efforts to that direction.

The implementation of hardware WM is usually done on custom-designed circuitry, i.e. application specific
integrated circuits (ASICs) or field programmable gate arrays (FPGAs). The overall advantage of this scheme
over the software implementation is in terms of lower power consumption, reduced area and reliability. It may be
possible to add a small, fast and potentially cheap WM embedder as a part of portable consumer electronic
devices, such as a digital camera, camcorder or other multimedia devices, so that the media data are
watermarked at the origin. Therefore, it is most suitable for real time applications. On the other hand, hardware
implementations of WM techniques demand the flexibility of implementation both in the computation and design
complexity. The algorithm must be carefully designed, minimizing any unexpected deficiencies.

For example, in 2000, Strycker et al. proposed a real time video WM scheme, called Just Another Watermarking
System (JAWS), for television broadcast monitoring [7]. JAWS is a well-known video WM algorithm and because
it works on uncompressed real time video data, the author was allowed to concentrate on the watermark process
and not on the compression issues. In the embedding procedure, a PR sequence is embedded in an
uncompressed, real time video stream and the depth of the watermark insertion depends on the luminance value
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of each frame. The implementation of JAWS is performed on a Trimedia TM-1000 VLIW processor with 4 BOPS
(billion operations per second) developed by Philips Semiconductors. The results prove the feasibility of a
professional television broadcast monitoring system. Mathai et al., present an ASIC implementation of the JAWS
WM algorithm using 1.8V, 0.18um CMOS technology for real time video stream embedding [8], [9]. The authors
claim that their work is the first step toward analyzing the relationship between WM algorithmic features and
implementation cost for practical systems. A WM embedder and detector have been demonstrated to process
raw digital video streams at a rate of 30 frames/sec and 320x320 pixels/frame. The results show a chip with a
core area of 3.53 mm?, capable of operating at 75 MHz frequency, processing a peak pixel rate of over 3
Mpixels/sec and only consuming 60 mW of power for the embedder. The hardware employed in this
implementation is comprised of video and WM RAM memories, adders/subtractors, registers and multipliers.

A new VLSI architecture of real time WM system for both spatial and transform domains is presented by Tsai and
Wu [10]. In this scheme, the concepts of spread spectrum from the field of communications and the human visual
system (HVS) are applied to create a robust WM system. The proposed design embeds a logo (used as a
watermark) in uncompressed and compressed video streams efficiently. Performance is tested under real time
conditions, using a video stream with a rate of 6 Mbits/sec and 65 bits/frame watermark sequence. They also
claim that it could be combined with an MPEG encoder in a System-On-Chip (SOC) design to achieve real time
intellectual property protection on digital video capturing devices.

To conclude, there is still much to be accomplished in the field of video WM hardware implementations. There are
many potential applications and still not enough solutions at hand. The existing work is mainly focused on the
adaptation of watermarking algorithms that were originally designed for still images software watermarking to the
requirements of video and hardware. It is a great opportunity for new innovative watermarking solutions,
specifically designed to accommodate the requirements of video applications including compression standards
and real time operation.

4. Conclusions

In this paper, background on video WM techniques was provided. Common WM classification criterions and
requirements, including general properties and specific constrains for video WM scheme, were presented.
Various applications of video WM were discussed. Comparisons between software and hardware
implementations have been presented from several points of view: major advantages, drawbacks and
differences. Four examples of previous software and hardware WM implementations were also shown.
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ON THE FEASIBILITY OF STEERING SWALLOWABLE MICROSYSTEM CAPSULES
USING COMPUTER-AIDED MAGNETIC LEVITATION

Billy T. Wu, Martin P. Mintchev

Abstract: Swallowable capsule endoscopy is used for non-invasive diagnosis of some gastrointestinal (Gl)
organs. However, control over the position of the capsule is a major unresolved issue. This study presents a
design for steering the capsule based on magnetic levitation. The levitation is stabilized with the aid of a
computer-aided feedback control system and diamagnetism. Peristaltic and gravitational forces to be overcome
were calculated. A levitation setup was built to analyze the feasibility of using Hall Effect sensors to locate the in-
vivo capsule. CAD software Maxwell 3D (Ansoft, Pittsburgh, PA) was used to determine the dimensions of the
resistive electromagnets required for levitation and the feasibility of building them was examined. Comparison
based on design complexity was made between positioning the patient supinely and upright.

Keywords: Computer-Aided Magnetic Levitation, Capsule Endoscopy, Real-Time Image Transmission
ACM Classification Keywords: J.6 Computer-Aided Engineering

Conference: The paper is selected from Sixth International Conference on Information Research and Applications —
i.Tech 2008, Varna, Bulgaria, June-July 2008

Introduction

Gastrointestinal (Gl) disorders, including cancers, are common medical problems which affect up to 35% of the
world population [1]. Fiberoptic endoscopy has become a preferred diagnostic method for the early detection of
polyps and cancers in the Gl tract, and particularly in the colon [2]. However, the invasive nature of this test
makes its wide applicability for early screening and prevention purposes difficult, if not impossible [3].

Microsystem Diagnostic Capsules

Swallowable capsule endoscopy (CE) has been suggested as a non-invasive alternative to fiberoptic endoscopy
for some Gl organs to minimize the discomfort for patients and to enhance screening applicability of the test [4]. A
capsule endoscope of the size of a medical pill may contain an imaging device and various sensors for monitoring
the characteristics of the examined Gl lumen. In addition, it is typically equipped with embedded battery and
radio-frequency transmitter for power supply and real-time data transmission, respectively. CE has been utilized
for diagnosing small intestinal bleeding and has been recently suggested for detecting abnormalities of the
esophageal wall [4]. The relatively small lumens in both organs preclude the capsule from tumbling, and natural
peristalsis provides a reasonable means of steering the capsule, albeit in uncontrolled fashion. Steering based on
natural peristalsis is not feasible for larger-lumen Gl organs, e.g. the stomach and the colon, because the capsule
tumbles and correct recognition of the tested area becomes impossible, not to mention the fact that substantial
segments of the tested organ could be missed simply because the capsule would fall through cylindrical spaces
of larger diameter.

Steering Options

Presently, the movement of the capsule through the Gl tract relies on the propulsive contractile activity of the
smooth muscles of the given organ. The inability of CE to achieve positional stabilization and to have
independent external steering precludes broader applicability of this innovative diagnostic technique, which could
become a pivotal screening test for Gl polyps and cancers. In addition, controlled steering of the capsule and
future developments in the area of micro-electromechanical systems (MEMS) create the possibility for collecting
biopsies concurrently with the luminal examination, and even for the removal and the collection of smaller polyps
or growths. Therefore, independent, externally-controlled intraluminal steering of the capsule is of pivotal
importance for exploiting the full potential of CE not only as a diagnostic, but also as a therapeutic technique.
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Forces Acting on the Capsule

In order for the capsule to levitate in the lumen (the esophagus is chosen for this study because of its simple
vertical structure), gravitational and peristaltic forces exerted on the capsule have to be overcome. Suppose the
capsule is 10 mm in diameter and 25 mm in length. The two ends of the capsule are hemispheres, each with a
surface area of 0.000157 m2. With a miniature magnet, sensors, and circuitry inside, the capsule is estimated to
weigh less than 11 g in total. The gravitational force on the capsule would be less than 0.108 N.

Peristaltic pressure is applied on the top of the hemispherical surface of the capsule as the contraction of the
smooth muscles pushes the capsule towards the stomach. Table | lists the average and absolute maximum
peristaltic forces for both supine and upright positions, calculated based on the hemispherical surface area of the
capsule and published pressure data on esophageal contractility [5].

Table I. Average and absolute maximum pressures and peristaltic forces anticipated
during a normal esophageal contraction.

Supine Upright
Average Pressure (kPa) 6.67 533
Absolute Max. Pressure (kPa) 10.5 8.66
Average Force (N) 1.05 0.837
Absolute Max. Force (N) 1.65 1.36

Methods for Magnetic Levitation

Earnshaw’s theorem implies that a permanent magnet cannot maintain levitation in a magnetostatic field [6].
However, although magnetic levitation is intrinsically unstable, this does not necessarily mean that it cannot be
artificially stabilized using external aiding sources such as particular sensors and/or diamagnetism.

Diamagnetic materials, including water and living tissues, develop persistent atomic or molecular currents which
oppose externally applied magnetic fields. Even though the diamagnetic stabilizing force is much weaker than the
magnetic liting force, diamagnetically stabilized levitation of a miniature permanent magnet has been
demonstrated [6]. The walls of the Gl organ encompassing the capsule can fulfill the role of diamagnetic
stabilizer, which can be supported further by shelling the capsule with an appropriate diamagnetic material (e.g.
bismuth or pyrolytic graphite) [6].

If the position of the capsule (or the levitating magnet inside) can be determined in real time, the field of the
electromagnets can be continuously adjusted via a feedback control system to keep the capsule in the desired
position. A levitation kit [7] demonstrating this method of levitation is commercially available. It uses a Hall Effect
sensor to detect the position of the levitating magnet, as the sensor produces a signal based on the field strength
of the magnet. This signal controls the current supplied to the coil, which in turn determines the strength of the
field.

A combination of these two levitation-aiding techniques can be utilized in steerable CE.

Aim of the Study

The aim of this study is to explore the feasibility of steering an endoscopic capsule and holding it at areas of
interest in the GI tract using aided magnetic levitation. A conceptual design for controlling the movement of the
capsule and for affixing it at particular locations is presented. Magnetic levitation is achieved by using powerful
resistive electromagnets at least 30 cm apart, situated at the front and back sides of the patient. The levitation is
stabilized with the aid of a feedback control system and diamagnetism. The feasibility of designing such system
for a patient in supine and upright positions is examined.
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Methods

The patient can be arranged in two possible positions, supine and upright, as depicted in Fig. 1.
Modeling Setup
The force between two permanent magnets or Capsule

between a permanent magnet and an Capsule :
electromagnet is the result of non-uniform magnetic QNi
field [8]. Force calculations dealing with non-uniform ’L_‘
magnetic fields and permanent magnets are

complex, and involve finite element analysis. gsi
: S N

Software simulations were created using the
computer-aided-design (CAD) system Maxwell 3D
(Ansoft, Pittsburgh, PA) to determine the size and
the arrangement of the electromagnets. ‘
Experimental Setup Fig. 1. Options for positioning the patient

during diagnosis, supine (left) and upright (right).

A levitation kit [7], which can be thought of as a
micro-model of a patient in supine position, was
utilized to build a complete electronically-controlled
system for establishing stable levitation with feedback control. The purpose of this setup was to analyze the
detection of the magnet position and compare the experimental findings to the CAD system modeling. A hand-
wound coil was used as the electromagnet, with roughly 5000 turns of American-wire-gauge (AWG) 20 copper
wire. The core of the coil was a 1018-stainless-steel bolt. A spherical NdFeB permanent magnet was placed in a
clay-filled capsule to give a combined mass of 10.9 g. The Hall Effect sensor was positioned directly below the
coil on the center axis. The equilibrium position of the magnet at which it levitated was about 10 mm below the
Hall Effect sensor for a coil current of 158 mA.

Steering in Supine Position

A simulation CAD model (Fig. 2) was created to verify 60 mm

the experimental setup. The upward force on the < il 7

magnet given by Maxwell 3D was 0.106 N, which

was the weight of the capsule. The second side of @

electromagnet and the peristaltic force were not g i

considered at this time in order to simplify the Proposed
experimental setup. Position
Ideally, the sensor should only detect the field from |

the magnet, but the magnetic field of the coil was . 6“‘] |

inevitably picked up by the sensor as well. In the Py Present
designed experimental setup, the magnet contributed Position
much more to the magnetic field of the system Fig. 2. Experimental Setup for the present
compared to the contribution of the coil. This and the proposed position of the Hall Effect sensor.

demonstrates the effectiveness of positioning the Hall
Effect sensor directly below the coil.

However, in an actual application, the distance between the coil and the levitating magnet should be far greater
than 10 mm. The size of the coil and the current flowing through it would increase significantly as well. The
present position of the Hall Effect sensor would not be applicable because the coil would produce a much greater
magnetic field. Moving the sensor to the side at the bottom of the coil (proposed position in Fig. 2) was examined
with simulation models. The respective contributions of the magnetic sources (the coil and the magnet) at the
proposed position were studied.



20 Intelligent Technologies and Applications

Steering in Upright Position

Following the validation of the CAD model with the small-scale experimental setup, a different approach was
pursued in the CAD modeling for the upright position. Rather than parameterizing a physical micro-model, the
simulation CAD model was constructed based on the requirements of an actual application, i.e. actual maximal
peristaltic force and a 30-centimeter separation between the electromagnets were utilized as parameters. This
ensured that the electromagnets were of feasible size before more time and effort was spent on details of the
feedback control system.

After some refining, the model in Fig. 3 was determined to be capable of producing an upward force greater than
1.47 N on the levitating magnet to counter the gravitational and peristaltic forces (0.108 N + 1.36 N).

In the model, the resistive electromagnets were designed using copper wire. The electromagnet on each side
was separated into inner and outer coils. To keep things simple, the wire current (in amperes) and the wire gauge
of the inner and outer coils were considered to be the same. The currents of each inner coil and each outer coil
were 144,000 ampere-turns and 256,000 ampere-turns, respectively. Even with the additional costs of a power
supply with precise regulation and a cooling system, resistive electromagnets were determined to be generally
much cheaper and simpler to build than superconducting magnets [9]. Soft iron cores were used to concentrate

the magnetic field generated.
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Fig. 3. Cross-sectional view of the simulation model for upright position in an actual application.

A cylindrical magnet with a diameter of 9.55 mm and a height of 5 mm was selected for levitation. It was larger
and heavier than the spherical magnet used in the supine case, but the extra weight was much smaller compared
to the peristaltic force. The trade-off of using a larger levitating magnet was the size reduction of the
electromagnets required to achieve levitation.

It should be mentioned also, that additional stabilization of the capsule in both steering modalities can be
facilitated by the organ walls (providing their proximity to the capsule is reasonable), or by implementing the entire
or part of the outer shell of the capsule using diamagnetic material [6]. This stabilization aid can substantially
ease the sensitivity requirements for the Hall Effect sensors.

Results

Steering in Supine Position

Fig. 4 shows that the field of the magnet was minimal at the proposed position and was overwhelmed by the coil
field. The situation would worsen when the coil is enlarged with its field greatly increased in an actual application.
Thus, keeping the Hall Effect sensor at a position immediately under the coil is not feasible.

The fundamental problem of detecting the magnet position is not in finding an appropriate location for the sensor.
Instead, it is the field of the magnet decreasing significantly with distance. If locating the magnet is to be based on
magnetic field detection, the sensor must be in close proximity to the magnet.
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Fig. 4. Breakdown of the field contributions near the proposed position (supine case).

An alternative would be to measure the magnetic field of the coil from inside the capsule. With the coil field at a
fixed location outside the body serving as a reference, the capsule can be located with respect to the coil. This
two-sensor design is illustrated in Fig. 5.

The unprocessed signal from sensor #1 consists of contributions from the magnet and the coil. Since the magnet
and sensor #1 are both inside the capsule, the field from the magnet remains the same with respect to sensor #1,
regardless of the capsule position. Thus the field contribution of the coil inside the capsule can be obtained by
adaptively subtracting a constant from the unprocessed signal.

g:”l I Outside
AT Sensor  #2
______ " ________—_— (Reference)
Inside the
Body

—-a— Capsule with Embedded Sensor #1

Fig. 5. Two-sensor concept for supine position.

Steering in Upright Position
In the developed simulation model, the magnetic field produced by the electromagnets was about 2.1 T at the
pole faces of the inner coils, and 0.5 T at the point of levitation.

The size of the electromagnets was considered acceptable. In order to show the feasibility of building such
electromagnets, it is necessary to determine their weights and heating rate. These two factors are dictated by the
wire gauge selection, since the dimensions of the electromagnets have been predicted using simulation.
Equations (1) and (2) for designing MRI resistive electromagnets [9] were utilized:

2
1 1

dl/ w 1

%I’l CPPO'(AWJ (1)

where dT/dt is the rate of temperature increase in °C/s, Iy is the current of each winding, and Ay is the cross-
sectional area of the wire. The parameters c,, p, and ¢ are the specific heat, density, and the electrical
conductivity of copper, respectively.

Given a coil with N turns, the mass is:

N
m=Vp=27d,p) a, 2)

n=1
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where V is the volume of the coil (with copper windings), and aj, is the average radius of the nt"winding. Since the
cross-sectional area is a square matrix of coil windings, Ns can be defined as the number of turns per side, where

Ng =+/N . a, can be quantified as:
a,=a,,+d, =a, ,+2d, =..=a,+(n-1)d, (3)

where dy is the diameter of the wire and a is the radius of the innermost winding. Then the mass of the coil is:

N
m=27mA,pNg Y (a,+(n-1)d,) (4)
n=l1
Ng
m= 27D4w*pNS|:NS (al _dw)_'—dwzn (5)
n=l1

The masses of the soft iron cores can be estimated using the density of iron. AWG 14 wire was selected because
of the reasonable balance between the winding current and the heating rate. The winding current was calculated
to be 53 A, while the heating rate was 3.15°C/s. The heating rate is significant, but this value is for the case when
the electromagnets are running at full capacity (i.e., when there is a contraction). The contraction only lasts few
seconds [5], then the current will drop back to a much lower value. Air or water cooling will probably be required.
The number of turns and the masses of each coil and core are listed in Table 1.

Table.ll Electromagnet characteristics for upright position in an actual application.

Inner Outer

# of Turns 52 70
Coil Mass (kg) 42.3 102.6
Core Mass (kg) 17.9 42.3

Discussion

In the search for optimal computer-aided magnetic levitation for capsule endoscopy, the proposed two-sensor,
diamagnetically-enhanced concept for the supine position could be implemented for the upright position as well. A
magnetic measurement device capable of measuring substantial field with considerable precision, such as a
NMR gaussmeter, should replace sensor #2, because the field at the location of sensor #2 is much greater in an
actual application. An additional magnetic measurement device outside the body would be required for the
second electromagnet at the back side of the patient. The control circuit would adjust the currents of the inner
coils with the magnetic sensing system. A contraction could be detected with pressure sensors mounted on each
end of the capsule. Depending on the pressure exerted on the capsule, the currents of the outer coils could be
increased accordingly to maintain levitation.

When the second side of the electromagnet and the peristaltic force are taken into account for the supine
position, the magnetic forces are not symmetrical because the gravitational and peristaltic forces are in
orthogonal directions. The design for controlling the asymmetrical field strength of the electromagnets would be
complicated and not very feasible. When the patient is positioned upright, the peristaltic and gravitational forces
are in the same direction, leading to symmetrical magnetic forces. This simplifies the design of the field control
system.

Utilization of this diagnostic technique in larger-lumen organs of the Gl tract (e.g. in the colon) is highly feasible.
Although colonic pressures are complex and variable, the maximum peristaltic force in the colon is not
significantly greater compared to that in the esophagus [5], [10]. In addition, pharmacological agents for reducing
colonic contractility could temporarily be used during the CE test.
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An interesting discussion point is the potential mechanical resistance of a collapsed organ wall to the controlled
steering of the capsule in the absence of contractile activity. Similarly to present-day fiberoptic endoscopy, this
problem can be easily bypassed by appropriately inflating the investigated organ with air prior to the test.
However, this procedure itself could jeopardize the non-invasive nature of the test. Thus, additional work is
needed to estimate the related forces and incorporate them into the design. The issue of the maximal steering
velocity of the capsule and its relationship to the levitation characteristics needs quantification as well.

Conclusion

Simulation models demonstrated that electromagnets in a set of inner and outer coils with soft iron cores can be
built to levitate an endoscopic capsule and to counteract the peristaltic force. Stabilization can be achieved with
the aid of a computer-aided feedback control system and diamagnetism.
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APPLICATION OF FUZZY LOGIC ON IMAGE EDGE DETECTION
Shashank Mathur, Anil Ahlawat

Abstract: In this paper a novel method for an application of digital image processing, Edge Detection is
developed. The contemporary Fuzzy logic, a key concept of artificial intelligence helps to implement the fuzzy
relative pixel value algorithms and helps to find and highlight all the edges associated with an image by checking
the relative pixel values and thus provides an algorithm to abridge the concepts of digital image processing and
artificial intelligence. Exhaustive scanning of an image using the windowing technique takes place which is
subjected to a set of fuzzy conditions for the comparison of pixel values with adjacent pixels to check the pixel
magnitude gradient in the window. After the testing of fuzzy conditions the appropriate values are allocated to the
pixels in the window under testing to provide an image highlighted with all the associated edges.
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Introduction

Over the years, several methods have been proposed for the image edge detection which is the method of
marking points in a digital image where luminous intensity changes sharply for which different type of
methodology have been implemented in various applications like traffic speed estimation [T], Image compression
[IT], and classification of images [III]. Most of the traditional edge-detection algorithms in image processing
typically convolute a filter operator and the input image, and then map overlapping input image regions to output
signals which lead to considerable loss in edge detection [TV]; however there is no such loss in the fuzzy based
method described here. Research has clearly demonstrated that methods involving Gaussian filtering suffer from
problems such at edge displacement, vanishing edges and false edges [V]. Another problem faced by few
methods like the anisotropic diffusion lies in obtaining the locations of semantically meaningful edges at coarse
scales generated by convoluting images with Gaussian kernels [VI]. Methods that involve simple scan line
approach are not able to detect all the edges due to limitation of the methodology to trace only the horizontal and
vertical neighbors [VTI] of a point.

The method described does not implement any thresholding unlike few published methods [VIII] which helps to
detect each and every edge associated with the image but introduces fuzzy logic which derives its origin from
approximate reasoning for highlighting all the edges associated with an image. The fuzzy relative pixel value
algorithm has been developed with the knowledge of vision analysis with low or no illumination [IX], thus making
this method optimized for application requiring such methods. The method helps us to detect edges in an image
in all cases due to subjection of pixel values to an algorithm involving host of fuzzy conditions for edges
associated with an image.The purpose of this paper is to present a new methodology for image edge detection
which is undoubtedly one of the most important operations related to low level computer vision, in particular within
area of feature extraction with plethora of techniques, each based on a new methodology, having been published.
The method described here uses a fuzzy based logic model with the help of which high performance is achieved
along with simplicity in resulting model [X]. Fuzzy logic helps to deal with problems with imprecise and vague
information and thus helps to create a model for image edge detection as presented here [X1] displaying the
accuracy of fuzzy methods in digital image processing [XII].
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Methodology

The algorithm described below is based on the subjection of a set of nine pixels, part of a 3x3 window of an
image to a set of fuzzy conditions which help to highlight all the edges that are associated with an image. The
fuzzy conditions help to test the relative values of pixels which can be present in case of presence on an edge.
So the relative pixel values are instrumental in extracting all the edges associated to an image.

The Fuzzy Relative Pixel Value algorithm

The Algorithm begins with reading an MxN image. The first set of nine pixels of a 3x3 window are chosen with
central pixel having values (2,2). After the initialization, the pixel values are subjected to the fuzzy conditions for
edge existence shown in Fig.1.(a-h). After the subjection of the pixel values to the fuzzy conditions the algorithm
generates an intermediate image. It is checked whether all pixels have been checked or now, if not then first the
horizontal coordinate pixels are checked. If all horizontal pixels have been checked the vertical pixels are
checked else the horizontal pixel is incremented to retrieve the next set of pixels of a window (refer to flowchart
shown in Fig.4.). In this manner the window shifts and checks all the pixels in one horizontal line then increments
to check the next vertical location.
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Fig 1(a-h). Fuzzy conditions have been displayed.
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Fig 2. (a,b)Type of unwanted edge pixels (c) Fuzzy condition for removal of unwanted edge pixels.

Legend:
Pixel Checked I Edge pixel ] Unchecked Pixel

After edge highlighting image is subjected to another set of condition with the help of which the unwanted parts of
the output image of type shown in Fig.2.(a-b) are removed to generate an image which contains only the edges
associated with the input image. Let us now consider the case of the fuzzy condition displayed in Fig.1. (g). For
an input image A and an output image B of size MxN pixels respectively we have the following set of conditions
that are implemented to detect the edges pixel values.

Input: An image A of MxN pixels
Output: An image B of MxN pixels
Edge Detection (A, B)
For 2 to M-1
For J—2to N-1
IfA (I-1, J)>A (I-1, J+1)
Then If A (I-1, J-1)>A (1, J)
Then If A (I, J-1)>A (I+1, J-1)
Then
B (I-1, J+1) <0
B(l,J) <0
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B(1+1,J-1) <0
End For
End For
For 2 to M-1
For J«2to N-1
If B(I-1,J)=255& B(l,J)=0& B(I+1,J)=255& B(l,J-1)=255
Then B (I, J) <255
End For
End For
We can observe in the above algorithm written for a particular fuzzy condition that the nesting of statements is
done in a manner that only the edge associated pixels are granted black pixel values. The application of fuzzy
conditions on the image helps to highlight all the edges associated with it but do leave unnecessary pixel values
which only distort the edge values. To eliminate these unwanted edge pixels another fuzzy condition is
implemented to enhance the working of the fuzzy relative pixel value algorithm. With the help of these set of
conditions the algorithm is able to eliminate all the noisy pixels and filters out the edges to provide us with a clean
output image with all the distinct edges associated with that image.

-

a. Input Image b. Intermediate Image

Experimental Results

The fuzzy relative pixel value algorithm for image edge detection was tested for various images and the outputs
were compared to the existing edge detection algorithms and it was observed that the outputs of this algorithm
provide much more distinct marked edges and thus have better visual appearance than the ones that are being
used. The sample output shown below in Fig.5.(a-c) compares the “Sobel” Edge detection algorithm and the
fuzzy relative pixel value algorithm. It can be observed that the output that has been generated by the fuzzy
method has found out the edges of the image more distinctly as compared to the ones that have been found out
by the “sobel’ edge detection algorithm. Thus the Fuzzy relative pixel value algorithm provides better edge
detection and has an exhaustive set of fuzzy condition s which helps to extract the edges with a very high
efficiency.

(ZZ4

P HU

a. Input Image b. Sobel algorithm c. Fuzzy relative pixel
value algorithm
Fig 5(a-c). Comparison of Fuzzy relative pixel value algorithm and Sobel edge
detection algorithm.
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Conclusion

In this paper, the algorithm to find the edges associated with an image had been introduced which has been
instrumental to abridge the concepts of artificial intelligence and digital image processing. Comparisons were
made amongst the various other edge detection algorithms that have already been developed and displayed the
accuracy of the edge detection using the fuzzy relative pixel value algorithm over the other algorithms which has
tremendous scope of application in various areas of digital image processing. The image edge detection using
fuzzy relative pixel value algorithm has been successful in obtaining the edges that are present in an image after
the implementation and execution of the algorithms with various sets of images. Sample outputs have been
shown to make the readers understand the accuracy of the algorithm and the display that the algorithm can find
image edges even in case of minor pixel value gradients.
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DISTANCE MATRIX APPROACH TO CONTENT IMAGE RETRIEVAL

Dmitry Kinoshenko, Vladimir Mashtalir, Elena Yegorova

Abstract: As the volume of image data and the need of using it in various applications is growing significantly in
the last days it brings a necessity of retrieval efficiency and effectiveness. Unfortunately, existing indexing
methods are not applicable to a wide range of problem-oriented fields due to their operating time limitations and
strong dependency on the traditional descriptors extracted from the image. To meet higher requirements, a novel
distance-based indexing method for region-based image retrieval has been proposed and investigated. The
method creates premises for considering embedded partitions of images to carry out the search with different
refinement or roughening level and so to seek the image meaningful content.
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Introduction

For the image retrieval from large scale database traditionally queries ‘ad exemplum’ are used. There are many
approaches developed considering similarities of the query and images in database based on the distance
between feature vectors which contain image content descriptors, such as color, texture, shape, etc [Greenspan
et al., 2004; Yokoyama, Watanabe, 2007]. The most effort at present is put on the problem of putting the image
retrieval on a higher semantic level to perform the search based on the image meaningful content, and not just on
image own properties.

There are many metrics developed and widely used in image processing applications: Minkowski-type metric
(including Euclidean and Manhattan distances), Mahalanobis metric, EMD, histogram metric, metric for probability
density functions, sets of entropy metrics, pseudo metrics for semantic image classification [Rubner et al., 2000;
Cheng et al., 2005; Wang et al., 2005]. Yet, by virtue of their limitations these metrics cannot give the desirable
results, so a new metric was introduced and extended for considering the embedded partitions and so it was
effectively used for the content image retrieval [Kinoshenko et al., 2007]. Due to the embedded structure it will
become possible to perform the search with different level of refinement or roughening.

As volume of multimedia databases grows exponentially a great need of means of fast search arises. Many of
multidimensional indexing methods used in the field of text retrieval were modified and improved in order to index
high-dimensional image content descriptors. Among them X-trees, VA-file and I-Distance approaches are the
most promising [Bohm et al., 2001]. However, in case of comparing images as embedded partitions we do not
have the features to describe complex objects and only information about distances between them is available,
and so-called ‘distance-based’ indexing methods come to the aid [Chavez et al., 2001; Hjaltason, Samet, 2003].
In this work existing ‘distance-based’ indexing methods are analyzed and improved and their possible application
for the region-based image retrieval is considered.

Theoretical background of distance matrix based content image retrieval

Let X ={x,x,,...,x,,} be a set characterizing images in the database. Each element of this set can represent
as an image B(z),zeDcR? (D is a sensor field of view); as feature vector peR* (Z¥); as some
combination of image processing results and features (e.g. segmentation, detected edges, shape features).

Further, keeping the generality of consideration, X < U where U is some universum ensuring introducing of
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similarity functional (specifically metric), we shall understand as an image database putting aside the indexing.
The task consists in the search for correspondence of elements x; € X in the best way to the query y e U.

Under ‘the best way’ we shall understand the minimum of distance p(y, x), ye U, x e X. Using metric as a

similarity criterion provides adequacy of the search result to the query and the triangular inequality makes
premises for excluding from the consideration whole sets of images without calculating distances to them.

We shall note, that there are 2 ways to perform the search with limited matches number: either by using
preliminary clustering in image or feature spaces, or based on methods analyzing values of pre-calculated
distance matrix for all images collection elements. Ex altera parte, all search algorithms can be classified as
follows: search of &£ most similar images ordered according to their similarity; search of the images which differ
from the query on not more than given & (range queries), and combination of these two approaches.

Definition 1. The result of (5)- search on query y € U is any element (all the elements) x; € X, if p(y, x;) <0
for given 6 >0, called as the search radius.
It is clear that choice of range & is a non-trivial task. Moreover, choice of rational value & much depends on the

database objects configuration (mutual location regarding the chosen metric). However often the choice of this
value is dictated by the practical application, i.e. required extent of image similarity.

Definition 2. The result of (k)-search on query y U are elements of set Xk = {35 Xiys s Xg S X, for
which Vi;; e Xk, vxe X\ Xk VyeU p(y, X)) <p(y, X), pOv, ;) SpY, Xj41), j =1 k=1.

It is necessary to indicate a rather important special case: y € X, k =1. It means that it is needed to find exact
coincidence of query with a database element, i.e. practically identify query and detect image characteristics
connected to it, e.g. to identify a person according to his fingerprints.

Definition 3. The result of (&, k)-search onquery y € U are elements of set X" = {x,-l s Xiyseees X X, m<n,

for which Vi;; € X™, Vx e X\X™,Vy €U, p(y,x;) <6 = p(y, x;) < p(, 0, p(v, Xi)) <p(vs i), j=1,m—1.

We shall call a search successful if there are elements satisfying definitions 1, 2 and 3. Otherwise, the feedback
coupling is needed i.e. query object or search parameters (for instance radius &) refinement what is closely
connected to the image presentation by feature descriptions and their matching. We shall emphasize that formally
(k)-search is always successful as query refinement decision should always being made on the base of
obtained distances analysis and solving task requirements. Notice that each successive search type is more
complicated to solve than the previous one. Thus procedures of handling the (8)- search are to be used as pre-

processing during (k)-search, (&, k)- search should exploit (5)- search and (k)- search results.

We shall analyze the possibility of reducing the number N of calculative values p(y, x;) which can be rather

computationally expensive especially in the image space. With that purpose a symmetrical matrix of all pairwise

distances of all database elements

0 pOx,xy) ply,x3) oo o Pl X,)
0 pl.x3) o e P,

d(X)= - (1)

0 p(xn—l’ xn)

0
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is created. Let y € U be a query image. We shall fix some image x* € X called pivot object or vantage point or
simply pivot and consider the triangular inequality involving one more image x; € X, ie{l,2,...,n} (remind

that the distance p(x*, x;) is known)

PO, ;) <py, X ) +p(x”, x;), (2)
p(x;, x) <p(, x) +p(, x;), (3)
p(y’ X*)Sp(yv xi)+p(xi=X*)' (4)

From inequalities (1) — (3) it follows that knowing two distances, notably p(y, x*) and p(x®, x;), it is not hard to
obtain low and upper distance bounds

P, x) =, X < p(, ) < p(, ) + oz, x7) . (5)
Thus the implication ¥y e U, Vx;, x" € X : p(x;, x*) > 2p(», x*) = p(», x;) > p(y, x*) is true what can be
used in the (k)-search. Let exact value of distance p(x”, x;) be unknown and it can be evaluated as
Emin <P %) < €y - (6)
Then if for objects x*, x; the inequality (6) is fulfilled the evaluation of low and upper distance bounds
max{P()/, X*) ~Emaxs> Cmin — p(ya X* )a O} < P(Va xi) < P()’s X*) +E€max (7)
is true. Indeed, according to the triangular inequality rule and taking into consideration (6) we have
PO X") <Py, x) +P(x; X7 ) < PV, %)+ E
then
p(y9X*)_8max Sp(yaxi)' (8)
On the other hand, for objects x; and x* itis true that €,,;,, <p(x;,x") < p(»,x") +p(y,x;) from where
Smin_p(%x*)sp()’axi)- (9)
Inequalities (8) and (9) are the low bounds evaluations p(x,x;), and for narrowing the inequality conditions we

chose the maximal value. It also should be considered that both evaluations can simultaneously become negative
what is reflected in formula (7). Finally, evaluation of the upper bound p(y, x;) directly follows from the triangular

inequality (2) and condition p(x", x;) <&, -
Let an object x; be situated ‘closer’ to the pivot x| thanto x5, i.e.

P(x;, 1) <p(x;,X3) - (10)

Then the following inequality takes place
max{(p(y.x}) = p(r.33))/2, 0} <p(r.x,). (1)
Indeed, from the triangular inequality we have p(y,x)<p(y,x;)+p(x;,x]), hence p(y,x1)—p(y,x;) <
<p(x;,x7) . Then p(x;,x5) <p(¥,x5)+p(¥,x;) is hold. Using condition (10), from the inequalities above we

get p(y,x7)—p(»,x;) <p(y,x3)+p(y,x;) what with account of the expression p(y,x;)—p(y,x3)/2
possible negativity gives relationship (11).
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Metric search models

Let us consider some approaches for (3)- search support, which make premises for creating effective indexing
system for reducing calculation operations on the search stage.
Suppose the distance matrix d(X) is calculated on the pre-processing stage. We shall denote set X as X,

and its cardinality card (X)) = ng. On the initial search stage we calculate the distance p(y,x(?) between the
searched object y and some object x(®) € X, which is chosen arbitrary or using some criterion. If
p(¥,x(©) <3 we add object x(9 to a resulting set Y . From inequality (5) it directly follows that the distance
p(r, X, j=Lng, x{?) % x(© does not satisfy the search criterion & if |p(x{", x(©)—p(y,x®)[>3.
Applying this criterion to all elements X, we get a set X, = {x\”e X : [p(x", x(©) —p(y,x{)|< 8} = X .
If ny >card(X;)=n; we shall chose by analogy element x(1) e X; and repeat the procedure of evaluating
p(»,x') <3 and distance filtration for all x € X, x5 x() getting in result X, < X;, card(X,)=n,.
The procedure is carried out recursively till step / when n,_y —1=card(X;), X; < X;_;. In this case
distances p(x\’, y), j=1,n; are calculated and evaluated directly. Thus the matches number wil be equal to
N(8)=1+n; where ny =card(X;).

In practice storing distance matrix d(X) ‘in whole’ is insufficient due to considerable preprocessing time and

especially quadratic memory space requirements. One of the ways to solve this problem is to use its ‘sparse’ form
where for some limited set of paired indices {k,/}, 0<k,/ <n,k#[ value p(x;,x;) is calculated on the pre-

processing stage. The natural demand of the methods choosing a set of given combinations is a compromise
between storage expenses and number of distance calculating operations on the search stage, which should tend
to N(8)=1+n;. At the same time one should note that value N(8) is a random one in a sense of being

dependent on objects space configuration, pivots x(),x(2),... x() choice order and location of the query object

y . For instance N(8) can be decreased if at first the point x(2) and then the point x( are chosen. Thus,
indexing methods using the sparse form d(X) (and, therefore operating is limited by information volume),
theoretically can perform less matching operations than methods on ‘complete’ distance matrix d(X) .

We shall introduce a set of pivots X*={x],x5,...,x;}. From (5) it follows that low distance value is
P, X;) 2 Py (v, X;) Where p = (v, ;) = max | p(y, x*) — p(x", x;)| . This is the simplest filtering method for
xex”

the sparse distance matrix, where d(X) after corresponding index rearrangement of indexes takes form

0 0 0 .. plr,xp) - plxy,x,) POy, Xepp) e PlYg, X))
d(X)i _ 0 8 ce POy, Xpyy) e P, X,) _ PO, Xpi) o Pl Xp) . (12)
0 p(xk’xk+l) p(xk’xn) p(xk’xkﬂ) p(xk’xn)

We will emphasize that we do not store distances between pivots in d(X), since p(y, x;“-), jzl,_k are
calculated directly during the search. It also should be noted that the introduced approach can be interpreted as a
mapping (X,p) — (R¥,L_) and searchin k -dimensional space.

Another way of creating index structure without calculating and storing d(X) ‘in whole’ is to analyze the
structure of the data set on the base of distances between objects and then create a partition (possibly nested) of
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X ={XWy, j=1m,where
V), i ell,...omb: j# j = XONXY) =@, (13)
XOY.. UXim =X,
is fulfilled. Here the equivalence relation built on the base of function p can be exploited on the search stage: we

do not consider those sets X(/) which element xl(j ) e X(/) is not equivalent to the query object y. Here
important role plays determination of low and upper bounds (7), (12) p(»,x;) which allow to estimate the

distance from y to the elements of X(/), j=1m, separately or using distances to other sets X/,

j' =Lk, j'#j.

Let us consider another way of partitioning X . We shall choose pivot x; which has index j in matrix d(X),
and determine the distance to all the rest of the objects d(X);1,d(X); 5,...,d(X) , . We shall sort values of
raw j in ascending order reassign indices d*(X)j,l,d*(X)j’z,...,d*(X)J-’n and define the distance to the
median object p(x;,d*(X) ik)=M, k=[n/27]. We shall introduce partition of X into two equivalence
classes X and X, where X ={x; € X:p(x},x5;) <M}, X, ={x; € X:p(x},x;)>M}. In this case on
the search stage under p(xj, ¥)<M -3 itis necessary to search only class X. and under p(xj, y)>M+95
only class X. . Thus producing such a partition can allow us excluding from the consideration half of the set
elements. But in the worse case when M — 6 < p(xj-, y) <M+ is true, search algorithm has to consider both
branches X and X. . It should be emphasized that this method is to be used recursively.

We shall introduce into consideration equivalence relation based on the closeness to the pivot. As before let us
chose set X* = {x{", x5, ..., x; } . Then elements x’; produce partiion X = {X}}, s =1,k such that

X5 =1{x; e X:Ve=1k,t #5p(x;,x;) <p(x;,x )} - (14)
Such criteria coincide with definition of Voronoi cell in Euclidean space. Partition introduced this way allows to use
evaluation (11) of the low distance bound. Indeed, the criterion p(x;,x;)<p(x;,x;) for x; € X5, t#s is

fulfilled by (14). Then from (11) for & pivots it follows that the low bound of p(y,x;) for x; € X will be

i ()= ma{_ max {(p(y.0) = p(r-37)/2)},0} (15)

Let e, (s)= max p(x},x;) be a cover radius for the partition X . Then according to (7) the evaluation low

max
x;eXy
distance bound pgjl)n (8) = p(¥,X5) = €gy (s) is true. Let minimal and maximal distance evaluations between

partitions be calculated on the preprocessing stage for s,z =1,k .

Emin (8,1) = mil’i p(x:,xl-), €max (S51) = max p(x:,xl-)
x;eXy x;eXy

Then &,,;,(s,t) and &,,,,(s,¢) under s =t are evaluations of ¢,,;,, and ¢,,,, distance p(x;,x;) in (7). For

S =1 €y (5,8) = Max p(xy,%;) = Epuay(s) . Hence it is legitimate to claim that evaluation p(>), (s) is a

x;€Xg

special case of evaluation p®) (s) = max{max{p®) (s,t)},0} where

min min
t=1,k
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) (5,6) = Maxtp(y,x5) = e (5,6)s Epmin (5:1) ~ P> X0)} (16)

The final maximal low bound of distance p(y,x;), x; € X} is defined as p,,.. (s) = max{p\. (s),p") (s)}.

To make search algorithm on partition index structure more optimal, we propose to carry out the following steps
during the search. Let E be a set of not processed pivots x; which form corresponding regions X, s =1,n,

and T be a set of regions X’ which cannot be dropped by partition index structure. Then iteratively get the first
pivot x; e E, calculate p(x},y), estimate the low bound of all p(x},y), x; € E using (16) and remove from
E those x; :p3,;,(s,t)>8 or put corresponding to x; set X; to T. Also after each iteration remove
considered pivot x; from E, thus iterative procedure stops when some pivots x;,s =1,7 are eliminated by (16)

and distance to the rest of pivots is calculated. After it we argue to apply (15) criteria for all pairs x;,x; € E,
s#t since a range (g,,;,(5,1),€,,,(s,¢)) could be large and therefore could produce large low bound of

p(yaxi): xl‘EX: or xieX:.

Results of experiments and conclusion

A number of tests have been performed on set of points in R2 space with L, metric. We used two
configurations of data distribution: uniform and with formed clusters. We implemented the following index
structures to preprocess the initial data set: i) indexation on full matrix (1); i) indexation on sparse matrix (12); iii)
indexation via binary tree with branches X. and X. ; iv) indexation via compact partition using criteria (14) and
iterative procedure which exploits (15) and (10) low bounds.

The purpose was to calculate the matches number during the search on uniform and clusters distribution of
objects and its dependency on the query object position and data set configuration.

Below the results of the tests with the following experiment parameters are presented. The data for uniform
distribution consisted of 1024 points, for the clusters one there were 16 clusters, with cluster cardinality mean
equal to 64 and variance equal to 10 of (1024 elements in total). Both sets of points coordinated were within the
range [0;256] (data square here and after). Variance of single cluster points location was set to 6 for both

coordinates. It was allowed that clusters could overlap. We used k =~/n parameters for indexation ii), and
created one-level partition with & =~/n number of pivots in indexation iv).

First experiment examined dependency of the index structure on the position of the query object. We generated
uniform and cluster data structures, created all index structures and randomly chose query object from the data
square 500 times, tracking the number of matches of each data structures for all queries. We then calculated the
mean and variance of matches count for each index structure (Table 1).

Table 1. Dependency of the matches number on different data configurations

Data Full matrix Sparse matrix Partition search Binary search

configuration P > P > P > P >
uniform 23.56 4.82 50.98 458 107.78 36.18 90.08 23.7
clusters 30.63 29.73 55.19 26.27 71.2 71.39 74.362 48.49

As it was expected indexation which exploits a full distance matrix i) outperforms the other ones while indexation
on sparse matrix ii) keeps the second place. Indexations iii) and iv) have approximately equal efficiency. We can
claim that when objects of database tend to form clusters the number of matches does not vary dramatically for
all indexing methods, they only differ notably on variance and therefore in some cases performance of methods
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iii) and iv) can take much more time than it was expected. On the other hand, when distribution of objects is
Mean of the matches count

uniform then indexation i) perform 4 times better results than iii) and iv) while indexation ii) performs 2 times

better results.
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In the second experiment we tried to track dependency of index structures efficiency on different data
configurations. We created 50 random configurations of uniform and cluster data distributions and ran routines of
the first experiment changing query object position 20 times. We found out that statistics of the indexations
efficiency was almost the same compared to first experiment results, only variance grew a bit. On Figures 1, 2 an
average number of distance computations on 50 iterations for indexation algorithms i) — iv) is given for uniform
and cluster data configuration. From here we can conclude that only index structures i) and ii) can guarantee
almost/rather constant low bound of matches count on uniformly distributed data set solely.

We have proposed a novel indexing structure using sparse distance matrices for the image search with queries
‘ad exemplum’ which considering embedded partitions of the images. The experimental exploration of the method
has proved it to be fast and efficient. The future work will be directed for investigation of the pivots choice method
and possibility to use clustering methods for distance matrices analysis which would provide effective using of the
partition metric for content image retrieval.
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PROJECTIVE METHODS OF IMAGE RECOGNITION

Yevgeniy Putyatin, Vladimir Gorohovatsky, Alexey Gorohovatsky, Elena Peredriy

Abstract: We propose a method for image recognition on the base of projections. Radon transform gives an
opportunity to map image into space of its projections. Projection properties allow constructing informative
features on the base of moments that can be successfully used for invariant recognition. Offered approach gives
about 91-97% of correct recognition.
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Introduction

The modern computer vision problems, such as pattern recognition and normalization [1-5] are actual and still
unsolved problems. Additional difficulties arise when the recognized objects are subject to geometrical
transformations and noises.

The primary tasks of pattern recognition at presence of geometrical distortions are related to formation of highly-
informative invariant systems of attributes, choice of metrics for their comparison, and construction of decision-
making criterion. The type of the metric frequently depends on properties, ranges of formed attributes values, and
also on possible noise types. While solving the specific problems, the chosen decision criterion together with the
system of attributes determines significantly parameters of speed and reliability of recognition.
One of the effective ways to solve the recognition problem is the construction and analysis of attributes on the
basis of set of image projections. The projections are formed by applying Radon transform (RT), as well as similar
Hough transform, and trace transform, etc. [6-10].

The main advantages of projective transformations are the following, i.e., high self-descriptiveness, noise
protection ratio, and possibility of realization in the real-time systems. Displaying the two-dimensional image as a
combination of one-dimensional functions enables to simplify and accelerate the procedures of normalization and
recognition.

Projective transforms

RT represents integral of brightness function B(x,y) [4,8]:

R(p,0) = T T B(X,y)0(p —x cos 0 —ysin 0)dxdy, (1)

where O(.)is Dirac delta function, which determines belonging of image points to the straight line with
parameters (p, 0) along which integration is carried out. Here p € P is the distance from the beginning of the
coordinates up to the line of integration, 6 € ® is the angle between the line of integration and the X-axis,
P, ® are ranges of p,0 values respectively.
The spatial mapping which is carried out with RT is possible to write as:

R:L*(R*) - L*(I*(R),[0,27]),

where R,R?*,* are classical spaces of functions [10].
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As a result of the discrete transformation the image B(x, y) is put in correspondence with the image R(p, 0)
from space of projections. R(p,0) is the matrix of size P x ® determined by parameters (p, 0).

Hough transform is close enough to RT and in discrete variant is its special case [8]. Originally it was developed
for curve figures identification on the image and is especially effective if the image contains a few points. The
main difference between Radon and Hough transforms for direct line model is that RT puts in correspondence to
each straight line on the image the fixed quantity of the points laying on it while Hough transform examines every
possible straight line which passes through each point [8].

Trace transform is related to the generalizations of RT [9]. In it, similar to RT, functionals are calculated along the
lines. Thus RT is reduced to calculation of the fixed functional — integral, while in trace transform any functional
from the image is applied. Various of functionals enable to construct variety of the trace transforms, underlining
some or other properties of the object on the image. In view of identical general view of trace functionals
transition from one transform to another can be carried out rather easily [9].

Invariant features on the base of the Radon transform

Properties of projective transforms allow to construct system of features which are invariant to the number of
geometrical transforms. Moment invariants are convenient and reliable system of features for visual objects
recognition [1,5]. By processing one-dimensional projections on the basis of the central moments it is possible to
construct system of invariant attributes for each projection.

Let's write down expressions for the classical m, and central moments i, for the one-dimensional functions
received on basis of RT:

m, = [R(p,0)p*dp, p, = [Rep. 6)(p—%)kdp L k=0,1,2,.... 2)
P P 0

In view of an estimation of influence of geometrical transforms of the initial image on its Radon mapping image,
the following systems of invariant attributes is offered to use.

Invariants to moving and scale transforms of the image will be functions of the variable 0 :

[RG.0) (p~ )" dp
7.(0) =2 °

(Ho)kH
Features, which are invariant to the rotating and moving transforms, are the following:
m
& = [ [R(p,6)(p——)* dpdo. @)
0P m,

For the most general transforms of metric group (includes scaling, rotation and moving) invariant features turn out
by integration of functions y, on space ® and look like:

n, = [7,.(6)d6. )
0

Invariant comparison methods

It is possible to present the general approach for pattern recognition on the basis of the invariant attributes
constructed with the use of projective transforms as follows. The input is the image which can be deformed by
manipulation of metric group transforms (include rotation, scaling, moving). RT R(p,0)calculates for i, in

discrete realization it represents a matrix of projection values. For each projection the set of n invariant attributes
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is calculated. The quantity of attributes and projections used in recognition as a whole is defined by the etalon set
and required level of correct recognition probability.

Recognition is realized by comparison of invariant attributes values for each projection with the values of
reference attributes from database.

Let o, = {y,(0)},®, = {y ()} be sets or vectors of invariant features, constructed on the basis of projections
for the image and the etalon respectively. Number 1 of an attribute can be directly connected to the order of the
moment k in (3) - (5). Comparison of sets ®,,®, can be constructed by comparison of values at the fixed size

k as well as by comparison based on parameter 0 at fixed k .

For invariant (3) as a function v, (8) the distance in the space of attributes on the basis of the popular metrics of
the module of differences can be calculated as

p((folawo):z;"ﬂ(e)_yg(e)‘- (6)

The criterion of recognition is implemented by minimization of value (6) on the set of etalons Q, = {®,} .

One of the variants of recognition by invariant attributes is also the estimation of deviations of calculated invariant
features from etalon values, for example, on the basis of average and mean square deviation. Even such simple
rules as «three sigma» yield encouraging results [3].

Recognition procedure with the use of invariant attributes is submitted on Fig. 1.

INFUT RADON INVARIANT FEATURES
’ ) PROJECTIONS |——
IMAGE TRANSFORM FEATURES COMPARING

Figure 1 — Recognition procedure on the base of RT invariant features

Voting methods

Other important opportunity provided by the application of RT in consequence of its independence of calculation
of its values for separate values of parameters p,0 is an independent decision-making for each of used

projections. The recognition criterion thus is reduced to optimization on set €2, of more simple values, than (6):
p(0,00,0) = D | 1 (O) =1L (0) [, (7)
k

that enables to make steady decisions, for example, on the majority of local decisions of used projections that
corresponds to the voting procedure [5]. We shall notice that there are practical classes of images, whose
recognition needs only one projection.

On application of the rule (7), for example, for 4 projections, natural way of acceptance of the reliable decision is
agreement of the decisions at least for 3 of 4 projections. At the same time, decisions of separate projections can
be not equal for concrete an application that allows carrying out recognition on separate, most important
components of set of projections.

During the recognition using only one projection among all values of deviations the minimal size p(m],wg) gets
out. The number 1 which corresponds to the minimum is a considered number of the etalon from the database.

While using several projections the result of comparison represents some set of numbers of etalons in which
each of the used projections denotes. At ideal recognition all numbers of etalons should coincide among
themselves. Recognition can be carried out also on a maximum of quantity of identical numbers of etalons. If
there are some identical values of maxima, we can pick of them that one which has the least deviation among all
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the other maxima from the etalon. The strictest rule is the choice of that etalon which simultaneously specifies all
projections.

Informative properties of the spectrum

Recognition procedure can be constructed also directly on the basis of the analysis of spectrum R (p,0) values.

The most informative part of RT for some classes of images is the set of values of local maxima [7,9]. Such
characteristics of maxima as value, quantity, site, relative positioning in the general structure and others allow
constructing the system of attributes having sense of planimetric representation, displaying property of the form of
initial visual object [6]. The circuit of recognition on the basis of comparison of RT spectrums is submitted in
Fig. 2.

Input image RT Energy contour

)

| CONTOUR
COMPARING

Figure 2 — Recognition procedure using local maximums of RT

Experiments and conclusion

Research of methods efficiency of recognition was carried out on several test sets. Sets of images of animals,
hieroglyphs and examples of images of fingerprints are shown in Fig. 3. Entrance test images were formed from
etalons by transforms of scale and movement. Recognition results are submitted in Table 1.

The type and complexity of recognition procedure depends on the considered problem and the prospective type
of geometrical transforms. Our research have shown, that it is possible to reach high enough probability (is higher
0,95) at the specified transformations for complex images such as fingerprints (see Fig. 3) with the use of only 3-4
projections. The influence of rotation transformation yields the mixing of values for separate projections, and thus
the required quality of recognition is achieved either by increasing the number of projections used for recognition
or constructing the rotational invariants.

For the case of one-parametrical transformations (displacement within the limits of a vision field, or rotating about
+15% or scale changes within the limits of 0,85-1,15) recognition of fingerprints is reached with probability 1 on

the base of only one projection. With the presence of combinations of two listed transformations on three
projections for images of fingerprints the probability of correct recognition has made about 0,95.

In some cases RT allows to narrow essentially the base of etalon images with a view of using any other
alternative criterion of recognition. This purpose is achieved, for example, by cutting off the maximal deviation
using some threshold. In such a way recognition procedure can be reduced to search not only one but also
several etalons closest to the input image.

Table 1 — Comparative results of test sets recognition

Amount of etalons /amount of Invariant features/ »
Ne Test set ) Amount of Recognition level
experiments projections
1 Animals 10/ 200 6 features / 1 1,0
2 Animals 26/390 6 features / 1 0,9871
3 Hieroglyphs 30/450 6 features / 1 0,8688
4 Hieroglyphs 30/ 450 12 features / 2 0,9377
5 Fingerprints 17/ 255 6 features / 1 0,95
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Figure 3 — Test images: animals, hieroglyphs, fingerprints

As one can see from the table, the probability is slightly decreasing with the increasing of etalons quantity in a
database (Table 1, experiments Ne1-2). Besides the probability grows with the increasing quantity of the used
projections (Table 1, experiments Ne3-4). For fingerprint images each of two projections (at 6 =0° and
0 =90°) yields approximately identical results.

The suggested approach was tested also on the problem of hand-written signatures verification, examples of
which are shown in Fig. 4. For this problem the algorithm with an estimation of mean square deviations and
dispersions for set of invariant values of type (3) was used. The probability of correct verification was about 0,97.

W 4

Figure 4 — Test images of hand-written signatures: a — etalon genuine signatures; b — genuine signatures; ¢ -
forgery signatures

Experiments have shown, that time of calculation of the suggested invariant features (3) and, respectively, the
time of recognition is essentially less, than for classical moment invariants. For example, computer modeling time
of calculation of two-dimensional invariant attributes at the size of the image 256x256 pixels was about 1,3 sec.
while the time of invariants (3) calculations was near 0,3 sec., which was four times less.

Projective transforms are one of the effective ways of image analysis and recognition. Properties of projections
allow receiving informative features that can be successfully used for invariant recognition. Result of
representation the two-dimensional image as the projections is reducing to one-dimensional space of features
that allows reducing time of calculations essentially. Projective transforms can be successfully applied to the
practical problems of recognition and identification of the complex visual data. The practical level of recognition is
within the limits of 91-97 %.

The problem moments of application of projection methods are necessity of image segmentation concerning a
difficult background, and also the maintenance of sufficient accuracy at performance of displaying working with
discrete angles.
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ON ADIRECT APPROACH TO THE SOLUTION OF INVERSE OPTICAL PROBLEMS
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Abstract: The evaluation from experimental data, of physical quantities, which enter into the electromagnetic
Maxwell equations, is described as inverse optical problem. The functional relations between the dependent and
independent variables are of transcendental character and numeric procedures for evaluation of the unknowns
are largely used. Herein, we discuss a direct approach to the solution, illustrated by a specific example of
determination of thin films optical constants from spectrophotometric data. New algorithm is proposed for the
parameters evaluation, which does not need an initial guess of the unknowns and does not use iterative
procedures. Thus we overcome the intrinsic deficiency of minimization techniques, such as gradient search
methods, Simplex methods, etc. The price of it is a need of more computing power, but our algorithm is easily
implemented in structures such as grid clusters. We show the advantages of this approach and its potential for
generalization to other inverse optical problems.
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Introduction

A ‘direct problem’ in mathematics and physics is referred as an evaluation of a dependent variable from a set of
independent variables, which enter in some functional relations, usually partial differential equations. In optics,
this direct problem can be defined as finding the response of an optical object to electromagnetic radiation,
forming a solution of the Maxwell equations and their boundary conditions [1]. The so-called ‘inverse optical
problem’ is the evaluation of the object characteristics from experimentally observed data. Herein, we focus on a
specific inverse problem of great importance to fundamental and applied science, namely the determination of the
complex refractive index (N = n — i*k) and physical thickness (D) of very thin films from spectrophotometric
quantities, such as transmittance (T), front side reflectance (R) and backside reflectance (R’).

In optics, for many cases of practical interest N is an unknown function of the radiation wavelength (1). The
functional relations between {n(1), k(x), D} and {T(A), R(A), R'(A)} are of transcendental character, so inverse
optical problems are nonlinear and they are solved by numeric optimization techniques, which have some
disadvantages [2]. The derivative methods (Gauss — Seidel, steepest descent, etc.) are not reliable, because of
their dependence on the initial guess and they fail when the numeric evaluation of the gradient is not effective.
The Simplex or direct search methods are derivative free, but their dependence on the initial guess of the
unknowns is very substantial. The principle difficulty for finding a robust and efficient solution to the inverse
problem that we shall discuss below comes from the fact that for small D (when D/ - 0) the optical response
becomes less sensitive to {n, k} values. We propose a new algorithm for the direct numeric solution of the above
optical problem and explore its potential for generalization and application to other inverse problems.

Algorithm and Computational Procedures

We consider a very thin homogeneous film with wavelength dependence of the complex refractive index in the
visible spectral range. Spectrophotometric experiments are simulated numerically at normal incidence of light.
That is, measurable quantities {T(A), R(A), R'(A)} are calculated for specific parametric values {n(1), k(A), D} by
the help of the Abeles characteristic matrix, which gives an exact solution of the Maxwell differential equations [1].
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To those ‘true’ measurable values, experimental noise is added. We assume random experimental uncertainty
with zero mean and variance, equivalent to that of high precision equipment, i. e. Cary 5E (Varian corp.).

Once the ‘experimental data’ is obtained we proceed to the evaluation of the parameters {n(A), k(A), D} at each
wavelength, meaning that the evaluation is wavelength orientated and independent one from each other. The
criteria for successful evaluation are that the three parameters under estimation must result in measurable
quantities that satisfy simultaneously the uncertainty conditions on the observables. First, we define the range in
the parametric space, where solutions will be searched for. This can be done on the basis of some preliminary
information of general character, say whether the film material is a metal, dielectric or semiconductor. The range
is increased by 30 — 50 % of the minimum to maximum expected values for each parameter. Second, a mesh grid
is defined, where the step for a change of each variable must still have a physical meaning, simulating a quasi
continuous change in the measurable quantities. These two inputs to the calculation procedure are not relevant
for the numeric approach; they just limit the number of necessary computer evaluations. Third, for each point of
the parametric mesh, direct calculations of the measurable quantities are done. Those calculations are rigorous,
no approximations are maid, and accuracy is limited by the machine precision. Next, all values of the unknown
parameters that give observables, which simultaneously fulfill the uncertainty conditions on the measured
quantities, are accepted and stored. In other word, we keep all {n(A), k(A), D} from the parametric space that
result in residuals that fall in the experimental joint confidence region in the observation space {T(A), R(A), R'(A)}.
This procedure is computer time consuming but that is the price for making no linearization, neither on the goal
function, nor on the model function of the dependent variable.

Last step in the algorithm is to remove the ‘outliers’ from the sample parametric data and make a robust estimate
of the unknowns. Here the main difficulty is that these outliers cannot be rejected as due to random errors.
Besides they do not have some pre-determined statistical distribution, i.e. they are not just extreme values of
random variables that occur naturally but infrequently [2]. To deal with that problem we have incorporated two
independent and parallel decision making subroutines, referred bellow as Fit1 and Fit2. The first one is related to
the distribution-free tests. The median of the parametric sample vector is evaluated as an estimate of the
ensemble mean. Then, by the help of interquartile range of values of the sample realization, the upper and the
lower 25% of the data are eliminated. Keeping the difference of 75% to 25% percentiles, we obtain an estimate of
the spread of the body of the parametric values. The second subroutine makes use of the mode function for the
estimation of each of the parametric realizations. The mode function for a continuous probability distribution
evaluates its density function. The two subroutines are different mathematical implementations of the intuitive
picture that when we get closer to the ‘true value’ of an unknown parameter, the relative frequency of the
parameter realization is asymptotically increased.

Model, Results and Discussion

We define a model of a thin homogeneous film with physical thickness of 15 nm. The wavelength dependence of
the film complex refractive index is that of bulk gold in the range 400 — 800 nm. This is expensively studied case,
because very thin gold films are largely used in nanotechnologies, and, on the other hand, the evaluation of the
complex refractive index is difficult in the red part of the spectrum due to strong correlation of front and backside
reflectance. ‘True values’ for {T(X), R(A), R'(A)} are generated and ‘experimental noise’ is added. We defined a
relative uncertainty in T(A) as derived from random values with zero mean and standard deviation of 0.0025.
Reflection measurements are less accurate, so we used a standard deviation for R(A) and R'(A) of 0.0050. Then,
a mesh grid is defined in the parametric space. The range of n(1) is between 0.1 and 1.7, the range of values for
k(A) is between1.5 and 5.5 and that of D is from 8 to 25 nm. The step in the D parameter is chosen to be 1 nm,
the step in n(A) is 5*10 and that for k(1) is 1*10-4. The film is supported by a substrate of refractive index 1.5.

In Figure 1 we show results of the fit for D = 12 nm. The length of realization by Fit1 (see text above) is 14
estimations, and for Fit2 — 15 estimations of the parameters n and k out of needed realizations of 21 (that is the
number of wavelength estimations). It is obvious that for certain A the fit results in no acceptable solution. The
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values of the refractive index are overestimated, in order to catch up with the underestimated physical thickness.
The normalized norm of the fit for n(A) is 0.0144 (Fit1) and 0.0145 (Fit2). The results for k() is 0.115 (Fit1) and
0.117 (Fit2). We remind that evaluated observables {T(A), R(X), R'(\)} with these parameters satisfy the
uncertainty conditions.

D=12 nm;L1=14;L2=15

D=12 nm;L1=14;L2=15

15 . . . . . . . 0 . . . . . . .
400 450 500 550 600 650 700 750 800 400 450 500 550 600 650 700 750 800
Lambda, nm Lambda, nm

Figure 1. Spectral dependence of the extinction coefficient (a) and refractive index (b), D = 12 nm

D=17 nm; L1=16;L2=16 D=17 nm; L1=16;L2=16
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Figure 2. Spectral dependence of the extinction coefficient (a) and refractive index (b), D = 17 nm
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Figure 3. Spectral dependence of the transmission (a) and reflection (b), D = 15 nm
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D=15 nm;L1=21;L2=21
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Figure 4. Spectral dependence of the extinction coefficient (a) and refractive index (b), D = 15 nm

In Figure 2 we show the results of a fit for D = 17 nm. The length of realization by Fit1 and Fit2 is 16 estimations,
for n and k out of 21 needed realizations on A. The values of the refractive index are underestimated, in order to
catch up with the overestimated physical thickness. The normalized norm of the fit for n(A) is 0.0059 (Fit1) and
0.0065 (Fit2). The results for k(A) is 0.06632 (Fit1) and 0.06637 (Fit2).

Figure 3 presents the results for the fit at D = 15 nm. There the length of realization is at maximum and the norms
of the estimations are much less than the ones described above. More, the choice of the best physical thickness
estimate can be done on considerations on the length of parameter vectors. The normalized norm of the fit for
n(X) is 0.0007 (Fit1) and 0.001 (Fit2). The results for k(A) is 0.0005 (Fit1) and 0.0007 (Fit2). The norms of the fit
on {T(X), R(}), R'(\)} are below 0.03%.

Conclusion

New algorithm is proposed for the solution of inverse optical problems. The unknown parameters evaluation does
not need an initial guess and it does not use iterative procedures. Besides, it is derivative free. Thus we
overcome the intrinsic deficiency of minimization techniques, such as gradient search methods, Simplex
methods, etc. The price of it is a need of more computing power, but our algorithm is easily implemented in
structures such as grid clusters. In fact, the simplest form of parallel computing - fractional computing, is
neccessary. We have shown with numeric simulations that this approach can be successfully applied to
processing of spectrophotometric data. Another advantage is that it has a potential for generalization for other
inverse optical problems, related to ellipsometric measurements, FTIR measurements, etc.

Acknowledgments

This work was partially supported by the National Science Foundation at the Ministry of Education of Bulgaria by
grant D01-377/2006.

Bibliography

1. [Born, 1957] E. Born and P. Wolf, Principles of Optics, Ed. Princeton, New York, 1957.
2. [Himmelblau, 1970] D. Himmelblau, Process analysis by statistical methods, Ed. John Wiley & Sons, New York, 1970.

Authors' Information

Peter Sharlandjiev - Central Laboratory of Optical Storage and Processing of Information, BAS,
Acad.G.Bontchev St. bl. 101, Sofia-1113, Bulgaria; e-mail: pete@optics.bas.bq .

Georgi Stoilov - Institute of Mechanics, BAS, Acad.G.Bontchev St. bl. 4, Sofia-1113, Bulgaria;
e-mail: gstoilov@imbm.bas.bg.




International Book Series "Information Science and Computing" 47

NORMAL ECG RECOGNITION FOR EXPRESS-DIAGNOSTICS
BASED ON SCALE-SPACE REPRESENTATION AND DYNAMIC MATCHING
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Abstract: A novel approach of normal ECG recognition based on scale-space signal representation is proposed.
The approach utilizes curvature scale-space signal representation used to match visual objects shapes previously
and dynamic programming algorithm for matching CSS representations of ECG signals. Extraction and matching
processes are fast and experimental results show that the approach is quite robust for preliminary normal ECG
recognition.
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Introduction

Automatic diagnostics of cardiac diseases is the traditional task of medical cybernetics. At current large
experience is accumulated in this area. In particular attempts of complete automation of heart activity diagnostics
have failed to be enough robust comparatively to traditional human diagnostics. The most essential stage of
traditional ECG analysis is recognition of its major elements, which consist of finding out the QRS-complex,
selection of it's characteristic points (tops of Q, R, S indents, scopes of indents and their borders).

The results of element analysis (annotation) and measuring of their parameters are used for ECG interpretation
with purpose of correct diagnosis. Two basic categories of algorithms, applied in different systems of automatic
diagnostics currently exist. Algorithms that design logic of doctor-diagnostician fall into the first category. The
algorithms of the second category as a rule are based on the methods of multidimensional statistical analysis and
theory of possibility.

Indisputable advantage of medical algorithms - in possibility of their rapid realization. It is conditioned by the fact
that they concentrate experience of diagnostics accumulated in medicine and do not require preliminary teaching.
Diagnostic possibilities of such algorithms are limited to the modern level of medicine development and quality of
concrete algorithms — to the competence of persons assembling them as technicians and medics.

Advantage of unmedical diagnostic algorithms is that they can utilize any parameters of electrocardiogram
representation. Due to it backlogs of information which in clinical practice remain unutilized appear accessible for
such algorithms. The lack of these algorithms is complication of teaching. In case substantial difficulties are
related to the selection of the well probed patients with diseases which an automat must learn to distinguish.
Nevertheless, the algorithms of the second category are considered more perspective, because access to the
new information should make diagnostics more effective.

Various automatic algorithms of the second group have been proposed, such as the threshold-crossing intervals
X and the auto-correlation function [1] and algorithms based on neural-networks [2]. Time-frequency (t — f)
analysis [3] and wavelet analysis [4] have also been used. All these algorithms suppose finding one special
disease or detecting that ECG signal could be classified as normal.
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This article focuses on building express-diagnostics system for ECG analysis that is to be performed at home or
in non-medical environments by professional doctors or even users having no medical knowledge. The diagnostic
result s of such system corresponds to three possible binary decisions: normal ECG, disease, not known.

We propose a novel approach of normal ECG recognition which is based on scale-scale signal representation
used for geometric object shape recognition previously - curvature scale-space (CSS) and our dynamic
programming algorithm for matching ECG signal represented as CSS descriptors. Though the idea of scale-scale
signal representation for ECG analysis is far not new [5] including the fact that wavelets are multi-scale by nature
the approach proposed may have some valuable advantages over existing scale-scale approaches.

The article is organized in 4 main sections. The first section describes CSS briefly as it's not a well-known
technology in medical signal processing. The second section introduces how to apply CSS to ECG signals. The
third section focuses on dynamic programming matching algorithm proposed. And the last chapter describes
some tests performed.

Curvature Scale Space representation of shape

The Theory of Scale-Scale Signal Representation was introduced by Vitkin and Coendric in 1983. The
methodology consist in embedding a measured signal into a one-parametric family of derived signals, the scale-

space, where the parameter, denotes scale parameter o € R , is intended to the current level of scale. For a
signal f : R — N, the scale-space representation L: R xR, — Ris defined as [6]:

L(x;0) = f(x). (1)
And representation at coarser scales are given by convolution of the given signal with Gaussian kernels of
successively increasing width:

L(x,0)=g(x,0)* f(x). (2)
Curvature Scale-Space was introduced later by Mokharitan for geometric object shape representation as follows
[7]. Having curvature of each closed contour L(x,o) points calculated, curvature zero-crossing points can be
found easily. Then Curvature Scale-Space is built by locating zero-crossings in (u, ") space (u - normalized
arc length, o - Gaussian filter [7]. The resulting CSS can be represented as a binary image of CSS (fig.1).
Cross-sections of CSS by horizontal lines define position of zero-crossing points on the corresponding L(x, o)
contour curve.
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Fig. 1. Contour curves and corresponding CSS Images: a — contour, 6 — it’s rotation, B — noise effect

It is obvious that CSS images of normalized curves are invariant to affine transformations and noise. Rotation of
an object causes circular shift of it's CSS representation (fig.1a,b). The same effect is caused by the change of
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contour starting point. Because of normalization scaling also don't affect the view of CSS. Picture 1 (c) also
shows that noise effects in appearance of small arcs at the low levels of 0 but don't affect main arcs.

These properties of CSS image are used for effective representation and recognition of object shapes. It should
be also noted that successful identification of shapes based on CSS representation don't require CSS Images
themselves but arc maximums only [7]. The set of CSS maximas consists of pairs and form well-known CSS
description which was selected as one of the main shape descriptors for MPEG-7 standard.

Application of CSS to ECG Representation

Curvature Scale-Space representation and matching process was introduced for closed curve contours only and
are not suitable for signal analysis. We will show that it is possible to adapt CSS for ECG representation in this
section and ECG matching based on such representation in the next section.

As curvature scale-space methodology has it's root's in multi-scale signal representation area switching back
from closed contours to signal segments representation is very easy. Signal curvature zero-crossing points may
be acquired in the same way calculating the first and the second discrete differences (fig. 2).

e ey e e T e o T

Fig. 2. Evolution of the signal and appropriate curvature zero-crossing points.

CSS images of such zero-crossings found on each scale of ECG signal evolving will look the same as for
geometric object shape contour (fig.1). The only difference here is in representation of CSS image maxima which
affects matching process also. As closed contour may be started to detect from different points CSS image is also
circular. In a difference an ECG signal starts and finishes at certain points. So CSS image for ECG and the set of
maxima as well is not be shifted during acquisition and matching process.

Matching CSS Representations of ECG

Let's first analyze CSS matching algorithm for closed contour curves introduced by Mokhtarian [7]. As mentioned
before, every object in the database is represented by the locations of the maxima of it's CSS images. Matching
algorithm compares two sets of maxima and assigns a matching value to them which represents the similarity
between the actual boundaries of objects. The first step in CSS matching is to shift one of the two sets of maxima
so that the effect of randomly selected starting points is compensated. Since the exact value of required shift is
not available, we choose several values for it and then find the best match among them. The vest choice is a
value that shifts one CSS image so that its major maximum covers the major maximum of the other CSS image.
Other possible choices are those values which accomplish the same with the second and possibly the third major
maxima. The matching value will be the summation of the straight line distances between the matched pairs plus
the vertical coordinates of the unmatched maxima.

Obviously as the nature of curves differs for contours and signals matching algorithm of CSS representations
introduced by Mokhtarian with it's main principle to shift maximums is not suitable for CSS representations of
ECG signals. Moreover the algorithm described will fail to match curves with large dissimilarities of structure
distances (heart rhythm change).

A different algorithm of matching CSS representations of ECG based on dynamic programming is proposed. It is
organized in the same way as Dynamic Time Warping (DTW).
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Having two sets of maxima 0= ¢,,q2,....4; ..., (¢: = (0, x;), where o is a scale parameter and x is position
of the maxima) and C=c,,c;, ...,c;, ....c, (c: = (0, x;)) of length n and m respectively matching of these sets
using proposed DP matching algorithm requires to construct an n-by-m matrix (DP matrix) where the (i ;")
element of the matrix contains the distance d(g; c;) between the two points ¢; and ¢; (in a metric defined below).
Each matrix element (7,j) corresponds to the alignment between the points ¢; and c;. This is illustrated in Figure
3a. A warping path 7, is a continuous (in the sense stated below) set of matrix elements that defines a mapping
between O and C. The k™ element of ¥ is defined as wy = (i,j) S0 we have:

W W1, W2y ooy Wihe e s WK eeeeeeeeeeeeeeeeeeeeaeeeeeeeaeeeeeeeaeeeeeeaeeeeeeaeeeesesneeeesennneas max(m,n) , K < (3)

The warping path is typically subject to several constraints:

- Boundary conditions: w; = (1,1) and wx = (m,n), simply
stated, this requires the warping path to start and finish in
diagonally opposite corner cells of the matrix.

- Continuity: Given wy, = (a,b) then wy_; = (a’,b’) where a— m
a'<=1 and b-b'<=1. This restricts the allowable steps in &
the warping path to adjacent cells (including diagonally - .
adjacent cells). .o
- Monotonicity: Given wy, = (a,b) then wy_; = (a',b’) where )
a—a'>= 0 and b-b">= (. This forces the points in 7 to be
monotonically spaced in time. .

There are exponentially many warping paths that satisfy the -1 % | i
above conditions, however we are interested only in the path 1
which minimizes the warping cost:

Cost(Q,C) = min{JZZl w, /K (4)

This path can be found very efficiently using dynamic programming to evaluate the following recurrence which
defines the cumulative distance y(i,j) as the distance d(i,j) found in the current cell and the minimum of the
cumulative distances of the adjacent elements:

(i) = d(qi,cy) + min{ y(i-1,j-1) , v(i-1,j ) , y(i,j-1) }
The difference from DTW here is the way to calculate values d(g; c;) which is the basement of any DP algorithm.
We propose to calculate d(g;,c;) according to matching of two points or skipping the match which corresponds to
diagonal, horizontal and vertical movements from wy_; to wy in DP matrix. Following formulas are used in different
cases:

Fig. 3. Dynamic matching of two ECG signals

dmatch (qz 7Cj) =9, — Cj
dskipi (qz ’ c] ) - O-i N (5)
d&kipj (ql,C/) - 0] 5

b

where d . (q,,c,) -distance for matching two points or a diagonal movement,
d,.(q,c,) - distance for skipping the point g, or a horizontal movement,

d,,.(q,c,) - distance for skipping the point ¢ or a vertical movement,

o, =< | =y, ~0) + (-2
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Such formulation of d(g;c;) has already been proven in practical application of geometric shape matching as a
part of Mokhtarian’s algorithm.

Finally the cost of matching could be found in yn,m) using backtracking algorithm while building the optimal
path .

Experimental Results

51 ECG signals was selected for testing from the international ECG database PhysyoNet (Physikalisch-
Technische Bundesanstalt — PTB, the National Metrology Institute of Germany). This database was assembled
by doctor Michael Oeff, M.D. (the Department of Cardiology of University Clinic Benjamin Franklin in Berlin,
Germany) from ECG'’s of healthy volunteers and patients having different classes of heart diseases.

Table 1. Distribution of classes

Diagnostic class Number of ECG signals
Myocardial infarction 5
Cardiomyopathy/Heart failure 8
Bundle branch block 5
Dysrhythmia 4
Myocardial hypertrophy 5
Valvular heart disease 5
Myocarditis 5
Miscellaneous 4
Healthy controls 10
Total 51

Techniques of CSS representation and dynamic matching were realized as a computer program which was
tested on the assembled database of ECG signals.

As a result of testing the developed program on three takings (average cost for I, Il and Il taking) the table of
likeness for all of ECG signals of the base was acquired against “normal” ECG signal depicted earlier. Setting the
threshold of dissimilarity to 7P=1719 no unhealthy man ECG of was treated as “normal”. And 1 of 10 healthy
ECG signals was treated as “not normal”. Following the well known technique of automatic ECG interpretation
quality estimation [9] we assume that all database signals are verified (normal forms and pathological forms).
Then counting up the general number of the followings events: correct classification of normal ECG (TN),
improper classification of normal ECG as pathological (FP), improper classification of pathological ECG as normal
(FN), correct classification of pathological ECG (TP).

In total, quality of ECG interpretation is calculated as "probability that classification is correct" according to the
following formula:
B TP+ TN
TP+ FP+ TN+ FN

Thus according to experiment results 7P=41, TN=9, FP=0, FN=1 and resulting 74=98%. After introduction
of the third diagnostic result - “not known” FN=0 may be achieved. In the case if a user received “not known”
result he can repeat the measurements. And if the same result achieved again it would be recommended to
consult with professional doctor-cardiologist.

100% (6)
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Conclusion

A novel approach of normal ECG recognition based on scale-space signal representation is proposed. The
approach uses curvature scale-space signal representation used to match visual objects shapes previously and
dynamic programming algorithm for matching CSS representations of ECG signals. The main advantage of the
approach over the existing scale-space representations (ex. wavelet based) and correlation methods (including
direct dynamic and derivative dynamic time warping considered in the article) is faster extraction and matching
process as it is done in feature space.

Experimental results show that the approach is quite robust for preliminary normal ECG recognition. It is planned
to conduct larger tests on different ECG databases and comparative tests to compare the quality of diagnostics
and the rapidness with other interpretation techniques.
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APPLICATION OF THE ARTIFICIAL INTELLIGENCE ALGORITHMS
WITH A COGNITIVE GRAPHIC AS A TOOL FOR A SYSTEM ANALYSIS
OF ELECTROPHYSIOLOGICAL PROCESSES

Nina Dmitrieva

Abstract: Summarizing the accumulated experience for a long time in the polyparametric cognitive modeling of
different physiological processes (electrocardiogram, electroencephalogram, electroreovasogram and others) and
the development on this basis some diagnostics methods give ground for formulating a new methodology of the
system analysis in biology. The gist of the methodology consists of parametrization of fractals of
electrophysiological processes, matrix description of functional state of an object with a unified set of parameters,
construction of the polyparametric cognitive geometric model with artificial intelligence algorithms. The geometry
model enables to display the parameter relationships are adequate to requirements of the system approach. The
objective character of the elements of the models and high degree of formalization which facilitate the use of the
mathematical methods are advantages of these models. At the same time the geometric images are easily
interpreted in physiological and clinical terms. The polyparametric modeling is an object oriented tool possessed
advances functional facilities and some principal features.
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Introduction

It is known, the existent methods of analysis of electrophysiological processes give little information about early
dysfunctions and development of a principally new approach to an analysis of complicate oscillation processes is
an actual task [Fedotchev and others.2003]. To decide this task the most perspective approach is a system
approach with the use intelligence tools [Pospelov D.A., 1982; Zenkin A.A., 1991; Gorodeckiy V.l.,2002;
Workshop on Autonomous Intelligent Systems,2007]. In this aspect the description of analog processes and their
analysis are considered as a cell of classification and decision-making with management elements [Fominach
1998; Yachno and others, 2004].

Case-Based Reasoning

From our point of view the relationships of parameters of system have a more significant expression because
they are determined in geometric model as the information connections [Dmitrieva N.V., 1990, 2005].WE have to
say that the class such phenomena as information connections of physiological processes can not be observed
by modern means of physiological experiments. The decision way consists of a polyparametric cognitive
modeling of oscillation processes. On this methodological basis we have developed earlier some cognitive
models for system analysis of electrocardiogram, electroencephalogram, electroreovasogram and also of
functional state of the whole organism for medical diagnostics [Dmitrieva N.V., 1990,2003, 2005]. Such
diagnostics have deal with a multitude of parameters of a system and it is polyparametric diagnostics. There are
some summaries of the accumulated experience in development of cognitive models for the system analysis of
electrophysiological processes.

Short description of a general structure algorithm of intelligence models for system analysis of
electrophysiological processes.
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The principal structure and function of cognitive models of different electrophysiological processes are unified
therefore it is rational considering it as a general structure. For a model construction it is used a set of amplitude
and time parameters of electrophysiological processes, which are equidimensional but have different scale.
Similarity and nesting of parameters are observed in all electrophysiological systems. The objective parameters
are only used in the absolute value, the models of separate electrophysiological processes are constructed on a
different scale. This generates model variations, which are some set of models having a unified algorithm of the
structure of an artificial intelligence system. Quality difference of such models consists not only of there scale but
also of forming of a standard (“ideal’) functional state of physiological system which is served for a relative
estimation of real processes. For the construction of such a standard there are used parameter modes of every
electrophysiological system (ECG, EEG, and others) and maximal and minimal values of parameters without
pathognomonic meaning. The structure of model is very simple: parameter values (Mo, maximal and minimal) of
individual oscillation processes are represented in two-axis system. Every leg has its own dimension. The totality
of parameters is enclosed in the counter of right triangle. The legs of a triangle are vectors of time and amplitude
parameters.

Thus it is created a range of parameter changing which have not meaning for clinic but have significance for an
evaluation of functional state of physiological system and organism as a whole. The general counter limited
maximal and minimal values (external and internal triangle counters) is an intelligence transformer, its work is
based on a structure-algorithm of artificial intelligence system. The transformer makes permanent analysis of a
character of behavior in the absolute values and classification (for example transfer of a patient in clinical
diagnosis). The result is a visualized pattern and quantitative expression of intersystem connection of parameters,
which are defined by geometry and symmetry of the model structure. Absolute values of a person’s health are
inter square limited by external and internal triangles, i.e. in significant range, as at the same time the
relationships of parameters are rested near the invariant value [Dmitrieva N.V., 2004].

Summarizing the accumulated experience in the polyparametric cognitive modeling of different physiological
processes (electrocardiogram, electroencephalogram, electroreovasogram and others) and developing on this
basis of some diagnostic methods ( 9 patents in Russia) led us to formulating a methodology of polyparametric
cognitive modeling. The gist of the methodology is in marking of fractals of electrophysiological processes, the
paramerization of its, description of functional state of an object with a unified set of parameters; construction of
the cognitive geometric model of fractal with artificial intelligence system algorithms, using of methods of image
recognitions for the analysis of multi-dimension data. Such models present the instrument to analyze
multidimensional data, performing knowledge engineering and data mining. The geometry model enables
displaying relationships adequacy to require of the system approach. Principal singularities of this methodology:
full objective elements of models (physical values of parameters); strict geometry structure of model high degree
of formalization easing use of mathematical methods. At the same time the geometric images are easy
interpreted in physiological and clinical terms making this model preferable [17, 18].

As an examples the polyparametric analysis of ECG and EEG on a basis of polyparametric cognitive modeling
are presented.

The polyparametric intelligence model of electrocardiogram (ECG) (fig,1) is intended for a system analysis
and preclinical diagnostics of early cardiodysfuntions. Elements of the model are commonly accepted amplitude
and time parameters of ECG-cycle such as P, T, R, QRS, QT, RR, which are represented in two-axis system
Methods of projective geometry and general principles of symmetry are used to define relationships between
elements of the model (know-how of the method). The model gives possibility to get meaningful and useful
relationships of parameters, which are new diagnostics signs, classify multidimensional data, and to interpret data
in commonly used clinical and physiological terms. The model was implemented in a software package.
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The model makes it possible to forecast preclinical
changes in heart activity. The model was verified in
clinical study with participation of 101 volunteers.
Simultaneously  independent  diagnostics  of
cardiovascular system of the volunteers were
performed by using clinical physiological analysis of
ECG in 12 deviations [Dmitrieva, 1989]. This method
of system analysis of ECG can be particularly useful
for preventive medicine.

Short description of cognitive model of system
analysis of rhythms of a  human
electroencephalogram.

Elements of model are commonly accepted
amplitude and time parameters of a human
electroencephalogram according to recommendation
of the International Federation of Encephalography
and Clinical Neurophysiology [1984]. Amplitude and
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Fig.1.

The model of ECG of the health people (a)
and patient with the hypertonic diseases (b).
(R, T, P- amplitude, QRS, PQ, QT, time parameters,

S1and S, _Systolic and Diastolic parts of cardio circle).

time parameters are presented on legs of two right triangulates presenting left and right cerebral hemispheres.

The totality of parameters of the whole brain are
enclosed in counter of isosceles triangle with
superposition of legs of the right triangles.
Hypotenuses of every triangles are commonly
accepted in clinic indexes of rhythms of each
hemisphere expressed in per cent for 10 sec
epoch. Each hemisphere has its own intelligence
transformer of system realizing algorithm of
functions of model and making classification.
Relationships between elements of the model are
defined with projective geometry and general
principles of symmetry (know-how of the method).
For standard model (“ideal functional state) and
for health people these relationships are invariant
(W=1.309).

This visualized model presents the strict
characteristic of electrical processes and gives
possibility to the following math development and
at the same time it may be very easily interpreted
in clinical- physiological terms.

Discussion

Evidently electrophysiological processes possess
a fractal auto organization by principals of scale-

invariant similarity and proportion of parameters
is an order of ones. On the basis of such model

50 50

W o OABRAD a pv

Fig. 2 The model of a structure of rhythms of EEG.
(S- left hemisphere, D-right hemisphere of brain.

Method of construction is in the text.).

the totality of bioelectrical generators can be rationality presented as a level-based model of hierarchy systems of
connected nonlinear endogen electrical generators with different frequency of order presented in evolutionary
coordinated code. It is new knowledge allowing presenting of a set of oscillation processes as a unified

complicated system.
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Development of the theory of informatics for the last years drew the attention researchers of living systems to
comprehension of code connections of elements of systems [ System. Harmony. Symmetry. 1988]. The special
interest in research of regularity of code relationships in different systems presents a conception computer
cognitive graphic based on general principals of symmetry and methodology of artificial intelligence systems
[Zenkin A.A., 1991]. Interpretation of our results on the basis of symmetry allows characterizing the maintenance
of object on the whole and its changes, i.e. optimality and functional (code) balance of object [System. Harmony.
Symmetry.1988]. Without doubt it is shown on a principal basis of functional order as a time organization of
physiological processes.

Uniform schemes of description of patterns are open possibilities for using of an algebraically approach to their
analysis [Gurevich and others, 1999], which is perspective for supporting diagnostics decisions.

Conclusion

The new polyparametric methodology for a system analysis of electrophysiological processes by modelling ones
with application of artificial intelligence algorithms with general principals of geometry and symmetry is proposed.
The polyparametric models possess system attribute, data mining and knowledge discovery exhibiting
information connection between parameters of processes as elements of physiological systems. Models offered
composition, classification properties, characterizing quality and quantity as the whole object as parts one.
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MINIMUM MEAN SQUARE ERROR APPROACH IN IMAGES PROCESSING
FOR FULL-FIELD DISPLACEMENTS AND DEFORMATION MEASUREMENTS

Georgi Stoilov, Vasil Kavardzhikov, Dessislava Pashkouleva

Abstract: A vision system is applied to full-field displacements and deformation measurements in solid
mechanics. A speckle like pattern is preliminary formed on the surface under investigation. To determine
displacements field of one speckle image with respect to a reference speckle image, sub-images, referred to
Zones Of Interest (ZOl) are considered. The field is obtained by matching a ZOl in the reference image with the
respective ZOl in the moved image. Two image processing techniques are used for implementing the matching
procedure: — cross correlation function and minimum mean square error (MMSE) of the ZOl intensity distribution.
The two algorithms are compared and the influence of the ZOlI size on the accuracy of measurements is studied.

Keywords: Full-field displacement measurement, Image correlation, Minimum mean square error of intensity
distribution.
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Introduction

The development of reliable, affordable, easy to use full-field measurement techniques is crucial when one wants
to characterize the mechanical effects on solids and structures. Materials which are homogeneous at the scale of
observation but subject to complex load histories or heterogeneous lead to kinematics fields that need multi-scale
analysis to relate the microstructure to the mechanical response. The full-field measurements allow a synergism
of two areas that for a long time lived in separate environments — experiments and simulations, to be established.

The fast development of CCD or CMOS cameras that can be used at various scales enables for rapid
dissemination of contactless techniques for full-field measurements. Usually these measuring techniques are
based on image processing algorithms using correlation principles that were initially introduced in fluid mechanics
since the development of Particle Image Velocimetry (PIV) [1, 2] in the 1970’s. It is also adapted in solid
mechanics since early 1980’s [3]. The texture heterogeneities at a surface (or in a volume) of observation are
utilized for determination of displacements fields using pattern matching algorithms. With the generalization of
very powerful and affordable computers, these techniques start to be commonly used under various
conditions [4].

A speckle like pattern is preliminary formed on the surface under investigation. To determine displacements field
of one speckle image with respect to a reference speckle image, sub-images, referred to Zones Of Interest (ZOlI)
are considered. The field is obtained by matching a ZOl in the reference image with the respective ZOl in the
moved image.

In cases when the mean values of visibility (contrast) of regions possessing a ZOl dimension is significantly
different, the usage of cross- correlation algorithms leads to increasing the probability for a wrong identification
the corresponding ZOI of the second image. Such a situation may be a consequence of a non uniform
illumination, as well as of non equal reflective properties of observant surface. It is appropriately in these cases
an algorithm, based upon minimum mean square error (MMSE) calculation to be used.
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Algorithm

The deformation field of the investigated surface can be obtained when two surface images are compared. The
first image is stored in computer before the object deformation. It is considered as reference image. A second
image is registered after deformation of the observed surface. For every pixel from the reference image an area
surrounded that pixel is called zone of interest (ZOl). To determine the vector field of deformation one has to
match the corresponding ZOl-s in the two images. If the function of the deformation is a smooth function it is
possible to skip calculations in a reasonable distance. A vector field of deformation, derived by the above
described way is shown in fig. 1

R A A A A
N A T
A o B T U U S U
R AN BN N U U U
A AT AT 2y N B T T U U G
i sl i i i A A S T T S S S
P i el i g A S T T T T ¥
P i e i A A R S S SRR Y T S
e A A A

P e — & v - & ¥ ¥ 4 8 w2 & ¥ @
— — 8+— 95— & o+ e+ T e & 2+ W@ ¥ © + @

— — — — = = e = & s & 8 & & + e

Fig. 1 A vector field of deformation

Let us consider a ZOI A(io,jo) in the reference image (the square zone in Fig. 2-a).
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Fig. 2. (a, b) Two consecutive images of the investigated surfaces, registered in the process of its deformation, a-
reference image, b- deformed image

One can solve the correlation problem for finding the location displaced ZOI A(i0,j0) to a ZOI B(i,j) position (Fig.
2b - the deformed square zone), accepting an assumption, that the whole surface of interest is illuminated and
reflects the light so that no ZOl-s of the image with different mean intensity value. Under this condition ZOI B(i,j)
can be searched for in a near vicinity of ZOI A(i0,j0), having a radius equal to the maximum expected reallocation.
Calculating the 2D correlation function the ZOI B(i,j) is found with a big degree of a probability at this location at



International Book Series "Information Science and Computing" 59

which maximum value of correlation (a correlation peak) is obtained during the above procedure performance.
There exists however situation in which the assumption of uniform, mean image intensity is not satisfied. A wrong
correlation maximum can be obtained at position of ZOI B(p,q) (the circular zone in Fig. 2b), due to the fact that
the mean intensity of the second image at this position exceeds the mean intensity value of the entire image. As a
result the degree of probability of true correlation peak location decreases.

The algorithm of ZOI matching using MMSE calculation instead of correlation function is an acceptable alternative
for overcoming this difficulty. By usage of the algorithm a “correlation” peak is generated only when the ZOlI
Al(io,jo) and ZOI B(i,j) values are identical and as an amplitude as positions of pixels corresponding to the zones.

Theory

According to correlation theory a narrow autocorrelation peak can be obtained by processing of a large ZOI. This
is a guarantee of precise localization of the peak. At the same time it is well known that the number of
calculations increases by power 2 of the ZOl size. Looking for a numerical method, ensuring good enough
accuracy in cases when small ZOl size is processed we have found that application of the standard correlation
method leads to unsatisfied results in case of small ZOI size having low contrast of the intensity variations. The
correlation formula (1) presents a linear function of the amplitude of discrete input signals.

.
C(iO,jO,i,j) = ZZ A(m+i0,n+j0)'B (m+in+ ) (1)
m n

Where A is a ZOI before deformation and B is the image after deformation, C is the signal cross- correlation
function, i0 and jO are indexes of the reference ZOI A images when a Cartesian coordinate system is used, j and j
are the corresponding indexes in the same coordinate system of the corresponding ZOlin B, m and n are indexes
of the digital integration. B* is a conjugation value of B. The multipliers which are independent of the processed
information are ignored.

C(iO,_/O,p,q) = z z A(m+i0,n+j0)'B (m+p,n+q) (2)
m n

If B is presented as multiplication (3) of a normalized function N and the mean contrast for this ZOI the two
correlation functions can be compared as function of the contrast (4).

B(m+i,n+j) = k(i,j)'N(m+i,r1+j) (3)
k(i NC” o, j000 <KL DC (0,500 (4

One can see from equation (4) that it is possible such a value of the quotient of the image contrasts K(i,j)/K(p,q)
to be found that satisfy the inequality. This means that the correlation function value C(i0,j0,p,q) of ZOI A and B
will have its maximum at an other ZOI B(p,q) with coordinates p and g that is not corresponding to the “true”
solution C(i0,j0,ij) in Fig. 2b.

In this example we have found ZOI B(p,q), similar to ZOI B(i,j). The wrong zone has a larger K (higher contrast of
2D intensity distribution) in comparison to the ZOI B(i,j). Since we are searching for the highest value of the
correlation function, a “wrong” location of ZOI B with coordinates p and q could be determined. The utilization of
MMSE approach leads to comparison of the signal according to both: its shape and its amplitude (equations (5)
and (6)).

Eijp= Z Z [ Ay~ B(mﬂunm]z = Z Z ez<m+i,n+_/> ()

m n

The characteristic of the function of MMSE E can be seen easily If the contrast is presented as 1+k that is a
increasing function too.

E(i,j) = Z Z[A(m,n) -1+ k)N(m+i,n+j)]2 = Z Z kez(m+i,n+j) = kEN(i,j) (6)
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where e is the error between reference ZOI A and target ZOI B.
To obtain a function similar to the cross correlation function operations normalization and inversion are used.

C = 1 _#(E) (7)
or
KE), Ey
C=1- Max(EK) 1-k Max(EK) (8)

It can be seen from equation (2) that at the correlation algorithm, if one of the input signals increases the
correlation value increases as a result. When MMSE algorithm is implemented the increasing one of the input
signals results to increasing of the error(6) and decreasing of the correlation peak value (8).

Experimental results

The above described algorithms for ZOI matching were optimized according to its parameters and were applied
to the image shown in Fig. 2. The correlation maximum is calculated using the cross-correlation function for a
square region of search for matching region 128x128 pixels and with ZOlI size 32x32 pixels. Three ZOlI size - 128,
64 and 32 pixels, are shown and results obtained are depicted in Fig 3-b. It is seen that the decreasing of ZOI
size leads to increasing of the value of the correlation function at wrong position. At the ZOI size 32 pixels, the
"true” correlation peak value is smaller than the value of the peak obtained in the wrong location.

MMSE method is used for carrying out the similar calculations and the results are presented in Fig 4.

Fig. 3. a - Correlation function calculated in a 2D region, b - a distribution of correlation values along to the mean
vertical cross section of the region at 128, 64 and 32 pixel size of ZOlI
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Fig. 4. a— Mean Square Error for a 2D region, b - a distribution of correlation values along to the mean vertical

cross section of the region at 128, 64 and 32 pixel size of ZOI
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Computer programs for realizing the correlation and MMSE algorithms are developed in C** environment. The
computing of cross-correlation function is carried out by a standard optimized algorithm, and of MMSE - by a
gradient algorithm. The processing time of performing the MMSE calculations is about 50% longer than the time
of correlation calculations.

Conclusion

The solution of ZOI correspondence problem by a cross-correlation approach is a fast and accurate way for
determining of deformation vector fields in mechanics of solids. In case when relatively big deformations of
second image , related to the reference image are observed, a reduction of the images area or decreasing of ZOI
size have to be introduced for obtaining acceptable solution. The usage of MMSE approach leads to increasing
the reliability of ZOI searching, which is paid by an increasing computing time. A combination of the two
algorithms that would unit their advantages can be realized to reach optimal full-field measurements. Routine
calculations my be carried out by the correlation algorithm and a switch to MMSE algorithm can be programmed
for the image regions in which decreasing of correlation algorithm reliability is expected or estimated.
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WLAN / WMAN INTEGRATION ARCHITECTURE AND TRAFFIC CONTROL
FOR VOICE TRANSMISSION

Boris Tsankov, Kiril Kassev, Radostin Pachamanov

Abstract: The popular technologies Wi-Fi and WiMAX for realization of WLAN and WMAN respectively are much
different, but they could compliment each other providing competitive wireless access for voice traffic. The article
develops the idea of WLAN/WMAN (Wi-Fi/lWiMAX) integration. WiMAX is offering a backup for the traffic
overflowing from Wi-Fi cells located info the WIMAX cell. Overflow process is improved by proposed
rearrangement control algorithm applied to the Wi-Fi voice calls. There are also proposed analytical models for
system throughput evaluation and verification of the effectiveness using WMAN as a backup for WLAN overflow
traffic and the proposed call rearrangement algorithm as well.

Keywords: WLAN/WMAN integration, Wi-Fi, WiMAX; voice traffic.

ACM Classification Keywords: C.2.5. Local and Wide Area Network, C.4. Performance of Systems — Voice
Traffic

Conference: The paper is selected from Sixth International Conference on Information Research and Applications —
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Introduction

Two different air interface standards for wireless access to telecommunication core network became recently very
popular. The first standard is for wireless LAN (WLAN), called Wi-Fi (Wireless Fidelity) by Wi-Fi Alliance [1] that
certifies network devices to comply with the |IEEE 802.11 standard (last version [2]). Today Wi-Fi is widely used
and now almost all laptops and other handheld devices as well came with Wi-Fi build-in. The second standard is
for wireless MAN (WMAN), called WiMAX (Worldwide Interoperability for Microwave Access) by the WiMAX
Forum [3] that promotes conformance and interoperability of the IEEE 802.16 standard [4]. Both standards offer
user mobility, and are used for voice traffic although, it is not in the same circumstances.

The differences between Wi-Fi and WiMAX are well known [5], but we are looking for an opportunity to
complement each other and to integrate them into one wireless access system for voice traffic.

Wi-Fi is unbeatable to install fast, easy and cheap Access Point (AP). The cell radius is optimized around 100 m.
The standard and its contention-based MAC can not guarantee the required Quality of Service (QoS) and
especially the very important QoS parameter - voice latency. The standard does not allow for differentiated
service level for each user. A possible solution of QoS guarantee is to substitute the widespread use of
Distributed Coordination Function (DCF) with Point Coordination Function (PCF) although with some loss of
simplicity.

WIMAX equipments are considerably more expensive and the range of covering is somewhat 5 to 50 km distance
from the Base Station (BS). The 802.16 standard is with well developed centralized system of Polling Services of
a Request-Grant MAC and specifically designed to support voice. The WIMAX system throughput (hundreds of
voice connections) is much more than Wi-Fi throughput (hardly exceeding 10 -20 voice connections). The WiMAX
call range and throughput can be increased introducing provided by the standard mesh mode (see [6] and the
references therein).

There are proposals for integration of Wi-Fi with 3G cellular networks [7], [8]. Integration between WiMAX and
space based telecommunication infrastructure is considered in [9]. Finally, there are some attempts to integrate
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Wi-Fi and WIMAX [10], [11], [12]. In all these cases of heterogeneous networks the subscriber devices have to be
compatible with different standards employed. One approach is to associate the existing separated systems in a
device. Another, more advanced approach is proposed in [13] for Wi-Fi/WiMAX integration instead of a simple
duplication of the radio systems.

In this article WLAN/WMAN (Wi-Fi and WiMAX) network architecture is considered and a particular mechanism
for traffic control (rearrangement of calls) is proposed. Analytical methods proposed by authors for capacity
analysis are applied. Numerical results are presented with an evaluation of the served traffic gain due to
integration and due to proposed call rearrangements.

The terms WLAN - Wi-Fi and WMAN - WiMAX as well will be used in the article text interchangeable.

System Description

The proposed WLAN/WMAN integrated access network is depicted on Fig. 1. The Wi-Fi hot spots do not cover
the entire WiIMAX cell, but only the areas with expected high density of traffic sources. There is separate
backhauling organized for BS and Aps to the edge router of the core network, but there are other possible
arrangements as well. Special controls tasks are assigned to Resource Manager (RM on Fig. 1).To fulfill its traffic
control functions the RM is connected to BS and Aps with signaling channels. RM might be incorporated with
WIMAX BS. A subscriber located in the coverage of a Wi-Fi cell can be served by both — WLAN and WMAN, but
always at first an attempt is made the arriving call to be served by the WLAN. A subscriber located in the
coverage of WMAN only is served by WMAN. We will consider two possible algorithms of traffic control for
subscriber located in the coverage of both systems:

- Overflowing. If there are enough resources in the WLAN cell, the arriving call is put into service by the
WLAN. In case there are not enough resources in the WLAN cell, the arriving call is directed to the
WMAN network. If there are not enough resources in WMAN either, the call is lost. Such algorithm of
traffic control is proposed in [12] and in an author’s previous work [14], where the cell corresponding to
WMAN is called umbrella-cell. This algorithm we will call here Simple Overflowing (SO).

- Overflowing with Rearrangement. This algorithm is an extension of the previous one. If during the
service in WMAN of an overflow call, in the WLAN cell of that call one resource became free (i.e. the
service of one call in the WLAN considered has been completed), the overflow call is directed back
(rearranged) to his WLAN to complete its service there. The algorithm is proposed by the authors in [14]
and it is called here correspondingly Overflowing with Rearrangement (OR).

When we say “number of resources” of certain device, we have in mind the number of voice calls can be served

through that device. This numbers are fixed by means of a Call Admission Control (CAC) mechanism acting in BS
and each AP (Fig. 1).

System Throughput Evaluation

We are proposing analytical methods for system capacity analysis for both algorithms separately.

For SO we will apply the well known equivalent random theory [15], [16, p. 156] proposed by R. Wilkinson to
solve the problem that the overflowing traffic is not Poisson traffic any more.

Suppose there are k WLANSs; the traffic arriving at WLAN i is A4, (i=1,...,k); WLAN j has n, resources

forming a full-availability group. The traffic overflowing from WLAN /i is with mean value:



64 Intelligent Technologies and Applications

Core Network
Router

WiMax Cell

Fig. 1. WLAN/WMAN integration architecture

M, =AE;n, ,A4) (1)
and variance
A
V.=M, ‘ +1-M, (2)
n+1-A4,+M,

Notation E;(n, A) corresponds to Erlang’s B formula for traffic A arriving at n devices.

The traffic arriving at WMAN has the values

k+1 k+1

M=YM, V=3V (3)

The values indexed with £ +1 correspond to “fresh” (Poisson) traffic 4.,, = Ay » arriving directly to

i+l =
WMAN from the WiMAX subscriber station SS. The parameters n, and A, of the equivalent group are chosen
in such a way that the traffic overflowing from it has the same M and V as the obtained by (3). The values of 7,

and A, are derived from the following equations
M = AeEl(ne’Ae)

V=M A +1-M 4
n,+1-A4,+M

Effective approximate solution of (4) is given by Y. Rapp [15]:
A~V +3z(z-1)
Mrz oy (5)
M+z-1

where z = %/[ .

n,= A
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Traffic loss probability is given by
B=Ey(n, +nyyy,A4,) (6)
Ny 1S resource number in WMAN. Eq. (7) can be used to derive the necessary WMAN resources.

For OR although the call control algorithm is more sophisticated it is possible to derive a relatively simple
analytical method for calculating the losses and the throughput afterwards. We will consider the system on Fig. 1
as a pool of

k
n=nyyyy + Zni
i=1
resources used by all k£ +1 traffic flows with the following restrictions: each WLAN traffic flow 4, can use only
n, +ny,,,, resources; flow 4, canuseonly n,,, . resources. We propose to apply the multidimensional
Erlang’s-B formula [16], [17]:

Jwman_k

.. .. A A .
P Jaseews Jis Jnaan) :Q.%AN'Hf" Ji = 0seeis 135 Jingan = O Py
Jwman: =t Ji (7)

0™ = p(0,...,0)
Calculation of state probabilities (7) can be simplified using the convolution method, first time proposed by V.

Iversen [16, p. 180]. The convolution algorithm used we will describe with following steps. Notations with index
k+1 stand for WMAN.

1) Calculate the state probabilities for each flow assuming there are not other flows in the system:

P ={p.(0), p,()sc0, p,(n))}y i=1,..sk+1 (8)
It is important only the relative value of probabilities p,(x), therefore start with ¢(0)=1 and calculate the
values of g, (x) asratio to ¢(0). Normalize the relative state probabilities:

~_4()
pi(.]):l—’ ]:0919'~'9nl’
o

9
0, :Zqi(j), i=1,..,k+1

2) By consecutive convolutions calculate the aggregate state probabilities for the total system excluding i-th traffic
flow:

Q(k+l)/i :Pl *Pz *'-'*R—l *Pm *-"*Bm (10)

Calculations are done consecutively from left to right.
3) Calculation the traffic losses. First calculate the convolution:

Qk+1 = Q(k+1)/i * Pz (11)
The result from this convolution is:
J i
O ()= ZQ(kJrl)/i(j_x)'pi(x) = ZP; () (12)
x=0 x=0

where in the term p; (/) , iis traffic flow number, j is the total number of busy resources and x is number of busy
resources of i-th flow.
Repeating both steps 2) and 3) for every traffic flow, the traffic losses for i-th flow are:
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Bi:zpi(j)/Q (13)

Jjeqy;
where Q) the set of states for which the calls of i-th traffic flow are rejected.

Q is the normalization constant:

0= iQkﬂ (/) (14)

The system from Fig. 1 with application of OR resembles a multidimensional teletraffic system called “shearing
with call limitations” [18], where all traffic flows have full access to the common resources, but some or all of the
traffic flows can occupy only limited number of these resources. For system with call limitations the convolution
method is giving an exact solution. Unfortunately in our system every Wi-Fi flow have reserved “own” resources
that can not be used by the neighboring Wi-Fi subscribers leading to not exact results by the convolution method.
Only for the case k = 1 the convolution method is exact one. The simulation in [14] for a similar teletraffic system
(k = 6) shows the error of convolution method application is acceptable for practical network design purposes.

Numerical Results

The current section is dealing with an analytical evaluation on the effect of accommodating the WiFi overflow
traffic by a WiMAX cell, applying both the SO and OR ftraffic control algorithms. The system we are considering
(depicted on Fig. 1) consists of a single WiMAX cell with a wide coverage area, which covers a total of 10 WiFi
cells with much smaller coverage, each having a resource size of simultaneously serving 6 calls, and an equal
offered traffic load A; in range of 0.5 to 12 erl. The traffic flows to the WiFi AP resources and the direct flow to the
WIMAX resources are all Poisson and independent of each other. The overall offered traffic load of the system is
a summation of these independent flows.

Since the WiFi bandwidth resources are cheaper compared to the WiMAX ones, it is preferred the user to choose
the WiFi for network access and when a call to a WiFi cell is blocked due to occupation of the cell resources, the
call to be rerouted to the WiMAX cell. Fig. 2 depicts the overall carried traffic of the system as a function of
applying an appropriate traffic control algorithm, considering different values of WiMAX resources nuwuan. In this
case, we assume no direct traffic load Awman to the WIMAX cell. The same figure also depicts the impact of
having the WiMAX resources as a backup of WiFi in terms of the overall carried traffic.

The second point of the analysis, presented at Fig. 3, is dealing with the calls from users, situated outside the
WiFi coverage, who are directly served by the WiMAX cell. In this case, there is a direct traffic load Awman to the
WIMAX cell. For the purpose of the analysis, we assume Awwan t0 be three times greater than the traffic load
offered to each WiFi cell. As one can see from the results, applying the OR algorithm can significantly improve
the overall network performance.

Conclusion

We have presented an integrated WLAN/WMAN architecture based on IEEE 802.11 and IEEE 802.16 standards
and specifically proposed an algorithm for voice traffic call control. We have proposed analytical models for
system throughput evaluation and verified the effectiveness of using WMAN as a backup for WLAN overflow
traffic and the proposed call rearrangement algorithm.
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A system without direct traffic load to the WIMAX cell
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Fig. 2 Overall carried traffic, considering a system without direct traffic load to the WiMAX cell
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Fig. 3 Overall carried traffic, considering a system with direct traffic load to the WiMAX cell
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IMPROVED HYBRID MODEL OF HMM/GMM FOR SPEECH RECOGNITION
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Abstract: In this paper, we propose a speech recognition engine using hybrid model of Hidden Markov Model
(HMM) and Gaussian Mixture Model (GMM). Both the models have been trained independently and the
respective likelihood values have been considered jointly and input to a decision logic which provides net
likelihood as the output. This hybrid model has been compared with the HMM model. Training and testing has
been done by using a database of 20 Hindi words spoken by 80 different speakers. Recognition rates achieved
by normal HMM are 83.5% and it gets increased to 85% by using the hybrid approach of HMM and GMM.

Keywords: Speech Recognition, GMM, HMM
ACM Classification Keywords: 15.4 Pattern Recognition- Applications- Conference proceedings

Conference: The paper is selected from International Conference "Intelligent Information and Engineering Systems"
INFOS 2008, Varna, Bulgaria, June-July 2008

Introduction

Speech signal primarily conveys the words or message being spoken. Area of speech recognition is concerned
with determining the underlying meaning in the utterance. Success in speech recognition depends on extracting
and modeling the speech dependent characteristics which can effectively distinguish one word from another. A
general pattern recognition system consists of 4 parts, the feature extractor, pattern trainer, pattern classifier and
decision logic. One of the most common and successful feature extraction processes is MFCC [Kotnik, 2002]
which has been implemented in this model. Of the various speech/ speaker recognition models available, the
most commonly used are Artificial Neural Networks (ANN), Hidden Markov Model (HMM) and Gaussian Mixture
Model (GMM). Presently HMM is widely used as one of the successful speech recognition process. HMM
considers the speech signal as quasi- static for short durations and models these frames for recognition. It breaks
the feature vector of the signal into a number of states and finds the probability of a signal to transit from one
state to another [Rabiner, Juang, 1993]. Viterbi search, forward-backward and Baum-Welch algorithms are used
for parameter estimation and optimization [Rabiner, 1989], [Rabiner, Juang, 1991]. GMM on the other hand
considers a signal to contain different components that are independent of each other. These components
represent the broad acoustic classes that represent certain vocal tract configurations [Reynolds, Rose, 1995].
Thus it is more inclined towards modeling features concerning to words having specific characteristics. Each
component is optimized using EM algorithm [Dempster, 1977]. Various ways of combining these models have
been proposed. One way is to use a 3 state HMM and implement GMM on the middle state to obtain the
observation probabilities for that state [Rodriguez, 2003]. Here we have proposed a novel model combining
GMM and HMM to provide more enhanced speech recognition engine, which we call as the hybrid model. We
have proposed the extraction of likelihood value by combining the likelihood values of both the models using
decision logic. In the rest of the paper we discuss individually about the HMM, the GMM and how the hybrid
model was developed. At the end, we compare the HMM model with the hybrid model using a 20 word, 80
utterances data set.

Hidden Markov Model

Hidden Markov model (HMM) is a statistical model in which the system being modeled is assumed to be a
Markov process with unknown parameters, and the challenge is to determine the hidden parameters from the
observable parameters. The extracted model parameters can then be used to perform further analysis, for
example for pattern/speech recognition applications. In a hidden Markov model, the states are not directly visible,
but variables influenced by the state are visible. Each state has a probability distribution over the possible output
tokens. Also, the state transitions are probabilistic in nature. Therefore, the sequence of tokens generated by an
HMM gives some information about the sequence of states. The complete HMM model is denoted as A =(A,B,m).
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HMM Model Parameters

1. A, the state probability distribution, A = {aij}.

2. B, the observation symbol probability density, B = {bj(k)}.
3. T, the initial state distribution, 1 = { i}.

The HMM training procedure requires codebook to estimate model parameters. In codebook, the large number of
observational vectors of the training data is clustered into M observational vectors clusters using K-means
iterative procedure. Based on this clustered observational vectors, estimates of the model parameters are
generated during HMM training. The HMM training procedure tries to estimate the value of state probability
distribution (A), observation symbol probability density (B), and initial state distribution (). The observational
vectors of training sequences are segmented for each of the N states, a maximum - likelihood estimates of the
set of the observations that occur within each state j each of the observation vectors within a state is coded using
the M — code — word codebook. Before proper estimation of the model parameters they are initialized to good
initial estimates that are essential for rapid and proper convergence of the re-estimation formulas. The
parameters are re-estimated using Viterbi Algorithm, Forward- Backward Algorithm and Baum/Welch Algorithm.

Forward- Backward Algorithm
Forward Algorithm

The forward variable at(i) is defined as at(i) = P(01,02,... ,0t,qT = i|A) i.e. the probability of the partial observation
sequence (until time t) and state i at time t, given the model A. at(i) is inductively computed by following steps:

Initialization:

o,(1)=mB,(0,),1<1<N ()
Induction:

o, (D=2 a;1b,(0,,)1<t<T~1 2
Termination:

P(O|4) = Xa,(i) 3
Backward Algorithm

The backward variable Bt(i) is defined as Bt(i) = P(ot+1,0t+2,...,0T,qT = i[A) i.e. the probability of the partial
observation sequence from t+1 to the end, given the state i at time t and the model A. t(i) is inductively solved as
follows:

Initialization:

B.(i)=L1<i<N (4)
Induction:

B(@)=2Xabb(0,,) f,(j), t=T-1,T-2,..1, 1<i<N (5)
Combining Forward and Backward variables, we get:

PO =2c,()p,(10),1<t<T (6)
The Viterbi Algorithm

To find the single best state sequence, for the given observation sequence, ot(i) = max P[q1q2...qt-1, gt = i,
0102...0t|A], (i) is the highest probability and wt(i) is the track for path t.

Initialization:
0,()=7xb(0,)1<i<N
. (7)
w,(0)=0
Recursion:

6,(j)=max[5,_,()a;;1b;(0)2<t<TI1<j<N (8)
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y,(t) =argmax[6, ,()a;;],.2<t<T,1<j<N

Termination:
P*=max [8,()]1<i<N
9
qr* = argmax [J,(1)]1<i<N ©)
Path (state sequence) backtracking
qT* = l//Hl(q*Hl),t=T—1,T—2,...1 (10)
The Baum/Welch Algorithm
To adjust the model parameters to satisfy a certain optimization criteria is done by the Baum/Welch algorithm.
.. (04 t(i)aijbj(o t+ 1)Bt + 1(_])
> > ai)aibi(or+1) B +1())
i=1 j=1
N . .
y (i) =2 &:(i.)) (12)
j=1
-1
2. &, )
yi(i)
t=1
T
> 7))
(=1
_ O01=Vk 14
by =7 —— (14
yi(Jj)

Using the final re-estimated A, B and m, the value of LIHMM is calculated with respect to all the word models
available with the recognition engine by using Viterbi algorithm. The Viterbi algorithm takes model parameters
and the observational vectors of the word as input and returns the value of matching with all particular word
models. This is the likelihood values of the word (LIHMM) passed to hybrid training model.

The Gaussian Mixture Model

The GMM can be viewed as a hybrid between parametric and non- parametric density models. Like a parametric
model, it has structure and parameters that control the behavior of density in known ways. Like non-parametric
model it has many degrees of freedom to allow arbitrary density modeling. The GMM density is defined as
weighted sum of Gaussian densities:

M
pGM(x):Zng(x’um’Cm) (15)
m=1
Here m is the Gaussian component (m=1...M), and M is the total number of Gaussian components. wm are the
component probabilities (> wm = 1), also called weights. We consider K-dimensional densities so the argument is
a vector x = (x1, ..., xK )T . The component pdf, g(x, um, Cm), is a K-dimensional Gaussian probability density
function (pdf).

1 7%()5*/1," )T Cmil(xi;um)
e
(22) I, | "

g('xﬂum’cm):

m
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where um is the mean vector, and Cm is the covariance matrix.
Now, a Gaussian mixture model probability density function is completely defined by a parameter list given by

8 ={w1, u1, C1...w1, y1, C1}m m=1..M
Organizing the data for input to the GMM is important since the components of GMM play a vital role in the
making of word models. For this purpose, we use K- Means clustering technique to break the data into 256
cluster centroids. These centroids are then grouped into sets of 32 and then passed into each component of

GMM. As a result we obtain a set of 8 components for GMM. Once the component inputs are decided, the GMM
modeling can be implemented.

EM Algorithm

The expectation maximization (EM) algorithm is an iterative method for calculating maximum likelihood
distribution parameter estimates from incomplete data (elements missing in feature vectors). The EM update
equations are used which gives a procedure to iteratively maximize the log-likelihood of the training data given
the model. The EM algorithm is a two step process:

Estimation Step in which current iteration values of the mixture are utilized to determine the values for the next
iteration

w8 (X, 1. C0)

y(m,t)=

i i i 17
wﬁ.)g(X,,,u;),Cﬁ)) (17)
1

Mz

~.
Il

Maximization step in which the predicted values are then maximized to obtain the real values for the next
iteration.

T
(i+1) _ z,:ﬂ/m,tXt

(¢ L (18)
iV ma
W =Y (19
T i
(i+1) _ Zt:] 7m,t(xt,j B #5131))2
A = - (20)
itV ma

EM algorithm is well known and highly appreciated for its numerical stabilities under a threshold values of Amin.
Using the final re-estimated w, p and C, the value of LIGMM is calculated with respect to all the word models
available with the recognition engine as:

1T
Loyn = ?Z log Py (x,) (21)
P

The Hybrid Model

The GMM/HMM hybrid model has the ability to find the joint maximum probability among all possible reference
words W given the observation sequence O. In real case, the combination of the GMMs and the HMMs with a
weighted coefficient may be a good scheme because of the difference in training methods. The it" speaker
independent GMM produces likelihood LGMM, 1 =1, 2,..., W, where W is the number of words. The it speaker
independent HMM also produces likelihood LHMM, I =1, 2,..., W. All these likelihood values are passed to the so
— called likelihood decision block, where they are transformed into the new combined likelihood L’ (W):

L'V )=(1 = x(W ) Lioar + x(W )L ronan (22)

where x(W) denotes a weighting coefficient.
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The value of x is calculated during training of the
Hybrid Model. In Hybrid Testing, the subset of
training data is used and its HMM & GMM
likelihood values are calculated which are combined
using weighing coefficient. Static values of weighted
coefficient are also used in order to get higher
recognition rate.

Results and Conclusions

The HMM model developed had been tested for
different combinations of cluster sizes and number
of states. The success rate (%) with different
combinations of clusters and states are shown in
figure 2. It was observed that as the cluster size
increases success rate also increases, because of
the reduction in quantization distortion , while
increasing the number of clusters. Secondly the
time complexity of the recognition engine is also
computed with various cluster sizes, and it was
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Figure 1: Hybrid Model Block Diagram

observed that 3- state HMM model having 128 cluster size has the least time complexity as comparing with other
combinations. Since its time complexity is small it can be useful in applications where speed is the deciding
factor. The GMM/HMM Hybrid model created has 8 components and 256 clustering size in GMM and 3 states
and 128 clustering size in HMM . Success rate with fixed as well as varying values of weighed coefficient was
tested and is shown in figure 4. It was observed, that with the varying value of the weighted coefficient x ,the
success rate of word recognition by using hybrid model has increased to 84.38% , which earlier was 83.6% with
HMM alone. And by fixing the value of x to 0.9 success rate further increased to 85%. The complexity curve for

different cluster size is shown in figure 3.
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Abstract: In the given work by authors new approach to the exposure of degree of influencing of medications of
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Keywords: Imitation design, Markov processes, phitotherapy
ACM Classification Keywords: Decision Making

Conference: The paper is selected from Sixth International Conference on Information Research and Applications —
i.Tech 2008, Varna, Bulgaria, June-July 2008

Introduction

During last years enhanceable interest is noted to the alternative methods of medical treatment of man and,
especially, to phytotherapy. It is method of medical treatment of man organism by medications of vegetable
origin. It can be used as independent or additional type of medical treatment and prophylaxis of different diseases
and also rehabilitation of patients with the chronic diseases. A new coil in development of this type of medical
treatment demanded the revision of attitude toward one, and also developments of modern methods of
leadthrough and estimation of its efficiency. The phytotherapy foresees setting of medical plants. It allows
individualizing the process of medical treatment taking into account classification of illnesses, their
etiopathogenetic essence, and also to get most and as much possible rapid clinical effect with the minimum of
sides actions, that is not always arrived at the use of synthetic medicinal preparations [Camypa 2003].

One of important stages of prophylaxis and medical treatment of different diseases is the ground of expedience of
application of one or another type of therapy. As a result the real research directed on the exposure of degree of
influencing of medications of vegetable origin on a time of renewal of the broken homoeostasis of man organism
is of great scientific and practical interest.

Methods and materials

For research of influencing of synthetic and phytotherapeutic preparations on the process of renewal of the
broken equilibrium of man organism the two groups of patients were inspected. Each of which was broken on
sub-groups depending on the initial state of patients. The division on sub-groups was conducted according to
general classification of the state of man organism [3]:

E1 as the conditionally healthy;

E2 as the initial changes (i.e. the such boundary state of organism, when it isn’'t impossible to talk about the
presence of declining or some concrete disease, but the changes in the usual healthy state are already noted);

E3 as the easy degree of deviation from a standard or easy stage of disease;

E4 as the middle degree of deviation from a standard or middle stage of disease;

ES5 as the heavy degree of deviation from a standard or heavy stage of disease;

E6 as the extremely heavy degree of deviation from a standard or extremely heavy stage of disease;
E7 as the fatal outcome.
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At primary examination the all inspected were certain in some sub-group from initial five, namely sub-group with
the states of E2 — EG. In other words, on the inspection conditionally healthy or dying people did not act. However
the medical treatment was conducted to the moment of transition of patient in the state of E1 — conditionally
healthy. Also in one group the accident of fatal outcome was noted at providing of medical treatment. In other
words, the state of E7 was not initial, but passage is possible to E7. The first group was made by 150 patients
who in the moment of primary examination passed medical treatment only by synthetic preparations. The second
group consists of 150 patients. This group was conducted medical treatment by vegetable medications. In the
depending from state on weight, patients together with the offered medical treatment by vegetable medications
adopted synthetic preparations. The dynamic supervision after patients included the clinical, laboratory-
biochemical and bacteriologic examinations. Control examinations were conducted one time per a month. On
every examination concerned current value of the state of organism. From the chosen current status, the
adjustment or establishment of diagnostic and medical strategy was carried out.

For the ground of application efficiency of vegetable medications at renewal of the broken equilibrium of organism
the modeling of influence of synthetic and phytotherapeutic preparations on the process of renewal of
homoeostasis of man was conducted. On the basis of data about probability of that a patient is in one of five initial
states and also data about probability of change of its state on neighboring to the moment of next examination by
mathematical one vehicle of theory of Markov processes the numeral values of probabilities of that a patient on a
next step will be is in each of seven states were received. Values of probabilities of that a patient in the moment
of current examination is in one of seven states, came forward as basic data for the calculation of probability of
the state of patient on the next step of design [Meauk 2007, FapmoTkuna 2005].

Human organism as most complex organized biological systems can be represented by the difficult system with
the great number of entrances and outputs and this system in different moments of time can be in one k-th of the
N possible distinguished standings.

There is also discrete kind of temporal intervals between the separate steps (by stages) of process of diagnostics
and treatment.

As is generally known, the system is determined if the vector of probabilities of the initial state of the system
P,(0), and also conditional probabilities of transitions B,; from current state k into the i-th state during f chosen
interval of time At , i.e. during one step, are known.

It means that if present probability of a patient was on start point in one of five initial states, and also probability of
change of patient's states till the next checking point are known, it is possible to calculate probabilities of being of
the system at any k-th state on a next step, i.e. at the moment of time # + Az [Tokmaues 2003].

Mathematically this probability will be determined on the formula of complete probability:
Pk(H'At): Pl(t)Plk +P2(t)'P2k +P3(t)'P3k +P4(t)'P4k +P5(t)'P5k +P6(t)'P6k +P7(t)'P7k

Thus also there is the requirement, that the sum of probabilities of all states is equal 1.

Values of probabilities of a patient in the moment of current checking point is in one of seven states, base as
beginning data for the calculation of probability of the patient's state on a next step of imitation.

The results of imitation in form of changes dependences of these probabilities from the initial patient's state in a
sub-group and from the got type of treatment are shown on the fig. 1 - 5.
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Fig.1. Probability of presence of the state of E1—E7 in the first (a) and second (b) groups for sub-groups with the initial state of E2
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Fig.2 Probabilities of presence of the state of E1-E7 in the first (a) and second (b) groups for sub-groups with the initial state of E3
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Fig.3 Probabilities of presence of the state of E1-E7 in the first (a) and second (b) groups for sub-groups with the initial state of E4
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Fig.4 Probabilities of presence of the state of E1-E7 in the first (a) and second (b) groups for sub-groups with the initial state of E5
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Fig.5 Probability of presence of the state of E1-E7 in the first (a) and second (b) groups for sub-groups with the initial state of E6

Analysis and discussion

General review of the received graphs a) from every figure shows on the increase of quantity of steps in medical
treatment of patients only by synthetic preparations from the first group, at condition that a patient came on the
first examination with more heavy form of disease. Similar situation and with the graphs on figures 6) for the
second group of patients which got phytotherapeutic preparations. Thus, to talk about a critical moment in the
dynamics of the state of patient it is possible on a step, when probability of the «conditionally healthy» state
higher than probabilities of all the other states. For example, on Fig.2a this step is the number 5, and on a Fig. 4a
this step is the number 12. The number of such step shows minimum duration of medical treatment for every
group of patients.

Pair analysis of the graphs of probabilities of the states for two groups of patients at identical initial states of
patients shows that minimum duration of medical treatment at patients from the second group shorter already
since a Fig 2. l.e. even at presence of easy stage of disease: for the initial state of E3 difference in minimum
duration of medical treatment between groups is equal 2 steps. l.e. 2 months, at the initial state of middle degree
of declining is difference in 4 steps or in 4 months, and at the heavy degree of declining is already in 9 steps or in
9 months. That indicates on efficiency of the use of phytotherapeutic preparations.

Similarly note should be taken, that for the second group of patients the minimum duration of medical treatment
gives more high absolute values of probabilities of «conditionally healthy» state. So, at the initial state of E3 the
probability of the state of E1 in the first group at fifth control examination is 31%, and for the second group on the
third control examination is 82%. Similar situation for the initial state of E5: for the first group of the state of E1
achieves the value 22% over a year, and for the second group is 58% over 4 months of medical treatment with
the phytotherapeutic preparations application.

Fact that for all the time of treatment of patients from first group with, for example, the middle degree of deviation
(fig. 3a) till the moment into which probability of state «de been ease healthy» becomes maximal from all possible
states, most value of probability at state E4, i.e. of the initial state, is very interesting. In contrary to the second
group of patients (puc.3b) already on the second step of treatment with using of phytotherapeutic facilities,
probability of more easy degree of deviations becomes most. This tendency is saved on every subsequent step
up to a «critical moment», when from all states maximally probably becomes «de been ease healthy».

That is why all graphs of dependences of probability of the states for the second group have a peaks kind, but the
graphs of probabilities for the first group of patients are declivous and in the separate places of probability of the
«unhealthy» states, i.e. of all except for the state E1, even increase during one-two the steps, for example, steps
2-4 on fig.3a, steps 2-5 on fig.4a and steps 2-6 on fig.5a.

It marks that especially during these stages the results of treatment are extremely unsteady.
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Comparison of the models and actual results of states probabilities during renewal of equilibrium disturbance of
human organism with using phytotherapeutic facilities showed that exactness of their coincidence on the interval
t=3 made 91% (table1) and 86% at treatment by synthetic facilities.

Conclusion

The increased interest to the use of phytomedications in treatment requires additional researches of their
efficiency. The results of the conducted research allow getting numeral confirmation of effective application of
phytotherapy facilities. The comparative analysis of numeral results of probabilities of the patient's states showed
reduction of duration of treatment, more rapid transition from the grave conditions into lights, and also receipt of
more credible, i.e. steady positive changes at renewal of equilibrium disturbance of human organism with the
additional use of phytomedications. From other side, as well as all other results of modeling, offered models can
be efficiently used on prognostication of results of medical tactic.
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SMART PORTABLE TESTER FOR BIRD FLUE EXPRESS-DIAGNOSTICS:
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Abstract: In the V.M. Glushov Institute of Cybernetics of National Academy of Sciences of Ukraine in
collaboration with O.V. Palladin’s Institute of Biochemistry of National Academy of Sciences of Ukraine the smart
portable device for express-diagnostics of acute viral infections, including bird flu, is designed. The device is
based on the effect of surface plasmon resonance. The principles of device are described in the article.
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Introduction

Ukraine and others countries suffer from spreading of retroviral infection and others dangerous infectious
diseases, including Newcastle disease, bird flu etc. At the same time laboratories for express-diagnostics of listed
diseases are absent in the areas of pandemics. This diagnostics is made to order in well-found laboratories, witch
are situated in several large cities or others countries. As a result of untimely detection of epidemic every country
incurs large losses, and not only animals' lives, but also people's lives are under thread in areas of epidemic.

Taking into account the necessity of medicine in the infectious diseases express-diagnostics of people and
animals, such as bird flu, anthrax, tularemia, Newcastle disease and others, the urgent problem now is
development, creating and experimental tests of portable biosensor device with GSM-connection and GPS-
system for express-diagnostics of acute infectious diseases (including ones of retroviral origin) in the field
conditions with transmission of infectious disease place and character by radio-channel.

Because of modern achievements of microelectronics and informatics means it is possible now for the first time in
Ukraine to create enough cheap portable biosensor devices on the base of surface plasmon resonance (SPR) for
monitoring of especially dangerous infection agents in the field conditions of exploitations. These devices don't
need qualified personnel for exploitation. There are no portable industrial devices for express-diagnostics of bird
flu and others similar acute viral infections are absent in Ukraine and in the world (see table 1).

Problem description

Taking into account the necessity of wide using of biosensor devices for express-diagnostics of animals and
people illness for acute viral infection, such as bird flu, in the places of possible pandemic spreading, in the
V.M. Glushkov Institute of Cybernetics of National Academy of Sciences of Ukraine (NASU) in collaboration with
O.V. Palladin’s Institute of Biochemistry of NASU there is designed of enough simple and cheap biosensor device
on the base of SPR for this goal.
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Table 1. Comparative parameters of biosensor devices for bird flu diagnostics

Device Vereflu Biosensor for bird flu ~Interference  Biosuplar ~ Biacore ~ Biosensor on
hame diagnostics biosensor 3000 the base of
SPR
Laboratory Institute of Biophysical ~ Germany,  Sweden, Institute of
“Veredus”  bioengineering and engineering  www.micr www. Cybernetics
(Singapore) hanotechnology, group from 0- biacore.co of NASU,
, Institute of genome, University of ~ system.de m Institute of
Developer ~ company Institute of Twente city, Biochemistry
“ST biomolecular and Holland of NASU,
Microelectro cellular biology Ukraine
-nics” (Singapore), company
“ST Microelectronics”
Portable Yes Yes Yes No No Yes
Developme - Experiment Experimental Experimental Labqrato- Laboratorial  Experimental
nt stage al rial
Tt;:‘es;gtltr:e 2 hours 30 minutes 2 minutes 1 hour 1 hour 2-5 minutes
. Not 10 000 30 000
Cost 150 USD Not determined determined USD USD 300 USD

As we can see from table, portable biosensor devices for express-diagnostics of bird flu or other acute infectious
diseases viruses are until now on the development stage. It is evidence of urgency of chosen direction.

The features of new biosensor device are the following:

- direct analysis without using reagents;

- express-diagnostics during several minutes;

- analysis with using only 1-2 drops of blood;

- price of analysis no more than 1-2 USD;

- resolution is enough to detect the presence of diagnostic-significant immune components, for example ones
typical for bird flu, in threatening quantity in the people or animals blood;

- small sizes and weight (less 0,5 kilogram);

- battery supply;

- field application, for example in the places of gathering of migrant birds or in the places of dearth of poultry;

- processing of analysis data, to show analysis results on build-in display and transfer them by radio-channel to
regional medical institutions;

- simple use;

- high productivity — tens of analysis per hour;

- low cost.

Principles of design

The device belongs to area of biological substances researches by analysis of SPR curve shift, size of which is
proportional to mass or concentration of biological substance in the research liquid. The device is intended for the
express-diagnostics of acute infectious diseases, including bird flu, in the field conditions and data transferring by
radio-channel from places of epidemic to medical institutions. In the device it is used SPR effect, according to
which the size of SPR curve shift or, it is the same, the change of refractive index is proportional to the antibodies
concentration in the ill bird blood, which is placed on the sensitive surface of the device. The device sensitive
surface is covered by layer of analyte, which contains special proteins of bird flu (antigens). lll bird antibodies
interact with these proteins.
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A6

Figure 1. Resonant characteristics of SPR sensor:

1 — with absence of analyte molecules on receptor layer;
2 — with presence of analyte molecules on receptor layer.
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Figure 2. Surface appearance of laboratory-on-crystal Spreeta

Because of “antigen-antibody”  reaction
antibodies, if they are present in the bird blood,
combine with device sensitive surface, what
causes shift of SPR curve (see fig. 1). Date
about presence or absence of antibodies,
which are got by means of device in the field
conditions, are transferred by radio-channel to
the medical center.

In the offered device there is used, such called,
laboratory-on-crystal Spreeta TSPR 1A170100
(see fig. 2), which is manufactured by company
Nomadics, Inc on the base of SPR [Nomadics,
Ti]. Spreeta contains prism with sensitive
surface. The prism has build-in LED, mirror,
photodetectors and logic units. LED exit is
connected by means of optical line to sensitive
surface of prism, sensitive surface of prism is
connected by means of optical line to the
mirror, which has optical connection with ruler
of photodetectors, exit of which is exit of
Spreeta. LED lights up sensitive surface and
light beam beats off to mirror. Then reflected
beam falls on photodetectors of Spreeta (see
fig. 3).

Laboratory-on-crystal Spreeta converts the
SPR curve shift to discrete pulses. These
pulses are digitizing, processing in the portable
device and then data are transferred by radio-
channel.

The functional diagram of designed portable
device is shown on the fig. 4, which includes
Spreeta sensors, analog-digital converter,
microprocessor unit for electronic processing,
display and radio-channel.

Analysis data are transferred from device to
the medical center or laboratory by means of
radio-channel. As radio-transmitter it is used
the original unit, which is developed by
company "VD MAIS" [vdmais]. Besides data
analysis also information about place of
analysis is transferred by means of radio-
channel. For this goal it is used GPS-system,
which is built in the radio-transmitter. Principle
of operation is based on the transferring all
data through radio-channel (by means of GSM-
technology) directly to the Internet, and then to
the server of medical organization.
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1 - LED; 2 - polarizer; 3 - flow-through cell; 4 — thermistor; 5 — sensitive surface; 6 — mirror; 7 — photodetectors

7

Figure 3. Optical scheme of laboratory-on-crystal Spreeta
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Figure 4. Functional diagram of the device
Conclusions

- as a result of made review of scientific research materials and documentation on mass electronic
components and systems we can make next conclusion — off-the-shelf portable devices for express-
diagnostics of acute viral infection, including bird flu, are absent on the world market. Now there are
fulfilled several enough prospective researches in the some leading universities of the world and

conducted tests of experimental samples;
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- present off-the-shelf laboratorial devices are not suitable for mass using in the places of pandemic and,
in addition, they are very expensive and need high qualified personnel for exploitation;

- specialist of V.M. Glushkov Institute of Cybernetics of NASU together with specialists of O.V. Palladin’s
Institute of Biochemistry of NASU developed original portable biosensor device with radio-channel for
express-diagnostics of acute viral infections [Palagin, 2007; Patent, 2006], including bird flu [Romanov,
2007; Starodub, 2007];

- this time experimental sample of device is under investigation.
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KFTKGA: KNOWLEDGE FLOW TRACER AND GROWTH ANALYZER
FOR COMMUNITY LEARNING

S.M.F.D. Syed Mustapha, Charles A.H. Chong

Abstract: The advances in building learning technology now have to emphasize on the aspect of the individual
learning besides the popular focus on the technology per se. Unlike the common research where a great deal has
been on finding ways to build, manage, classify, categorize and search knowledge on the server, there is an
interest in our work to look at the knowledge development at the individual’s learning. We build the technology
that resides behind the knowledge sharing platform where learning and sharing activities of an individual take
place. The system that we built, KFTGA (Knowledge Flow Tracer and Growth Analyzer), demonstrates the
capability of identifying the topics and subjects that an individual is engaged with during the knowledge sharing
session and measuring the knowledge growth of the individual learning on a specific subject on a given time
space.

Keywords: Knowledge tracing, Knowledge measuring, SECI model
ACM Classification Keywords: H.1.2 User-Machine System

"

Conference: The paper is selected from International Conference 'Intelligent Information and Engineering Systems
INFOS 2008, Varna, Bulgaria, June-July 2008

Introduction

In the past decade, there is a continuous growth of interest in knowledge management system as reflected
through the research activities reported by the industrialists and academicians. The research in this field is driven
by the compelling factors of building knowledge worker, generating knowledge economy and developing
knowledge-based society. Organizations are enthusiastic to observe these changes and the impacts to the entire
organizational settings, cultures and behaviours. Recently, the hopes for the knowledge management successes
have been argued and presumed as hypes or failures. The analyses for these failures have spawned many
hypothetical solutions, methodologies and approaches to overcome the shortfall. The implication of these studies
still emphasizes the importance of knowledge as the essential element to the modern practices of knowledge-
intensive organization. The drawbacks lie within the human factors more than the technology. As such,
knowledge management approaches have gradually evolved from technology driven to technology-and-
community driven. Our approach, so-called Intelligent Community Informatics (thereafter, ICI) focuses on the
three knowledge management components which are the community, knowledge and learning in equal balances.
This paper discusses our work where the three components are integrated and operated symbiotically to create
the learning community environment by sensing the learning flow of the individual as well as the community and
measures the growth of knowledge of different domain. This is demonstrated in our system called KFTGA
(Knowledge Flow Tracer and Growth Analyzer) as discussed in section 2. Section 3 describes the application of
KFTGA on SECI model environment; Section 4 gives the conclusion of the work.

KFTGA (Knowledge Flow Tracer and Growth Analyzer)

The engine for tracing the knowledge flow and measuring the knowledge growth resides as the backend system
incorporated in the knowledge sharing platform. Figure 1 shows the four types of KSAs that an individual like
Allen can do in any knowledge sharing applications (such as blogs, forums, e-mails, instant messenger, video
calls). There are many knowledge sharing applications that are available in the market that are currently used in
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the research laboratory which supports different modes of communication (synchronous or asynchronous, text,
audio or video).

- Reading online news
- Audio Meeting . . .

- Downloading online materials
- Video Conference -
- Browsing internet
- Online Meeting )

- Searching resources

KSA1 KSA2
-Writing e-mail
-Posting blogs -Organizing papers based
-Providing on subjects
solutions on -Summarizing the content
technical forum of paper
-Writing manuals -Collating periodical

‘ documents
S 3
Engine for tracing
knowledge flow tracer

and measuring
knowledge growth

KFTGA role is to monitor the knowledge that transpired around the KSA application in terms of the topics and the
subject domain that an individual or a community is engaging in. For example, KFTGA can sense whether Allen
and her friends share their knowledge through various stages of KSA on a specific subjects or topics. Another
way, the system is also able to identify what are the various subjects or topics that linger around the community
during the knowledge sharing activities. In addition to that, the KFTGA system can determine which topics or
subjects are more dominant than the others. To the best of our knowledge, there is no technology that has been
built that integrates the content of the knowledge transpired among various knowledge sharing applications such
that the content can be analysed for the purpose of tracing knowledge flow and measuring knowledge growth.
The three aspects of content analysis are given below:

1. Relevancy — given the knowledge domain, the system will inspect whether the topics/subjects covered in
the knowledge sharing activities are within the ambit of the knowledge domain.

2. Growth — the system periodically examines the size of the knowledge repository enlarging based on the
two different point of time on a specific set of knowledge domain.

3. Variation — the system detects whether there are variations of side topics being discussed within the
main topics/subjects of the knowledge sharing activities. For example, within the main topic of

“knowledge management” there are variations such as “Analytic Hierarchy Process”, “collaborative
learning” or “ontology”.

The content that is captured from various knowledge sharing applications comes in different format needs to be
transcribed into text format to be processed and analysed with respect to the Relevancy, Growth and Variation.
The challenging parts of the work are

i. to extract the conceptual meaning for each transcription generated from the informal discourse (discussion,
blogs, emails or chat) as well as from the formal knowledge sources such as printed materials like manuals,
scientific documents, reports. The challenge is that these sources are not predetermined in terms of the
format, language style, document structure and presentation.

ii. to cluster the groups of the keywords which belong to the specific topics/subject such that these group can be
the determinant factor to detect the relevancy of a given transcription. This approach is not similar to the
traditional approach where the word dictionary such as WordNet or Ontology is used to classify the words.
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iii. to measure the growth size of the transcriptions on specific subject between two progressive time points from
the transcripts which are purely textual information. The measurement of the growth size needs to be
translated into numerical value.

iv. to find the conceptual differences between a transcript and the domain knowledge where the difficulties would
be to find the subtopics which are included in the main stream of the domain knowledge.

KFTGA technology

This paper addresses the methods of tracing the knowledge flow and measuring the growth of knowledge for
community knowledge. The community knowledge is built on the formal and informal knowledge that are
transcribed from several forms of communications and knowledge sharing activities such as online meeting, video
conferencing, face-to-face, documents uploading and downloading, message posting etc. The reposition of these
transcriptions is called community knowledge which evolves over a period of time. Therefore, it is essential to
have a mechanism to be able to automatically analyze the content of the knowledge that flows within the
repository and also measure the progress and development. By doing this, knowledge sharing attributes such as
the learning pattern, the community interest and the knowledge building performance can be gauged. This
research work provides three aspects of knowledge tracing and knowledge growth analyzing which are the
relevancy, growth and variation. The interesting part is that these values are determined mainly from the textual
transcripts generated from formal and informal knowledge sources.

Relevancy

Automated detection on relevancy is difficult since it requires one to understand the subject being discussed in
the forum, e-mail, scientific document or report in which they may come in a short or long text. For a short text,
there may not be enough words to be analyzed in order to determine the context of the discourse. Other
difficulties are that the words usages may differ from one author to another even though they are used to refer to
the same context. We avoid the usage of dictionary or word ontology as building them can be time consuming,
laborious and costly. Our method allows new subject domain to be added into the community knowledge without
the need to upgrade manually the new keywords definition as in the static ontology or dictionary. The KFTGA
system builds the keywords definition automatically in incremental manner. The relevancy is determined from the
two processes described in Figure 2 and Figure 3.

The set of keywords for a subject domain is built by analyzing formal sources that are published officially such as
journals, proceedings, operation manuals, technical reports and others. The characteristics of these sources
should be that the contents are specific to a certain topic, there exists finite set of discriminatory keywords that
populates the document to represent the subject domain of the document and the representative discriminatory
keywords are common to other sources of similar topics.

y o y oo

For example, the keywords such as “socialization”, “externalization”, “internalization” and “combination” are the
discriminatory keywords for the articles on “SECI model” topic. The process flow in Fig. 2 produces the
discriminatory words extracted from each document and these words are considered as the well-representatives
for the chosen topic/subjects. That means if the collections of documents are about “Knowledge management”,
then those DW words are the acceptable words being commonly used by the professionals, practitioners and
researchers in that domain. The collection of words is now being treated as the pools of words under the category
of a specific domain. This approach has an advantage that it can build its own recognizable word list without the
need to build a dictionary or ontology which is usually built manually. Once the DW words are compiled, they can
be used in the Words Mapper in the form of weight to identify whether a given document is Relevant to the
domain as shown in Figure 3.
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Collect formal published documents with the same
subjects/topics

,

Determine the word frequency for each
document

A

Remove the non-functional words based on
the words frequency

y

On each document, determine the discriminatory words by applying the following formula for each word, P:

no of frequency in a doc

no of documents the word occurs

\ 4

Extract the discriminatory words, called DW based on the high P

Figure 2. Determine the Discriminatory Words (DW)

Word Mapper Determine
/ . the value of R
-/ ght* berof word:
% 5 weight* (numberof words map) (Relevancy)

numberof availablewords

Note: The weight is the value of P calculated from DW.
Figure 3. Word Mapper to determine Relevancy

Growth

The engine runs over a period of time that it is possible to measure the development aspect of the resources, so-
called growth. There are four dimensions of growth that are The growth is defined as the increment of i) the
number of resources that are made available in the knowledge repository (RG) ii) the number of terms that are
relevant to the topic/subject (TG) iii) the number of references/usages (RUG) iv) the number of resource
maintenance activities (MG).

Resource Growth

R Ry
" total number of resources
_ ®p-®)g
> total number of resources
RG =T, -T,

R —number of relevant resource

R - number of irrelevant resource

where T1 and T; are two different time points and T1 < T
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Term Growth
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Variations

For every main concept, there are always sub concepts that are associated to it. For example, if the main concept
is VOIP (voice over IP), the possible sub concepts that are associated to it could be “skype”, “economics of
VOIP”, “phone adapter”, “Cisco”. The difference between the main concept and the sub-concepts are that the
main concept appears as the frequent words in all documents while the sub-concepts appear as the frequent
words in some specific documents. This can be determined from the following algorithm.

1.Foralld; € D wherei={1,2,..N} and D is a set of documents
2. Calculate fy, for allion each t; € d;, called fé{

3.For each tj € dj, calculate N where

Nis the number of documents that t; occur, called th

N;.
4. Given P as the total number of documents, then if Tj >&

where ¢ is the threshold, add t jto list T'

N;.
5.Given P as the total number of documents, then if TJ <u

where 1 is the threshold, add t; to list T"

6. T'=main concepts and T" = sub concepts
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KFTGA application on SECI model

KFTGA uses SECI as the knowledge creation model for its community of learning. SECI model, introduced by
Nonaka and Takeuchi [Nonaka and Takeuchi, 1995], has received world-wide attention by many researchers. It
proposes four types of knowledge conversion based on tacit knowledge and explicit knowledge as shown in
Error! Reference source not found.. Each quadrant represents the conversion type, tacit-to-tacit (socialisation),
tacit-to-explicit (externalisation), explicit-to-explicit (combination) and explicit-to-tacit (internalisation). The
common understanding about the model is that the knowledge creation will take place as the result of several
knowledge conversion spirals.
Tacit Tacit

Dialogue

Socialisation Externalisation

= allows (o share converts lacil rxn
(2] tacit knowledge into explicit =]
lf_ﬂ knowledge | ==
0,

-

m

b ><
‘© e =)
@ |Internalisation = Combination | ==
|— converts explicit combines different types Q_
into tacit knowledge of explicit knowledge | e

Explicit “"™” “"Explicit

Figure 4 SECI model (adapted from [1]Error! Bookmark not defined.)

The SECI model has received an equal acceptance, rejection and modification from various researchers. Chati
[Chatti, 2007] issues a significant relevancy of SECI model to Web 2.0 by describing the emerging technologies
that can be used for different quadrant of SECI model; social media (e.g. Wikipedia (reference), MySpace (social
networking), gather.com (social networking), YouTube (video sharing), Second Life (virtual reality), Digg (news
sharing), Flickr (photo sharing) and Miniclip (photo sharing)) for Socialisation; Discussion channel such as Blogs,
Chats, E-mails, IM and Video-conference and any community publishing portals to express opinions such as
ratings/voting/feedbacks support Externalisation; managing knowledge through a systematic source integration
techniques such as RSS/Atom, Pod/vodcasting or any Mashup applications can be considered as Combination;
and Multi-player gaming and simulations are examples of Web 2.0 applications that fall under Internalisation.
Hamalainen [Hamalainen, 2003] reports the SECI models fits well in the software and research development
work where all quadrants are found to be significantly exist in all of the three tested case in the R&D work even
though the degree of its applicability may differ. Rice and Rice advocate the possible implementation of SECI
model for project in a multi-organisational environment where the employees are not necessarily situated locally
[Rice et al, 2009].

KFTGA captures the learning activities that can be characterised by the SECI model in order to trace the
knowledge flow evolution of for an individual as well as the group.

Conclusion

KFTGA emphasizes on building the technology where the learning flow of the community can be gauged. The
SECI model is used as the reference model for categorizing the four types of knowledge flow phases. The model
covers well on every aspects of knowledge sharing activities (KSAs) that could take place on the web
environment. It is hypothesized that the KFTGA system that we build could reside behind the knowledge sharing
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platform and could perform two essential functions. Firstly, is to trace the knowledge of certain subject or topic
that an individual is engaging with during the knowledge sharing session; and secondly, is to measure the growth
of knowledge pertaining to the subject or topic. In other words, KFTGA will be able to determine whether an
individual has delved a lot on certain topic and the quantity of knowledge the person has invested in.
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Abstract: In this paper we propose an approach for cost-effective employing of semantic technologies to improve
the efficiency of searching and browsing of digital artwork collections. It is based on a semi-automatic creation of
a Topic Map-based virtual art gallery portal by using existing Topic Maps tools. Such a ‘cheap’ solution could
enable small art museums or art-related educational programs that lack sufficient funding for software
development and publication infrastructure to take advantage of the emerging semantic technologies. The
proposed approach has been used for creating the WSSU Diggs Gallery Portal.
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Introduction

In response to the increasing concern for preserving cultural heritage and making it universally accessible,
numerous virtual museum projects have been initiated worldwide. Most of these projects are focused on
problems related to using content management systems to enter or convert, catalogue, and index digital content.
The content is typically indexed with a mix of local and industry-standard metadata, such as Dublin Core,
Categories for the Description of Works of Art, etc.

The potential of the emerging Semantic Web technologies to enhance the efficiency of the search within virtual
museum collections and make them interoperable has also attracted the attention of researchers and
practitioners in the area. Several projects have been recently investigating how the Semantic Web technologies
can be deployed to provide better indexing and search support within large virtual museum collections, including
the Dutch Continuous Access to Cultural Heritage (CATCH) Program [CATCH url] that includes the Cultural
Heritage Information Personalization Project (CHIP) [CHIP url], Charting the Information Landscape Employing
Context Information (CHOICE) Project, etc., the Finish Museum-Finland and Culture-Sampo Projects [Hyv onen
et al, 2005], the Danish Knowledge Management in Museums Project, etc. These large-scale projects aim to
employ semantically richer knowledge representation scheme than traditional metadata schemas in order to
support enhanced semantic search and browsing, reasoning, and personalized access to the collections. They
typically use W3C Semantic Web languages RDF and OWL to semantically annotate the targeted museum
collections, and develop ad hoc frameworks requiring considerable programmers’ expertise and resources. It is
not easy to reuse the created platforms for new museums/digital art collections.

In this paper we propose an approach for cost-effective employing of semantic technologies to improve the use of
digital artwork collections. It highly reduces the involved software development being based on a semi-automatic
creation of a Topic Map-based art gallery portal (through the use of our existing Topic Maps tools). Such a
‘cheap’ solution could enable small art museums or art-related educational programs that lack sufficient funding
for software development and publication infrastructure to take advantage of the emerging semantic technologies.
We have bed tested our proposed approach in creating the WSSU Diggs Gallery Portal.

The paper is organized as follows. We start with a discussion of the advantages of using the Topic Map
technology for developing semantics-navigated Web portals, which made the development of the generic Web
portal possible. Section 3 describes our approach to creating a semantics-enhanced virtual art gallery portal. In
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Section 4 we discuss the search, navigation, and personalization in the Diggs Gallery Portal, and we conclude in
Section 5.

Topic Maps-Driven Semantic Web Portals

The ISO Semantic Web standard Topic Maps (TM) [Biezunski et al, 2000] provides a very suitable technology for
semantic structuring and annotation of digital artworks collections and can contribute significantly for improving
the efficiency of their searching and browsing. The following backs our proposal:

- Topic Maps offer a standards-based solution for knowledge integration, or Seamless Knowledge [Pepper,
2004]. The Topic Maps data model supports naturally the design of information spaces that offer
ontologically rich representations of information, based on heterogeneous information sources, in an
integrated fashion.

- The Topic Maps model is designed to be understandable for both machines and humans. This allows for
easy and quick creation of Topic Map-based end user interfaces. It also allows the use of some free
general purpose topic map tools (such as TM4L) for creating, maintaining, and searching TM-based art
collections.

- Topic Maps provide a perfect model for web portals; this allows for quick and easy modification,
adaptation and reuse of portals.

0 By implementing the very structure of the portal, a topic map actually drives it: navigating the
portal is navigating the topic map.

o Topic maps support a subject-centric content organization that allows very efficient construction
of “topic pages” that contain all the available information in the collection about a particular
subject.

- The Topic Maps model supports elegantly both semantic navigation and search:

o The semantic aspect of Topic Maps is covered with associations. Differently from RDF
statements, they are not triples (<subject, predicate, object>), but bind together an arbitrary
number of topics. Each of the participating topics plays a specific role. Thus associations
support naturally semantic navigation in topic maps.

o Topic Maps-based collections can offer contextual support to users during their search and
query, by helping them to express correctly their information needs so as to find quickly needed
information. This is especially important when users don’t know what they are looking for, as
well as for small collections where a standard keyword-based search will often fail to find
matching objects.

- The fundamental “merge” feature of Topic Maps allows for easy and effective merge of existing
heterogeneous information resources while maintaining their meaningful structure. The possibility for
merging topics can support:

o Flexible and efficient re-using and extending of existing collections.
o0 Collaborative content authoring.

- Topic Maps can support exchangeability, reusability, and interoperability of information through the identity
mechanism built in their model. This is a distributed and democratic mechanism for assigning unique,
global identifiers (URIs) known as Published Subject Identifiers, to subjects of common interest, thus
making it possible to know when topics subjects are the same.

- The TM concept of scope (context within which a characteristic of a topic may be considered to be true)
allows supporting naturally different views or perspectives on a collection. A common use of scope is for
providing localized names for topics or defining contexts.

In the context of virtual museums, the Topic Maps model can support subject-centric architecture that is able to
accommodate not only digitized images and text, but equally their subjects, themes and movements, their
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authors, as well as the people and places, objects etc. mentioned or depicted in those images (or texts). Because
of the generality of the Topic Maps paradigm, the conceptual structure can be extended as needed, e.g. to
include extra classification schemes such as particular categorization of sculpture artifacts, or to provide more
specific types of relationships between images. The subject-centric principles, which are in the center of the Topic
Maps paradigm, could have a positive impact on art collections organization. From an authoring perspective, the
subject-centric Topic Maps model assumes that the author begins with the subject itself (reified by a particular
topic) and extends it with associations and occurrences. Unlike the resource-centric view, in which resources are
surrounded by metadata, in the subject-centric view subjects are surrounded by data. A topic map aggregates
information to provide binding points from which everything known about a given subject can be reached. This
approach affects both the collection creation and information retrieval.

The above features of the Topic Maps technology prove its appropriateness for creating efficient topic map-driven
Web portals that support intuitive navigation. Such portals create dynamically the frame structures and content of
the rendered webpage from an underlying topic map. Taking an advantage of this semantic technology we have
created a generic topic map-driven portal along with a tool for automatic generation of specific portals from the
generic one. Our generic portal provides the interface, the topic filtering functionality, and the topic map-directed
browsing functionality. The latter supports two different patterns of browsing based on the structure of the
underlying topic map. By providing a specific description of the desired presentation categories (indexes) and a
specific topic map (an XTM file) to the tool, an author may generate a specific portal from the generic model.
Separate portal versions may be generated by specifying different categories that should be explicated by the
portal (depending on the application, these could be papers, authors, journals, conferences, or as in this case
artworks, artists, exhibitions, etc). The specified categories must be resource or topic types in the corresponding
topic map.

Our approach to rapid development of semantics-enhanced artworks portals was to develop such a portal by
using our previously developed Topic Maps-related tools: (1) TM4L Editor - a general topic map editor [Dicheva &
Dichev, 2006], (2) a generic topic map-driven portal, and (3) a tool for automatic generation of specific portals
from the generic one.

As a proof of concept we have created a semantic web portal for the WSSU Diggs gallery [Diggs Gallery url].

The Virtual Diggs Gallery

Diggs Gallery is a small art gallery but offers one of the largest exhibition spaces dedicated to the arts of Africa
and the African Diaspora in North Carolina. Exhibitions, publications and programs address a broad range of
artistic expression, with special concentration on African-American and regional art. With the creation of the
virtual Diggs gallery, our goal was from one side to investigate the appropriateness and easiness of applying the
TM technology for creating software for cultural heritage projects, based on Topic Map-based semantic
structuring and annotation of digital artworks collections, and from another, to increase the accessibility of the
Diggs Gallery artifacts to the general public.

According to our approach, the development of the Diggs Gallery Portal involved:

1. Creating an appropriately structured topic map that contains the semantic annotations of the Diggs
Gallery artworks by using our TM4L Editor;

2. Automatic creation of a Web Portal as an instance of our generic Topic Map-based Portal that was
slightly adapted to meet the requirements of the Diggs Gallery Portal;

3. Changing the design of the main web page of the portal (optional).

With regard to (1), we designed a topic map model of an artwork collection and using this model created a topic
map in the TM4L Editor. Our goal was to organize the collection in a way that helps to highlight the meanings and
relationships that exist between the artifacts in the collection and across the collection as a whole. This goal
provided the strategic factors forming our design requirement of the model. Fig. 1 displays a screenshot of the
Diggs topic map, as created in the TM4L Editor.
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Figure 1. Screenshot from the TM4L Editor used for creating the Diggs topic map.

The topic map model contains the following topics and relationships:
- Topics

(0]

O O O 0O 0O 0o O°

Art Works
= Topic name: title of the art work

= Qccurrence types: Year, Dimensions (in inches and centimeters), Narratives / Description, Inscription,
Gift from

Type of work (e.g. Public Art, Painting, Drawing, Print)

Medium (e.g. Acrylic on canvas, Oil on canvas, Granite, Steel, Stone, etc)

Theme of Work (e.g. Animals, Still Life, Portrait, Family, Religious, etc.)

Collection

Exhibition (will be used for constructing the Exhibition History)

Art movement (e.g. Renaissance, Impressionism, Graffiti Art, etc.)

Artist

= Topic name: Artist’s full name

= Short (variant name)

= Qccurrence types: Year of Birth, Year of Death, Biography, References (for the biography), Nationality

- Relationships

O O O 0O 0O 0o O°

(0]

Artist-Work (with roles Artist and Artwork)

Type-Work (with roles Type of artwork and Artwork)
Medium-Work (with roles Medium and Artwork)
Collection-Work (with roles Collection and Artwork)
Exhibition-Work (with roles Exhibition and Artwork)
ArtMovement-Work (with roles Art movement and Artwork)
Theme-Work (with roles Theme of artwork and Artwork)
Artist-Nationality (with roles Artist and Nationality)

With regards to (2), we have used our program for automatic generation of a Web portal from our generic Topic
Map-based portal. To match the particular art gallery portal requirements this process was followed by minor
adaptation involving replacement of the names of the artworks upon rendering with the actual image (as shown in
Fig. 2), or with an icon representing the artwork (as shown in Fig. 5).



96 Intelligent Technologies and Applications

alnisl

8=

Wiliwma Cots Broven (L) =)

Vear: 1995

Wark of Arts
Dimensions : image 40.25" x 39.75” Frams
Exhibitions 487 x 4525
Artist: Nanotte Carter
My Favorites

Exhibitions: MAGES OF AMERICA. African
Amancon Volces

Medium: Par-Cul

Tyme of Work: Painting

=l
Figure 2. Diggs Gallery Portal: An artwork view.
LIE]
R e [
|G - - (] (F] | e e e - TS
ke [ ot prerr—— ) 18w

Wolocme drga eenl (Logs) ||

1 -
EEE Diggs Gallery

Martin Luther King Jr.

Dimengions : 17 A% x 9 x 10in

Year : 1897

= Artist: Charles Alston

ArtWork Scuipture

SLIE]
r

e LT T — EEN

Weleome: Cris Brown (Logms)

B8 | Diggs Gallery
5

H [Setoct Type cd Wik =] [Select Medrm =] [Setect Thame of wark =] [Setect At Movement =] Submit

Bacne g g !.ﬁ
Work of Arts

alelx
»r
|0m - (o | ) s ;‘.lm e | e L i
| L Ty g g 8=

Walcime. Cris Brown (Lagost |

Artista
Werk of Arts
Exhibitions
Ssarch

My Favoritos

|

Figure 5. Diggs Gallery Portal: A personalized entry page for a registered user.
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Although the generated Diggs Gallery Portal was fully functional and usable, we decided to extend further its
functionality so that authorized end users have a publication channel , i.e., can add new artworks or edit the
existing information directly from the portal, without a need to download the topic map, edit it in TM4L and upload
it again on the site. Thus we implemented an extension to the portal allowing direct authoring of the underlying
topic map. The editing menu is displayed only to registered users that are appropriately authorized. Figure 3
displays a screenshot from the Diggs Gallery interface showing the editing menu.

Search, Exploration, and Personalization in the Diggs Gallery Portal

As we already mentioned, the Topic Maps model supports elegantly both semantic navigation and search.
Dubbed “the GPS of the information universe’, topic maps are destined to provide powerful new ways of
navigating large and interconnected corpora — their connectivity can support intuitive navigation and topical
search. This is the feature that made possible the proposed topic map-driven generic portal, since it ensured
seamless navigation using the topic map connectivity without the need of defining specialized domain-dependent
queries to the portal back-end. The resulting portal provides versatile facilities for searching, browsing, and
navigating around the art collection. Semantic search based on ontological concepts and semantic browsing
allow dynamic presentation of semantic associations between search objects to the end-user as recommendation
links with explicit explanations. Thus a portal visitor can navigate and explore the collection in a way dictated by
their interests. For example, when seeing an artwork, if the visitor clicks on the Art Movement value for this work,
say it is Harlem Renaissance, they will be presented with all artworks of the Harlem Renaissance movement. If
they click on the Artist, the artist page will be displayed, etc.

In addition to the topic map-based navigation, for accessing the content of the collection we currently support the
two dominant interface types for searching and browsing arts collections: keyword based search, and searching
based on grouping and semantic relationships to the other objects in the collection. We have implemented multi-
faceted search over type of work, medium, and theme of work. Figure 4 displays a screen shot from the Diggs
Gallery Portal illustrating this functionality.

In line with the best practices in the field, we have also extended the Diggs Gallery Portal with personalization
functionality. Personalization targets improving museum websites usability by supporting user navigation and
assisting users in finding information of interest. To this end, virtual museums automatically adapt the content
presentation using user data stored in a user profile. This data typically include user interests, however, personal
characteristics, such as age, gender, education, previous knowledge, etc. could support even better
comprehension of the collection. Studies have shown that understanding is stimulated when the system uses
concepts familiar to the users (considering their interests and knowledge level. User data is typically collected in
two ways: (1) users fill in online forms to provide data, and (2) the system monitors users’ activities to infer and
record their preferences. In addition, [Rutledge et al, 2006] propose an interactive approach for determining user
interests in a museum collection with the help of a dialog, which uses artefacts from the semantically annotated
collection of the Rijksmuseum Amsterdam to elicit specific user's interests in artists, periods, genres and themes
and uses these values to recommend relevant artefacts and related concepts from the museum collection.

Similarly to the leading large-scale projects in the area, the visitors of the Diggs Gallery Portal get personalized
view on the collection depending of their user profiles. We have employed similar approaches for collecting user
data. Upon registration a new user fills in a registration form, where they can provide some personal data (if they
wish so). Our methods are non-intrusive - the system further builds users’ profiles by tracking user behavior and
mining their logs. As the visitors review art works in the portal (after logging into the system), their activities are
tracked and the tracking data are stored in the system’s database. Tracking allows finding out how much time a
user has spent on reviewing a specific art work and how often he/she has visited the same art work. In addition,
we are currently implementing an artwork rating feature that allows visitors to rate their interest in specific facets
of artworks, which enhance system knowledge about the user. The user data is used for generating a
personalized view of the art work collection for the user (or recommendation of artifacts from the collection). Once
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a visitor logs into the system, it analyzes user's data and a personalized list of art works is generated to be
displayed to that particular user (see Fig. 5).

The envisaged personalization will improve the Diggs Gallery website usability by supporting user navigation and
assisting users in finding appropriate and interesting information.

Conclusion

This paper sketches our experience involving the efforts to improve user access and navigation to a (small-to-
medium size) arts collections, by providing flexible exploration model and by personalizing the user view on the
collection. The reported work has a twofold objective: On one hand, to investigate how the technologies and
tools developed previously from us can be further expanded and repurposed to support semantically enhanced
digital art work collection, and on the other hand, to explore the potentials of Topic Maps-driven digital art
collections compared to other technologies in terms of low cost systems. As a conventional small art gallery the
“proof of concept” repository is composed of a logically related collection of digital objects that can be used to
provide various points of information access, giving the visitors a multi-way and multi-purpose navigation path
through the collection. The presented experience confirms that Topic Maps provide a suitable model for building
portals and other forms of Web-based information delivery.

Future work includes enhancements to content annotation, concept-based organization, and user interface, and
use of the architecture as a platform for more powerful personalization and accelerated multipurpose
classification.
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Abstract: Knowledge portal is an approach used to provide view of domain-specific information on the World
Wide Web [13]. In this paper, we present one approach by using ontology engineering as a conceptual backbone
and relationships for knowledge extracting, structuring and formalizing as a comprehensive way for building
knowledge portal. For illustration of a practical ontology development of knowledge portal, the described ideas
are implemented in a system design for international student service.
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Introduction

Today, data and information can be retrieved from many different sources, such as databases, World Wide Web,
knowledge bases, and other specific information systems. Using web-based technologies, knowledge portals are
developed by providing a single point of access to various types of information [5].

In this paper, we attempt to develop a knowledge portal, which aims to integrate and organize the
data/information resources dispersed across web resources [2] by using ontology technique that makes them
useful, and a framework of user-centric design for accessing the requested information.

Knowledge Portal

The key to a successful knowledge dissemination strategy is to channel the knowledge to the communities of
practice and at the same time provide means for information exchange and peer-to-peer collaboration [9]. One of
the models for a virtual collaborative research environment that provides means for both, knowledge sharing and
collaboration is the “Knowledge Portal” model. Or we can say that the aim of knowledge portals is to make
knowledge accessible to users and to allow users the exchange of knowledge [1]. Knowledge portals specialize in
a certain topic in order to offer deep coverage of the domain of interest and, thus, address a community of users.

Ontology Methodology

Traditionally, basic philosophical definition and its further development are pointing that term ontology stands for
study of “being” [14]. In information science, today, ontology is a set of distinctions, explicitly made in order to
understand and view the world (see Fig.1). There are some of varieties of definitions of this milestone term [7, 8]:

1) Ontology defines the basic terms and relations comprising the structured vocabulary of a topic area, as
well as the rules for combining terms and relations to define extensions to the vocabulary.

2) Ontology is an explicit specification of a conceptualization or a hierarchically structured set of terms for
describing a domain that can be used as a skeletal foundation for a knowledge base.

This definition clarifies the ontological approach to knowledge structuring while providing sufficient freedom for
open-ended, creative thinking [11]. Ontology as a useful structuring tool may greatly enrich modeling process,
providing users of KM-systems as an organizing axis to help them mentally mark their vision of the domain

' The work is partly supported by RFFI grant 08-07-00062-a
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knowledge [4]. For example, ontological engineering can provide a clear representation of a company'’s structure,
human resources, physical assets, and products, and their inter-relationships.
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Figure 1. Classification of ontologies

Here we present a method which is called Four-step Algorithm [5] to create an ontology:

Step1. Goals, strategy and boundary identification: Identifying the purpose of the ontology and the needs
for the domain knowledge acquisition.

Step2. Glossary development or meta-concept identification: This time consuming step is devoted to
gathering all the information relevant to the described domain.

Step3. Laddering, including categorization and specification: Having all the essential objects and
concepts of the domain in hand, the next step is to define the main levels of abstraction, property and relationship
of each concept.

Step4. Refinement: The final step is devoted to updating the visual structure by excluding any
excessiveness, synonymy, and contradictions. Meanwhile, we also follow Gestalt (good form) principles by M.
Wertheimer [16] to achieve the harmony. As mentioned before, the main goal of the final step is try to create a
beautiful ontology.

Knowledge Portal Construction for International Student Service

In this section, for illustration of a practical ontology development for knowledge portal, the described ideas are
implemented in a system design for international student service.

International students are continually facing the problem of searching and applying through today’s information
system which is needed to analyze massive volumes and varieties of data. This situation is not only limited to
students, but also took place to organizations and educators. Thus, based on web-based technology, knowledge
portal is required and developed to facilitate users finding relevant, domain-specific information by using
university database. The portal should provide access to information related to a wide variety of activities [12]. In
the first place it will probably concentrate on teaching and learning and student administration, other areas will
also needed to be considered: student’s life service, financial assistant, passport and visa service, efc.

Members of students and visitors will have different system requirements. But in general, there are some similar
parts could be regarded, the following table summarizes the most highly ranked (see Table 1):
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Table 1. General Student Service Requirement
Study Information
New Student
Current Student
Graduating Students
Life Service Information
Student Services
Employment
Student Union
Entertainment
Passport and Visa Service
Passport Service
Visa Service
Financial Service
Scholarships
Graduate Assistantships
Loans

Ontology Design

Following the aforementioned 4-step algorithm, we try to describe the exact practical procedures on each step by
representing all the visual structures.

Step 1. Purpose and Goals Identification. It is important to analyze the purpose and proposed usage of the
ontology at the beginning of development of process. User requirements analysis is a key part of the user-
centered design process, which increases the likelihood that an implemented system matches users’ needs and
behaviors [6]. If adopted, it could help to overcome some of obstacles to a successful portal implementation of the
university information system.

Goals analyze: A university is seeking to provide useful information for international student. Each parts should
be integrate, tactic and available. The data will help student to:

- Providing useful and up-to-date information about university and program.
* Helping and guiding news to apply the program and make consultation.

* Information for current and graduating student.

- On arrival service, daily service and activity consultation.

- Passport and Visa service

- Financial Assistant

Step 2. Glossary development or meta-concept identification. The second step is devoted to gathering all the
information relevant to the described domain. To achieve this goal, we collected the terms of two sides which are
from the point of view of student and point of view of university, expecting to cover all the possible situations that
will be referred. The terms and concepts from these sources are combined to build a single glossary (see
Table 2).
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Table 2. Glossary of terms and concepts

Applications Student Union Transportation Russian
Applicants Address Certification
Applications Flow Medical Uni. Program Orientation
Service
Applicants Equipment International International
Requirement Network Interchange Education
On Arrival Dormitory Passport Entrance Check-
Service Service up
Housing Security Visa Service FAQ Contact
Service
Health Insurance Activities Scholarships Full-Time Service
Expenses Off-campus Academic Education
Finances Employers Attestation Certification

Step 3. Laddering, categorizing and specifying. After creating all essential objects and concepts, we start to
build practical ontology of the system. First we built an initial visual structure of the glossary terms based on a set
of preliminary high level concepts and the categorization of the glossary terms.

Utilizing MindGenius [10] we build initial ontological categorization or meta-concept architecture from point of view
of university that includes all faculties, departments and staffs, it's a complete description of the university
framework (see Fig.2).
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Contract Preparation I n te n atl ona I Department of Programmes
ol o
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Figure 2. Main meta-concepts for knowledge structuring

However, the portal needs to be much more attended to the practical problem, composed more precise concepts
and hierarchies by analyzing the glossary and previously visual structure [15]. Students from the first visual map
can not easily gain the information or knowledge about their university and campus life. Thus, it is should not only
from the view of university but more concerned with students.

Meanwhile, there still seems to be some disadvantages that may need to be adjusted further. One of them is too
many branches used in the map which may lead visitors to disordered corner. Users sometimes doesn’t have
enough time and endurance to navigate from one place to another in internet to find information they want,
therefore, a specific, ordered and well-structure configuration is more significant [17]. We modify the previous
map to make it more effective and humanizing (see Fig.3).
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Figure 3. Adjusted portal’s structure

Furthermore, we have to think over all the possibilities that may occur when the foreign students are coming to
the university, “What'’s the real help they want to gain from university, not what's the help university wants to
give?” [3] — that’s the only way to solve the problem.

The following diagram shows us the solution (see Fig.4). The output of this step is a user-centered ontological
map, which covers the domain hierarchically.
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Figure 4. User-centered portal’s structure design

Based on the detailed concept map, here we use Top-Down structuring strategy to create basic relationships
between concepts via filling with term of glossary. The output of is a large and detailed map, which covers the
domain hierarchically. The implemented result is shown in Protege 3.3 (see Fig.5 and Fig.6).

Step 4. Refinement and Harmony. To access refinement and harmony, we should update the ontology by
taking into consideration of balance and clarity. We removed all the excessiveness, synonymy, and
contradictions, then use standard, consistent relationships to simplify understanding.
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Figure 6. Hierarchical structure construction in Protege

Conclusion

The knowledge portal is a user-centered environment which a user could gain access to information and
knowledge from a single internet location. To achieve this goal, we have demonstrated the strategy for designing
a system for international student service by using ontology technique which may lay a conceptual foundation and

supports for building knowledge portals. The future work is to use web-based technology to implement this design
in the university information system.
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EMOTIONS AND A PRIOR KNOWLEDGE REPRESENTATION
IN ARTIFICIAL GENERAL INTELLIGENCE
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Abstract: In this paper a prior knowledge representation for Artificial General Intelligence is proposed based on
fuzzy rules using linguistic variables. These linguistic variables may be produced by neural network. Rules may
be used for generation of basic emotions — positive and negative, which influence on planning and execution of
behavior. The representation of Three Laws of Robotics as such prior knowledge is suggested as highest level of
motivation in AGI.
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Introduction

Most sufficient problem in Artificial Intelligence is development of Al functionally similar to human mind. In last
time this problem is especially actual in accordance with growth of research and development in intelligent
robotics, in particular, humanoid robots. Artificial Intelligence oriented on solving of all tasks by human-like way is
named as Avrtificial General Intelligence [Goertzel and Pennachin, 2007].

Most important issues for development of Artificial General Intelligence are:
o to figure out role and mechanism of introducing of emotions in process of thinking,
o tofigure out is it needed to use a prior knowledge and if yes then how to implement one,
¢ how to implement confabulation, i.e. thinking about future, and connection it with planning and actions,
¢ how to realize consciousness and thinking about itself,
¢ how to provide friendly thoughts and behavior of AGI with respect to human beings.

In last time there were published many hypothesis and theories about these [Arbib, 1972], [Pribram, 1971],
[Wermter and Sun, 2000], [Hawkins and Blakeslee, 2004], [Hoya, 2005], [Wang, 2006], [Wang and Wang, 2006],
[Minsky, 2006], [Hecht-Nielsen, 2006]. Unlike these works we try to connect in one system concepts of emotions,
a prior knowledge and friendly to human being behavior.

In this paper we propose the model of AGI based on performance about basic emotions (positive and negative),
hybrid architecture consisting of rule-based a prior knowledge representation with linguistic variable (LV) and
neural network producing values of LV. In section 1 we are talking about role of emotions in AGI. In section 2 we
propose language for representation of a prior knowledge. In section 3 we suggest implementation of Three Laws
of Robotics of A. Asimov in proposed language as highest level of motivation in AGI. This a prior knowledge may
be expanded by adding rules for logical recognition of “good” or “bad” situations with inputs as result of
preprocessing and classification by neural network.

In contrast to another attempts to use the emotions for simulation of mind (for example, in [Goerke, 2006]) we
suppose that we have just two main emotions (positive and negative). Many different more specific emotions
known from psychology are definition of combination of basic emotions with expression of ones by mimics and
other elements of behavior oriented on communication between human beings or with state of organism. Also we
suppose that these basic emotions must be produced by a priory determined rules on high level and
preprocessing by neural networks on low level. Unlike to these
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Role of emotions

A role of emotions in our mind is very wide. There is not definite performance about emotions. It is explained
probably by different view on emotions in different sciences. For example, psychologists basically are interesting
external expression of emotions in communications between human beings, but it is not enough for developers of
Al. For them it is most interesting implementation of emotions as internal states and its influence on behavior. It is
possible to look on emotions from different points of view, e.g. influence of emotions on attention, acceleration of
decision making, connection between emotions and metabolism, usage of emotion for communications and so
on. In this paper we will focus on connection of emotions with motivation or planning.

We suppose that emotions and motivations are very close. Moreover motivation is based on emotions and most
sufficient reason of any activity is attraction to positive emotions and avoidance of negative emotions. Thus we
have just two general emotions — positive and negative. All other emotions are kinds of these basic emotions with
any nuances as result of influence of state of organism (system) and features of interaction with another person.

We believe emotions influence on both selection of goal and achievement of it. The successful process of
achievement of goal is reason of positive emotions and present of any unexpected obstacles is the reason of
negative emotions.

In figure 1 our performance about connection between perception and generation of emotion is shown. We
especially did not write in details unit “Perception and decision making” because this one may be implemented by
different ways with hybridization of different paradigms, e.g. neural networks, reinforcement learning, fuzzy logics
and so on, and this problem exceeds the bounds of this paper.

Generation of

basic emotions Positive - award
A

Negative -
punishment

Classifier of situation, based on
leaning neural network

A

To actuators

Perception, decision making  [€
and planning

T From sensors

Figure 1. The scheme of connection between perception and emotions

Generation of basic emotions (positive or negative) is based on recognition of “good” and “bad” situations, which
may be realized by learning neural network. We suppose that the negative emotions are stimulus for changing of
behavior or searching of new plan, whereas the positive emotions are not such crucial for execution of planned
behavior. The positive emotions are used as award in any kind of reinforcement learning for storing successful
behavior. Produced by such way basic emotions may be stored in associative memory together with any pattern
describing an image or situation and may be used for building of plan to avoid or attract to this pattern.

Thus in our performance the highest level of motivation for behavior and control of behavior is the generation of
basic emotions - negative and positive.
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Representation of a prior knowledge in AGI

It is interesting question how are related in mind learning and a prior knowledge. In beginning of Al this question
was not enough actual because developers are dealing with simulation of symbolic intelligence as a prior
knowledge and usage of this knowledge for solving of tasks. But later when it was clear that learning by
interaction with environment is general property of real intelligence, another extreme approach sometimes is
occurred that the mind has not a prior knowledge. But we think that together with development of learning with
producing of categories, concepts, rules from learnt neural networks it is needed to provide an opportunity to
introduce in AGI a prior knowledge as rules for control of robot at determined situations, for example, like in
experiments with simulated mobile robot controlled by hybrid neural network [Gavrilov and Lee, 2007]. In this
model of robot the behavior is determined by rules in confusion with obstacle, whereas the movement was
controlled by neural network in situations when robot is enough far from obstacles in front. However this is
enough primitive example of combination of prior knowledge and learning. For implementation of AGI it is needed
more complex representation of a prior knowledge with uncertainty. And a measure of uncertainty of concepts
used in rules may be produced by neural networks as result of learning.

We propose follow simple language for representation of a prior knowledge. It is described lower by grammar in
BNF notation.

< Rule > ::= If < Antecedent > then < Consequent >

< Antecedent > ::= < Fuzzy symbolic value > | < Function > (<Fuzzy symbolic value >) | < Condition >
| < Antecedent > and | not < Antecedent >

< Condition > ::= < Fuzzy symbolic value > < Relation > < Operand >

<Relation>:==|<|>|<|>2]|=

< Operand > ::= < Fuzzy symbolic value > | < Constant >

< Consequent > :;= < Action >

< Function > ::= Increase | Decrease

Here “Fuzzy symbolic value” means value of linguistic variable [Zadeh, 1975]. In this grammar we did not
describe the terminal symbols < Fuzzy symbolic value > and < Action > (names of fuzzy variables and actions)
depending on concrete implementation of intelligent system. In next section we suggest example with concrete
terminal symbols.

Semantics of this grammar is partially determined by fuzzy logics. It means that every fuzzy variable is
determined by confidence factor (member function) between 0 and 1, consequent inherits confidence factor of
antecedent. But confidence factor of conjunction is calculated as sigmoid function from sum of confidence factors
of members of conjunction. Such model of rule is similar to model of neuron in feed forward neural network. Thus
if we will not use <condition> as antecedents we can obtain rules very easy extracted from trained neural network
where any symbolic value of fuzzy variable is corresponding to output of any neuron and value of output is equal
the value of membership function for this symbolic value of fuzzy variable.

We suppose that AGI works in discrete time with any step. Functions “increase” and “decrease” means
corresponding updating of value of membership function in compare with previous step.

Three laws of Robotics

There is well known problem to provide friendly to human beings behavior of AGI in robotics. We propose to
overcome this problem using implementation of Three Laws of Robotics of A. Asimov as prior knowledge
producing positive and negative emotions based on recognition of fuzzy concepts “what is bad” and “what is
good” for human beings and robot. These original laws are following:
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1. Arobot may not injure a human being, or, through inaction, allow a human being to come to harm.

2. A robot must obey orders given it by human beings, except where such orders would conflict with the
First Law.

3. A robot must protect its own existence as long as such protection does not conflict with the First or
Second Law.

Let any classifier of situations provides recognition of follow classes: Danger_for_man, Danger_for_myself,
Command_executed.

Every of these classes may be viewed as variable with confidence factor or value of linguistic variable with any
corresponding value of membership function. It means that if we use, for example, multilayer perceptron as
classifier then it has three outputs and value of these outputs may be used as confidence factors.

Variable Command_executed shows success of execution of last command got from human being. May be
supposed that confidence factor of it is rising during execution of plan.

Let use as actions (< Action > in grammar) the generation of positive and negative emotions “Negative_emotion”
and “Positive_emotion”. Then Three Laws of Robotics may be written by rules as:

If Danger_for_man then Negative_emotion;

If Danger_for_myself and not Danger_for_man then Negative_emotion;

If not Command_executed and not Danger_for_man and not Danger_for_myself then
Negative_emotion;

If Command_executed and not Danger_for_man and not Danger_for_myself then
Positive_emotion;

Note that same outputs of these rules may be accumulated in accordance with rules of fuzzy logics.

If we want to get more strong statements of these laws we can append the rules simulating processing of
derivative of input variables:

If Decrease(Danger_for_man) then Positive_emotion;
If Decrease(Danger_for_myself) and not Danger_for_man then Positive_emotion;
If Increase(Command_executed) and not Danger_for_man and not Danger_for_myself then Positive_emotion;

Of course this mechanism of implementation of Laws of Robotics does not guarantee friendly behavior of AGI
because it is possible incorrect learning of robot to classify situations. However, it is impossible to implement
these Laws appropriately and surely for every case in life. For more reliability it is possible to formulate by experts
a prior high level knowledge for classification in proposed language. In this case rules based representation of
Laws is just minimal knowledge base which may be expanded by rules for estimation of different situations and
cases. In this case we can speak about implementation of rules-based logical level of thinking and
implementation of associative thinking by neural networks.

Basic positive and negative emotions produced by rules as described above may be used for decision making
(selection of action) and planning as award and punishment respectively.

Such implementation of Laws can provide human-like behavior unlike fully determined rules in which it is
impossible to clear definite such concepts as “harm”, “danger” and so on. It means that we have not guarantee
that robot always will be demonstrate friendly behavior like we see for human beings. His behavior basically

depends on careful training.
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Conclusion

In this paper we suggest novel performance about implementation of Laws of Robotics as representation of a
prior knowledge producing positive and negative emotions influencing on planning and execution of behavior. The
language for this representation based on rules and linguistic variables is proposed. The source of information
(values of linguistic variables) for rules describing of Laws is classification of situations as result of perception by
neural network. The feature of proposed language is an easiness to connect rules with neural networks and to
extract rules from trained neural network. It provides the opportunity to grow the rule-based part of Al if it is
needed by introducing of expert knowledge or fixing of knowledge obtained by previous training as a prior
unchangeable knowledge, in particular, highest knowledge about classification “what is good and what is bad”
needed for Laws of Robotics.

Positive and negative emotions produced by rules may be used for planning as awards and punishments
respectively for reinforcement learning [Sutton and Barto, 1998].

In future work we plan to implement the architecture of AGI in simulated mobile robots and in characters in game
based on proposed in this paper mechanism of representation of prior knowledge and generation of basic
emotions.
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ONTOLOGY-BASED MODEL OF REPRESENTATION OF KNOWLEDGE
ABOUT LANGUAGE MAPPINGS

Margarita Knyazeva, Vadim Timchenko

Abstract: The paper presents a short review of some systems for program transformations performed on the
basis of the internal intermediate representations of these programs. Many systems try to support several
languages of representation of the source texts of programs and solve the task of their translation into the internal
representation. This task is still a challenge as it is effort-consuming. To reduce the effort, different systems of
translator construction, ready compilers with ready grammars of outside designers are used. Though this
approach saves the effort, it has its drawbacks and constraints. The paper presents the general idea of using the
mapping approach to solve the task within the framework of program transformations and overcome the
disadvantages of the existing systems. The paper demonstrates a fragment of the ontology model of high-level
languages mappings onto the single representation and gives the example of how the description of (a fragment)
a particular mapping is represented in accordance with the ontology model.
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Introduction

Traditionally, program analysis, parallelizing and optimizations are applied to programs represented not in high-
level languages but by means of different schemata and models that are suitable and convenient representations
to work with source programs (e.g. Martynyuk schemata, Lavrov schemata, program representations in the form
of various graphs) and are described in detail for example in the works [Voevodin, 2002] [Voevodin, 1992)
[Kasyanov, 1988]. Therefore, systems designed for optimizations and parallelizing, especially those that work
with several languages of source program texts, have their own single internal representations into which the
analyzed program can be transformed and which is used for its further processing.

As a rule, internal representations in systems of program optimization and parallelizing are implemented in such
structures as lists, trees, graphs. In some systems, e.g. Polaris [Blume, 1992], SUIF/SUIF2 [Wilson, 1994], Open
Parallelizing System (OPS) [Shteinberg, 2004], the internal program representation is realized in the form of class
hierarchy in an object-oriented language. The major advantages of this representation are simplicity of designing,
modifiability and extensibility.

The internal program representation in OPS is a universal program information data structure and the foundation
for design and analysis of information dependencies in the program, program transformations and algorithms to
facilitate their execution. The system is supposed to be open to potential changes in the language of source texts
due to adding or replacing relatively small programs.

Many systems for designing internal program representation, including OPS, SUIF/SUIF2, use external programs
or libraries (Translator Construction Systems (TCS) ANTLR, SableCC, Saget+, Bison, YACC, compilers of
Portland Group Inc.) with ready language grammars that makes them dependent on outside designers. Besides,
while there is a tendency to improvement of such characteristics of TCS as (i) usability and simplicity of the
translator interface that make it possible to integrate it into a software tool; (ii) usability of the description of
programming language grammar; (iii) readability of the generated code, yet one may experience difficulty in using
them. For example, when one describes own grammars, such tools normally impose constraints on their class
and form of specifying that are conditioned by the used parsing method. Moreover, one has to make the effort to
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integrate program representations with the help of foreground compilers based on such tools and own internal
representations.

Thus, in many systems support of new languages is constrained by the absence of own parser (SUIF/SUIF2,
Cetus) which causes regular difficulties in debugging, modifying or integrating into the system of the translator
generated by the external TCS or set of classes for its implementation; or by their internal program representation
being oriented to the particular language (Polaris, Parafrase).

System of construction of optimizing and parallelizing compilers (SCOPC) [Tapkinov, 2006], a structural predicate
system, is an attempt to avoid those constraints. It is a program complex based on the implementation of
structural predicate grammars and tools of the structural graph that is an internal program representation used in
this system. The main purpose of this system is tools for developing optimizing and parallelizing compilers.
Besides, the system can be used for teaching translation methods and carrying research and experiments on
developing algorithms and translation methods.

The internal representation is developed for subsets of languages (C, Pascal, Fortran) and is here the result of
syntactic and context analysis of the program with the help of structural predicate grammars (SP Grammar).

SP Grammar is a logic grammar in which rules are described in terms of terms and logical formulae. This
language can turn out to be difficult for users of this system who are not specialists in mathematical logic.
Moreover, the user has to know the internal program representation structure.

The Program Transformation System (PTS) is being developed in the Intellectual Systems Department, the
Institute for Automation & Control Processes, the Far Eastern Branch of the Russian Academy of Sciences, to
conduct research into program transformations. The support of an extensible set of programming languages of
program source texts which must then be translated into the single intermediate representation [Artemieva, 2002]
[Artemieva, 2003] is one of the requirements to this system. In order to comply with it the concept of a subsystem
of generation of the single internal program representation [Kleshchev, 2007] [Knyazeva, 2008] is introduced as a
solution of the problem of multilingualism in program transformations. This approach seeks to avoid the above
drawbacks and restrictions in program transformations and parallelizing.

Designing a multilingual system open to new source languages requires especially flexible ways of formalizing
information about them. So, to achieve this goal it was decided to use the mapping approach.

The mapping approach to translation started to be developed in early 1970s in the Research Computing Center,
Lomonosov Moscow State University. The basic concepts of the approach and expressive means of appropriate
description were developed by V. Sh. Kaufman [Kaufman, 1978] [Bunimova, 1978]. By mapping of the language
L1 onto the language L2, Kaufman understands a mapping (in its common mathematical sense) p : 11 — 12,
where 11 and 12 are sets of texts acceptable in these languages. The value of the mapping is that it records the
way of interpretation of L1 constructions by L2 means and is the most important part of the translator construction
task and gives the freedom to choose translation algorithms as it depends on nothing but L1 and L2. Three
relations must be fixed to assign the mapping from L1 onto L2: (i) relation that describes the structure of L1 texts;
(ii) relation that describes the structure of L2; (iii) relation that describes the connection between those two
relations.

Each relation is a system of elementary relations that are expressed in a declarative way by V-language means
[Kaufman, 1977]. The significant part of this formalism is based on the apparatus of mathematical logic
(predicates) and expressive means of Backus-Naur form.

The practical value of the mapping approach as a technology of constructing translators or interpreters is the
design of automated TCS that must deal with a problem of how to construct a translator that implements this
mapping according to a formally assigned mapping (translator specifications). The translator implements the
mapping if it produces the mapped text according to the projection as a result for each text in the source
language. This is the so-called problem of the solvability of mappings. Kaufman’s approach did not solve this
problem.

This paper presents a way of describing language mappings that can be easily used by specialists who lack
mathematical training. On the other hand, it is oriented to the implementability of the above mappings, i.e.
possibility in principle of constructing an interpreter that would generate this program in the single representation
on the basis of the description of the mapping of a programming language onto the single internal representation
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and of the program in this programming language. Thus, in this case there is no problem of mapping solvability
as all the described mappings are known-solvable due to the way of representing their description.

The paper was written with financial support from the Far Eastern Branch of the Russian Academy of Sciences
(initiative-based research project “Internet system for controlling information about program transformations” — 06-
l1I-A-01-007) and by the Russian Foundation for Basic Research (project ‘Research into collective control in the
semantic web of information resources of different levels of commonality’ — 06-07-89071-a).

Implementation-oriented approach to description of language mappings. The main ideas.

The first idea of the implementation-oriented approach to the description of language mappings is to develop and
describe the ontology model of a programming language for which its mapping onto the single internal
representation is written.

The programming language ontology is a set of information that describes a set of concepts of this language and
interrelations between these concepts, i.e. the way of uniting them into language constructions. It can be said that
the language ontology defines the abstract syntax of this language. The model of the language ontology is
represented by the semantic network of concepts connected with each other by directed arcs and provided with a
special markup.

The second idea is to describe the connection between the language ontology and concrete syntax of this
language that defines the content of the correct language constructions from the point of view of the syntax of this
language. The connection between the language ontology and the concrete syntax of this language contains
such language elements as the punctuation content, defines the lexeme order and so on. This kind of information
restricts the way of expressing the sense which is in the abstract program representation in the form of a text.

These models are necessary for the parsing of program texts and for representations of these programs in the
abstract syntax. The program in the abstract syntax is a program represented in terms of the programming
language ontology that does not contain elements of the concrete syntax.

The third idea is to develop and describe the model of ontology of programming language mappings onto the
single representation in accordance with which each mapping is described.

The above formalization makes it possible to develop the conception of subsystem of generation of the single
internal program representation that consists of easily customizable to the correspondent model of the ontology of
program components and ontologies controlled by the correspondent models that can be changed if necessary
[Kleshchev, 2007] [Knyazeva, 2008].

Model of the ontology of language mappings onto the single representation

By the projection, the following mapping is understood:

P: C — E, where
C = {concepts} — a set of concepts of the programming language in terms of which the program is represented;
E = {elements} — a set of elements of the single representation language.

Below is the fragment of the ontology model of programming language mappings onto the single representation.
The model is a specification of the abstract syntax of the language of the mapping description. The description of
the operational language semantics which is oriented to an interpreter is not represented here, but its informal
description for the user is given.

To describe we used the following symbols of the language of specifications which is used in the work [Yershov,
1977]: unit — uniting; [a] — a is not necessary (can be absent); = — concept definition; : — position opening, * -
possibly indefinite attribute; ser — serial component.

Mapping description language = (ser programming language : Mapping description)

Description: Mapping description language specifies the rules of description of mapping of the assigned
programming language onto the single program representation.

Semantics:

Mapping description = (ser correspondence : Correspondence description)
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Description: Mapping description specifies a set of correspondences of the concepts of the assigned
programming language with the constructions of the single program representation language.

Semantics:

Correspondence description = (programming language concept : STRING, construction of the single
representation language : Elements of the single representation language)

Description: In the correspondence the structure of the construction of the single representation language that
must be correspondent to the concept of the source programming language, i.e. the concept of the programming
language is correspondent to a set of elements of the single representation language structured in a specific way.

Semantics: To interpret the description of the structure of the construction of the single representation language
in this correspondence for the specified concept of the programming language.

Elements of the single representation language = ([fragments : Set of fragments], [control arcs : Set of control
arcs), [attributes : Set of attributes])

Description: The construction of the single representation language consists of sets of fragments, control arcs
and attributes that can be empty empty.

Semantics: To develop the construction of the single representation language with the specified structure.
Set of fragments = (ser fragment : Fragment class)

Fragment class = wunit (Expression, Program block, Conditional statement, Loop_with_step, Loop_
with_precondition, Loop_with_postcondition, Procedure_call, Dynamic_variable_elimination, Assignment, Input,
Output, Description_of_one_variable,

Description_ of one_function,

Description_of_one_parameter, Block_of _descriptions_of variables, Block_of _descriptions_of_functions,
Block_of _descriptions_of_parameters, Name of other fragment class)

Name of other fragment class = (name : STRING)

Description: Set of fragments is a set of names of fragment classes (they are represented by a component
Fragment class) specified in the single representation language. If during the mapping description there are not
enough names of fragment classes specified in the core of the language of names of fragment classes, one can
define a new fragment class (by specifying its name).

Thus defined fragment classes are added to the specialized (for the particular programming language) extension
of the single representation language which, if necessary, is specified during the mapping description of the
programming language onto the single representation.

Semantics: To gradually create fragments a set of names of which is defined by a component Set of fragments.
Set of control arcs = (ser control arc : Control arc)
Description: Set of control arcs is a set of control arcs.

Semantics:
Control arc = (arc name : wunit (Iff Then, Else, Condition_of loop, Starting_boundary_of loop,
End_boundary_of _loop, Step, Body, Description_of_parameters, Description_of_variables,

Description_of_functions, Right_expression, Left_expression, Parameter_list, Fragment_ancestor, Other name of
control arc), fragment_arc start point : unit (Program_block, Conditional_statement, Loop_with_step,
Loop_with_precondition, Loop_with_postcondition, Procedure_call, Dynamic_variable_elimination, Assignment,
Input, Output, Description_ of_one_function,

Block_of_descriptions_of_variables, Block_of descriptions_of_functions, Block_of descriptions_of_parameters,
Name of other fragment class),

fragment-arc end point : unit (Expression, Program_block, Conditional_statement, Loop_with_step,
Loop_with_precondition, Loop_with_postcondition, Procedure_call, Dynamic_variable_elimination, Assignment,
Input, Output, Description_of_one_variable, Description_ of_one_function,

Block_of _descriptions_of_variables, Block_of descriptions_of_functions, Block_of descriptions_of_parameters,
Name of other fragment class))

Another name of control arc = (name : STRING)
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Description: Control arc is a directed arc that is characterized by its name and connects two fragments. The arc
start point is a fragment defined by the selector “fragment_arc start point”. The arc end point is is a fragment
defined by the selector “fragment_arc end point”.

If during the mappping description there are not enough control arcs specified in the core of the language of
control arcs, one can define a new control arc by specifying its name — a component Name of control arc defined
by the selector “arc name”, and initial and finite fragments which should be connected by it.

Thus defined control arcs are added to the specialized (for the particular programming language) extension of the
single representation language which, if necessary, is specified during the mapping description of the
programming language onto the single representation.

The component defined by the selector “fragment_arc start point” can be one of the mentioned fragments. The
component defined by the selector “fragment_arc end point” can be one of the mentioned fragments.

Semantics: To create a control arc with the name defined by the selector arc name, make a fragment defined by
the selector fragment_arc start point the initial fragment of the control arc and a fragment defined by the selector
fragment_arc end point - the finite fragment of the control arc.

If a fragment defined by the selector fragment-arc end point does not exist (has not been created) on this
interpretation step of correspondence description, it will be created on the basis of description of the next
interpreted correspondence and assigned as the finite argument of this control arc.

Set of attributes = (ser attribute : Attribute)
Description: Set of attributes is a set of attributes.
Semantics:

Attribute = (attribute name : unit (l/dentifier, Declaration_statements, Loop_counter, Left_part_type,
Left_part_of _expression, Right_part_type,  Variable_not_parameter, Right_part_of expression, Is_function,
Operation_symbol, By value, Is_array, Is_pointer, Address_expression, Variable_result_of function,
Original_string_name, Type, Lower_bound_of array, Upper_bound_of_array, Another name of attribute),

argument of attribute : unit (Expression, Program_block, Conditional_statement, Loop_with_step,
Loop_with_precondition, Loop_with_postcondition, Procedure_call, Dynamic_variable_elimination, Assignment,
Input, Output, Description_of_one_variable, Description_ of one_function, Description_of one_parameter

Name of other fragment class),

computable : LOG,

[attribute value : Value])

Another name of attribute = (name : STRING)

Value = unit (STRING, INTEGER, REAL, LOG, Fragment class)

Description: Aftribute is characterized by its name, argument for which it is defined and value it can get. Besides,
it can be computable or non-computable.

The argument of the attribute can be one of the mentioned fragments. The attribute value is a value of string,
integer, real, logical type or it can be represented by the component Fragment class. “Computable” means either
that it is necessary to compute the value of an attribute in the process of program scanning in the programming
language or it is not necessary because the attribute will assume the value specified directly during the mapping
description.

If it is necessary to compute the value of an attribute, it is supposed that this information is always directly
accessible (without using any program flow analysis methods) during the lexico-syntactical analysis of the source
program.

If during the mapping description there are not enough attributes specified in the core of the language, one can
define a new attribute by specifying its name — a component Name of attribute defined by the selector “attribute
name’, argument defined by the selector “attribute argument’, meaning of indicator about the necessity of
computing the value defined by the selector “computable”, and the value defined by the selector “attribute value”.
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Thus defined attributes are added to the specialized
(for the particular programming language) extension of
the single representation language which, if necessary,
is specified during the mapping description of the
programming language onto the single representation.

Semantics: To create an attribute with the name
defined by the selector attribute name the argument of
which is defined by the selector attribute argument, to
assign the component Value defined by the selector
aftribute value.

If the value if an attribute defined by the selector
computable is true, the value defined by the selector
attribute value must be computed at the stage of
program scanning in the programming language.

Fig.1, fig. 2 and fig. 3 demonstrate the examples of
correspondence description between Pascal concepts,
such as “Expression”, “Assignment statement’,
“Variable name”, and constructions of the single
representation language corresponding to them.

These descriptions are a fragment of description of the
mapping of the Pascal programming language onto the
single internal representation and are made in
compliance with the above ontology model.
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Fig. 3. Description of correspondence between Pascal concept “Variable name”
and construction of the single representation language.

Conclusion

The paper presents a short review of some systems in which analysis, optimization and parallelizing are
performed on the basis of the internal intermediate representation of these programs. Many such up-to-date
systems support several languages of representation of source program texts and, thus, solve the task of their
translation into the internal representation using some approaches. Being quite a challenge, this task is
complicated by the fact that to make the internal representation as usable and efficient as possible for the flow
analysis, optimization and parallelizing becomes more and more important and the translation itself is considered
as a subordinate task that can be done with the help of ready tools of outside designers. Thus, solving this
problem is still connected with some difficulties and the approaches, being closer and closer to the solution, still
have their drawbacks and constraints. The paper also deals with the general idea of using the mapping approach
to solve the problem of multilingualism in PTS that can help overcome disadvantages of the existing systems.
The paper demonstrates a fragment of the ontology model of high-level languages mappings onto the single
representation and gives the example of how the description of (a fragment) a concrete mapping is represented in
accordance with the ontology model.
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Abstract: Development of upgradable tree levels editor of metaontologies, ontologies and knowledge for a
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Introduction

While solving applied chemical tasks researchers have to use ontologies and knowledge of different chemical
domains and in turn to solve nested tasks (as the subtasks) of these domains. So the computer systems
integrating these ontologies and different domains knowledge for solving chemical tasks are needed. As a
scientific domain is being developed so the computer systems must be upgradable. In other words, from one
hand it must allow user to add new ontologies and knowledge of new chemical domains, and from the other hand
it must allow to add the new program components for solving applied tasks.

One of such kind of systems is the specialized computer knowledge bank for chemistry [Artemieva, Reshtanenko,
2006] - the expandable intellectual Internet-oriented program system for solving the diverse tasks from this
professional domain, supporting the mechanisms for collective ontologies and data bases development and for
adding new program components for solving applied tasks of this domain. To allow ontologies and knowledge
bases to be expanded and developed, this knowledge bank is based on the 3-level chemical ontology [Artemieva,
2007]. The upper level — called chemical metaontology — describes the structure of several 2-nd level chemical
ontologies, also known as the meta-ontologies of chemical domains. Each meta-ontology of chemical domain
describes the structure of several representations of nested sub-domain ontologies. In its turn, sub-domain
ontology describes the structure of information representation in the sub-domain knowledge base.

» o«

Chemist ordinary deals with the specialized objects as “compound structured formula”, “spectrum” and so on. The
knowledge of such objects is represented in the traditional for chemistry graphical symbols. That's why the
knowledge editors must allow using specialized graphical editors, which may be called by ontology. For example,
if some property of an object is the structured formula, than the structured formula editor for assigning this
property must be called. The set of possible graphical object types may be expanded in the future; it requires new
corresponding graphical editors. So the editor imbedded into the specialized chemical knowledge bank must be
patchable with such components.

There are editors [Corcho et al, 2003], [Denny, 2002] allowing to create the domain ontologies by defining the
concepts (classes) and their hierarchy. An ontology created is used for editing the domain knowledge.
Knowledge elements are represented in these editors as the elements belonging to classes described in the
ontology. Another approach to creation of the knowledge editors controlled by the metainformation (ontology of
information) is described in the paper [Kleschev, Orlov, 2006]. Ontology is represented as the semantic net.
Knowledge is another semantic net and its structure is defined by the ontology. But the methods of creating the

1 This paper has supported by Far Eastern Branch of the Russian Academy of Sciences, the project 06-111-A-01-005 and
Russian Fund of Fundamental Investigation, the project 06-07-89071-a
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specialized multilevel editors which allow addition of the special components for special objects (including
graphical objects) editing are still not described in the literature.

The purpose of this paper is to describe the method of developing the expandable specialized 3-level editor for
chemical metaontologies, ontologies and knowledge, based on 3-level chemical ontology [Artemieva, 2007].

Database structure for storing ontologies

Second level ontology is stored by means of database control system. Each domain corresponds to its particular
database with the same name. The structure of 2-nd level ontology is fixed by the 3-d level ontology [Artemieva,
2007]. Let us describe the structure of several database tables for 2-nd level ontology representation. Also, let's
demonstrate how this structure is correlated with the terms defined in the 3-d level ontology. Examples are written
by means of the applied logic language [Kleshchev, Artemieva, 2005].

“Types of objects” — defines what types of objects (“Subname” field) form the current domain described in the 2-
nd level ontology, and how they are represented (“SubsType” field). Value of “Subname* field is the string with the
name of an object. “SubType” field can be one of : {}R, {}I, {}N. Representation of information is defined by the 3-d
level ontology parameter as the name of the set of terms: sort Types of objects: {iIN \ &.

The view of information of “SubType* field is taken from the description of each element of the set of types as the
name of the set : (Type: Types of objects) sort Type: (R [ UN).

“Types of objects components” is the table containing the definitions of the types for the objects of the 2-nd level
ontology to be created (for each type of object (“Subname” field) it defines what kind of objects will become the
components of the current one (“SubsComponent”). This table is linked with the “Object types” table, the values
of “Subname” and “Subs Component” fields may be only the types defined in the “SubName” field of “Object
types” table. The table may contain several rows with the same “Subname” field value, but the values of
corresponding “SubsComponent” field must differ. The representation of information is described with the 3d level
ontology parameter as the function, with the input of object type and the output of the set of types:

sort Types of object components: Types of objects — {}Types of objects.

“Own properties of objects” is the table containing the names of the sets of own properties of objects for the 2-nd
level ontology to be created. This table is linked with the “Object types” table. The value of the “SubName” field
may be only the types defined in the “Object types” table. Value of “SubPrivateProp” field is entered by user. In
the 3-d level ontology the term “Own properties of objects” is defined as the constructor for the set of functions
[Artemieva, 2007], and the parameter of this constructor is the type of objects: Own properties of objects =
(MType: Types of objects) (A(Area of possible values: {}(Value sets U {}Value corteges)) (j(Type) — Area of
possible values)).

“Properties of components” is the table containing the names of the sets of the components of the same type.
This table is linked to “Component types” table, the values of “SubName” and “SubsComponent” fields may be
only the pairs of values defined in the “SubName” and “SubComponent” fields of the table “Component types”;
value of the “SubsComponentsSubsProp” field is the name entered by the user. The term “Properties of
components” is also defined in the 3-d level ontology as the constructor for the set of functions [Artemieva, 2007],
and the first parameter of this constructor is the object type, second — the set of the components: Properties of
components = (A(Type1: Types of objects) (Type2: Types of objects components(Type1)) (A(Area of possible
values: {}(Value sets w {}Value corteges)) (Object that has type 1 — j(Type1), Objects that has type 2— Object
components(Type1, Type2)(Object that has type1)) — Area of possible values))

“Types of process objects” is the table defining the level of abstraction for the physicochemical process in the
domain being defined. In contains the names of objects that may be the participants of the physicochemical
process. The information representation is defined by means of the parameter of the 3-d level ontology: sort
Types of process objects: {} Types of objects \ &.

So the linkage between the database tables corresponds to the relations between the terms of domain
metaontology defined by the chemical metaontology. During the creation of the new metaontology of new domain
the new database is automatically created and knowledge engineer fills it with the new information. The 1-st level
ontology of each domain has the module structure, and each ontology module corresponds to one subdomain.
Each module has its own database. 1-st level ontology terms are stored in the table with the following structure:
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(1) the field for the term of 1-st level ontoogy defining the name of the property (function name); (2) the set this
term belongs to (term of the 2-nd level ontology); (3) the arguments of the function; (4) value area of the function.

The value of the third field is defined automatically by defining the name of the set-term of the 2-nd level ontology,
because the 3-d level ontology already contains the definitions for each function. The value area of the function
may be the set of names, set of integers or real numbers from some interval, the set of structured formulas etc. If
the value area is an interval then the table contains the bounds for this interval.

Each set of the graphical objects has its name. Each element of the set corresponds to its editor. This correlation
is stored in the special table which contains the names of the graphical editors and the names of subroutine
component of knowledge editor for editing this type of objects. Addition of the new editor component is the
responsibility of the attendant programmer.

Information representation structure in the knowledge base module is defined by means of ontology module.
Database containing the set of linked tables is automatically created by database control system. The schema of
this database is defined in the ontology as the set of terms and their interconnections. If the term is defined in the
ontology model as the set, it will be represented in the database as the table containing two fields: unique ID (key
field) and the value. If the term is defined as the function, it will become the table where the number of the fields is
by one greater (key field) then the sum of arguments number plus the number of elements in the result
representation (if the result is not the single value but the Cartesian product then each element of this product
corresponds to one table filed). If the result is the predicate then it's regarded as the functions with Boolean
result.

The type of each field is defined by means of value restrictions from the ontology module.

Dialogue scenario of the Editor

Process of creation of the 2-nd level ontology (metaontology of the chemical domain) includes the user-definition
of the values of all parameters of the 3-d level ontology. Every constructor of the set defines the scheme of terms
belonging to this set. Let's describe the fragment of the dialogue scenario for creating 2-nd level ontology by
means of the editor.

1. Define the name of new 2-nd level ontology. In this case the empty database is created, with the same name
as the 2-nd level ontology. The scheme of database is based on 3-d level ontology. For example, the name
of domain can be “Physical chemistry”.

2. Define the names of the sets of objects belonging to this subdomain. The representation of each type of
objects must be described as one of available: {}R, {}I, {{N (on other words, there can be three variants of
object representations - float or integer numbers, or names). For example, for the “Physical chemistry’

domain there can be such types of objects as "chemical substances", "chemical elements”, "chemical
reactions"

3. Define the structure of objects of each type. On other words, confront to the type of objects the set of other
types of objects. For example, the components of the objects of the type “chemical substances” are the
objects of the type “chemical elements”. The components of the objects of the type “chemical reactions” are
the objects of the type “chemical substances” etc. The definition of the components for each type is done by
means of choosing the set of available types from the list (as defines at the step 2).

4. Define the terms for labeling the sets of own properties of each object type. In this case editor automatically
generates the names for the sets by default; afterwards user can edit these names. For example editor forms
the names such as "Own properties of objects that have type <chemical elements>" and "Own properties of
objects that have type <chemical substances>". User changes them into the "Own properties of chemical
elements”, "Own properties of chemical substances". Editor forms all names according to the object type
definition of step 2.

5. Define the terms for labeling the sets of properties of object components. In this case editor also automatically
generates the default names; and user can edit them. For example editor forms the names such as
"Properties of components <chemical elements> for objects that have type <chemical substances>",
"Properties of components <chemical substances> for objects that have type <chemical reactions>". User
changes them into the "Properties of chemical elements of substances", "Properties of substances of
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reactions". Editor forms all names according to the pair definitions <type of object, type of component> of the
step 3.

6. The same term can have two or more schemes of definition. This set of such schemes is accepted by the
scientist society. During this step user defines for each set or terms its name and the set of possible
schemes. This scheme definition step uses the information entered earlier during the editing.

7. Define the terms for labeling the sets of names of relations between the objects of different types, so called
the sets of common object properties. In this case editor allows to choose the several object types and to
enter the term name. For example user enters term name “temperature-dependent material properties” and
defines (by choosing the elements from the list of all object types) that the objects (which are the arguments
of this property) belong to two sets “chemical substances” and “tabular values of temperature”.

8. Define the level of abstraction for the physicochemical process. In other words, definition of what object types
participate in the chemical processes, are their properties taken into consideration in the chemical processes
or not. The user is step by step asked about every object type and its components defined by him/her before.
For example, participants of the process in the physical chemistry are chemical materials and reactions
between them.

9. Define the terms for common properties of the process and its components. The user has defined the level of
abstraction (on step 8), so the editor automatically creates the names for the sets of ontology terms. User
also can change these names.

10. The definition of relations between objects “object — its component” leads to the fact that each component can
include its own components, and in its turn, subcomponent can also include sub-subcomponents etc. During
the investigation of chemical process not only the properties of its direct participant are considered but also
the properties of participants’ components are also considered. That's why the purpose of the next step is to
define the depth of such nestling. All relations “object — its component” are already defined, so the editor one
by one asks the user, which levels of nestling will be considered in this domain. This step uses the
information gathered on step 3 and 8.

11. The 2-nd level ontology is used as the base for creating the 1-st level ontology of subdomain. Creation of 1-st
level ontology consists of term definition — representatives for the term sets already defined in the 2-nd level
ontology. The meta-term of 2-nd level ontology is used for 1-st level ontology term definition. The 1-st level
ontology terms are the names of functions — object properties, their components etc. For each function, the
definitional domain is defined by the meta-term, value area is defined by user. User chooses the subset of
values from available sets; it can be the set of structured formulas, the set of spectrum etc.

The fragment of the second level ontology

As an example of editor’'s work let's see the sample 2-nd level ontology for physical chemistry. Let's start with the
definition of values for 3-d level ontology parameters.

1. Types of objects = {Chemical elements, Chemical substances, Chemical reactions}
The ontology defines the objects of the given types. This set is defined on step 2.

2. Types of object components = (A(Type: {Chemical elements, Chemical substances, Chemical reactions})
(Type = Chemical substances = {Chemical elements}), (Type = Chemical reactions = {Chemical substances}),
(Type = Chemical elements = )

Chemical elements havent components. Components of chemical substances are chemical elements.
Components of chemical reactions are chemical substances. This information is defined on step 3.

3. Types of process objects = {Chemical substances, Chemical reactions}
Objects of chemical process are chemical substances and reactions. This set is defined on step 6.

Lets’ define the ontological agreements for 2-nd level ontology. They are defined on step 2 when user chooses
the way of representation for each object type.

1. Chemical elements — N\ &
2. Chemical substances — {iIN\ &
3. Chemical reactions — {{N\ &
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Ontological agreements of other types can be defined by means of specialized formula editor.
Now lets define the 2-nd ontology terms, and sensible names for constructors.
1. Own properties of chemical elements = Own properties of objects(Chemical elements)

Term "Own properties of chemical elements" means function, which argument is the set of values or the set of
corteges of values (m); the result is the function which argument is the chemical element, and the result is the
member of set m. This term is defined on step 4.

2. Properties of substances of reactions = Properties of components(Chemical reactions, Chemical substances)

Term "Properties of substances of reactions" means function, which argument is the set of values or the set of
corteges of values (m), the result is the set of functions; where the arguments of each function are chemical
reaction or its participant (chemical material), and the result of each function is the member of set m. This term is
defined on step 5.

3. Properties of elements of substances = Properties of components(Chemical substances, Chemical elements)

Term "Properties of elements of substances" means function, which argument is the set of values or the set of
corteges of values (m), the result is the set of functions; where the arguments of each function are chemical
material or chemical element, and the result of each function is the member of set m. This term is defined on step
5.

Let's see the example of definition of the 1-st level ontology term, by means of 2-nd level ontology terms.
sort Atomic weight: Own properties of chemical elements (R(0, «))
Term "Atomic weight" means function, which argument is the chemical element and result is positive real number.

Knowledge editor

During knowledge editing user can define only the values allowed by ontology. For example, let’s define the term
“Current number” as the own property of chemical element. So the definitional domain of this function is the set of
chemical elements stored in the table with the same name. Let's define the value area of this function as the
integer numbers from 1 to 104. In this case, only the integer number from this range can be assigned as the value
of this function for any chemical element.

Another example, let's define the term “Reagents of reaction” as the own property of chemical reaction. So the
definitional domain of this function is the set of chemical reactions, and the value area is the set of all subsets of
all chemical materials. So for each reaction stored in the table “Chemical reactions” user can choose its reagents
from the table “Chemical materials” as he/she defines the values for this function.

If the term is defined as the property of reagent of reaction, then its first argument is the name of reaction, the
second one is the name of reagent. In other words, knowledge editor doesn’t allow defining the wrong set of
arguments. These restrictions are defined in the metaontology of chemistry.

If the information input about structured formulas is needed, then specialized graphical editor is used. The call of
this editor is managed by ontology. Entered by user information about structured formula is automatically
transformed into the structured description according to the rules of description in the specialized ontology
[Artemieva et al, 2006). Let's show the main terms of this ontology.

The ontology defines the set of possible types of bond: bond types = {simple, double, triple}.

The structured formula describes the structures bonds of chemical elements with each other, and each element
has its own number in the structure. Element numbers = I[1, o).

The set of mutual relations between the elements is represented with the term “set of bonds” = (U (n:I[1,
maximum number of bonds])(x chemical elements, element numbers, bond types)f n), which means the set of
triple corteges consisting of the chemical element, its number and type of bond. The components of the
structured formula are represented as the triple corteges consisting of the chemical element, its number and the
set of bonds which this element forms within the structured formula: possible components of the structured
formula = (xchemical elements, element numbers, {}set of bonds)). Each structured formula is the sequence of
components where the numbers of chemical elements differ for different components: possible structured
formulas = {(f: {(n: I[1,c0)) possible components of the structured formulafl n})(&(i: I[1, length()])(&(1: {G: I[1,

length(f)]) i # J}) (2, (i, f)) = n(2, =({1, )}
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The graphical editor checks all agreements from chemical ontology and knowledge about chemical elements
while defining the structured formula [Artemieva et al, 2005], and doesn't allow user defining the values
contradicting with the ontology and knowledge. For example, while defining the bond between two chemical
elements editor checks, can these two elements with current valencies create this type of bond or cannot.

Conclusion

This paper describes the creation of 3-level ontology and knowledge editor for specialized computer knowledge
bank for chemistry. The fragment of chemical meta-ontology is represented. The editor dialogue scenario for
creation of chemical domain meta-ontology is shown. The representation structure of ontology and knowledge
base by means of database control system is described. The method of adding graphical components to the
editor is described. At present time, the prototype of this editor is created; it contains the graphical component for
defining the structured formulas of materials.
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Introduction

Construction methods of switching circuits (multiple-valued invertible heterogeneous logic elements) of the first
and second kind for language systems of artificial intelligence with invertible properties concerning multiple-
valued heterogeneous codes have been modified and they have received a subsequent development effort.
Research of hardware-controlled means of obtained models implementation of the language and synthesis
methods of multiple-valued invertible heterogeneous logic elements allowed rational ways and their relations to
be determined as well as to formulate selection criteria of multiple-valued invertible heterogeneous logic elements
for implementation of relations which make up the action base of language systems.

The basic construction concepts of many-valued intellectual systems (MIS), which are adequate to primal
problems of person activity and using hybrid tools with many-valued coding are considered. With materialism of a
point of view these concepts are agreed with the dialectic laws opened by a man and their manifestations in
problems connected with creation of identification systems prediction and recognition of imagery in which the
interactive operational mode is a main part of the whole complex of intellectual properties [1, 2].

Those are, for example, the law of unity and struggle of contrasts — as availability in parallel operating in space
and time of mechanisms both discrete, and continuous mapping objects of plants; the law of transition from
quantitative changes to qualitative-quantitative changes of gradation levels of brightness and the color result in
qualitative changes in mapping of objects; the law of negation of negation — as a changes and alternation of
coding indications of messages about objects in neurons of a brain — from space to temporal and from two-place
to many-valued.

In particular, in works the accent on the concept of neuro-physiologic and neuro-cybernetic aspects of alive brain
mechanisms is made. It is connected with the following natural neuron structures from nervous cells — neurons,
essentially are highly effective recognizing systems and, for this reason, is of interest not only for doctors
physiologists, but also for the experts designing artificial intelligence systems. However direct transfer of research
results of neuro-physiologists in engineering practice is now impossible because of a lack of an appropriate
bioelectronic technology and an element basis, that has led to development and creation of a set of varieties of
artificial neurons realized on the elements of the impulse technology [3, 4].

But also here there were complications because of non-adequate neuron models to a set of the demands made
of MIS. Creation of neuro-like models on the basis of multiprocessor in inputting systems technology with
programmed architecture, in particular, on the basis of digital integrating structures is offered as the alternative in
works. Thus, retaining Neumann structure a MIS are created, being essentially two-place, but simulating neuron
processes of space toting different on a level of actions, inertial and threshold properties of neuron diaphragms,
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as well as variation of recurrence frequency of transmitted messages. Though it is obvious that all enumerated
properties and functions in point of fact, are, essential, not only discrete on time, but also many-valued (are
discrete on a level).

1. Structurally Functional Cell Model of a Many-Valued Intellectual System

As the corollary, non-adequacy of used principles of coding and element basis to simulated processes entails a
redundancy, complication and non evidence of used mathematical and engineering means of transformations [5],
loss of a micro level of parallelism in handling expected fast acting and flexibility of restructuring without essential
modifications of architecture and connections.

The originating complications [1], in creation of a many-valued intellectual system promote moving out of the
adequacy concept of many-valued logic and structures of MIS creation problems with desirable properties and
possibilities.

Therefore, for disclosure of use paths of a knowledge backlog in the field of many-valued coding and structures in
MIS creation the conceptual structurally functional model of a MIS cell (Fig.1) is offered.

K- digital input K- digital exit of
of an A1 system an A1 system
——» | Commutator —Pp Threshold - Decoders of > Shaping to k-digital »
devices intermediate indications functions
1 level 4 4
A A
A
Control
signal Subprocessor of Subprocessor o.f cqntrol Subprocessor of
2 level . and synchronization . .
threshold tunings functional tunings
A
Complex of converters |« The processor < Converters <
3 level 2>k supervisor with memory k>2

A

A 4

Knowledge base <

Fig. 1. A conceptual structurally functional model of a MIS cell

Each MIS is characterized by a set of functions fulfilled by blocks, which realize functions and information
interchanges. In accordance with solved problems, the structurally functional cell breaks up to three hierarchical
levels: functional (analytic-synthetic) — level 1; tactical (analyses-coordination) — level 2; strategic (coordination) —
level 3.

The MIS cell increases on a function level both on inputs, and on outputs, and it is integrated with other meshes
on inputs of decoders of intermediate indications; at a tactical level — through the analyze-coordination processor;
at a strategic level — through the processor-supervisor and knowledge base. The conceptual model of a MIS cell
is based on the concept of symbiosis of two- and many-valued tools of data processing, therefore at a strategic
level it contain complexes of converters of the data representation form — converters from a two-place code to
many-valued 2— k and back 2« k. Obviously, that their use in MIS determines, at what level the problems, are
solved in what logic and with what speed (what channel capacity of MIS). Besides the application of these tools
excludes necessity of an operator work with two-place translators in input — output of data.

The new principle of the computers construction is offered, in which the principle of organization of brainwork
simultaneously with a principle of programmed control assumes as a basis. The principle of organization of
brainwork assumes as a basis of operation of such computers, in classical element basis it will be for more to
Hilbert machines than for nowadays existing Neumann machines, the basis of which is the principle of
programmed control realized rather slowly.
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2. Formalization of Construction Principles of Many-Valued Spatial Structures

In the generalized from the two-input universal k-valued structure of a spatial type contains two recognition
elements (RE), the control unit (CU), the matrix selector (MS), commutator (C), and keys (K) or the digital-to-
analog converter (DAC) (Fig.2).
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Input Analog tol 1 > 1 » Command 1 p| Digital-to- Output
—» Digital DC Module Analog >
Converter 2(k-1) k-1 N k-1 | Converter
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Fig. 2. Universal Multiple-Valued Functional Converter

The logic of the decoders operation in recognition elements 1, 2 is described by the fallowing equation system:
0
Jo= (anxla--->xk—l): Yo
1
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Or in the explicit form at the algebra language of finite predicates [1]:
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where x; and x_l (i = O,k—l) - signals of direct and inversion outputs of the ADC units in recognition
elements 1, 2. The logic of the matrix selector is described by the following equation system:

by, = ylo Uygabm = y10 Uy;""’bo(k—l) = y10 Uyg_la

by =Y UYs. by = YUY by = 1 U y;

k-1 1

b(k—l)O = y1k_l uyg’b(k—l)l =N UyZ""’b(k—l)(k—l) = ylk_ Yy,

where bl.j (i, j=0,k— 1) - output logical signals of the matrix selector 4. The commutator has two groups by

k inputs: the signals from the selector are applied to the first group and control signal values are applied to the
second group. In the explicit from the commutator operation is described by the following system:
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pRICUbRIM U ubRI = 2R
PRI UbM UL UbN T = 2R,
Pl Ut UL b T = g

As all & of keys of the output shaper are constantly connected to corresponding & -values of output signals the
function values selected by the commutator and the control unit, respectively, will arrive in the converter output
(structure) in the course of variations of & -valued functions on the converter inputs. The process control of the
logic recommutations is carried out under the action of external control signals.

3. Composition and Decomposition of Spaces

During the last years the problem of understanding people by the computers has become very popular. It arises
with some attempts to make work conditions better. The scientists try to formalize natural language with Many-
Valued Intellectual Structures. The mechanism of natural language is formally described by facilities of logic
mathematics. At the same time in the terms of linguistic algebra the thought is a predicate, the sentence is a
formula of predicate operations algebra. Sentence semantics is described by the language of predicate algebra.
Grammatical structure of the sentence is described by predicate operations algebra.

We have an algebro-logical language. Using it we can express an algebro-logical structure of natural language.
Main task of logic mathematics in the science of language is to know what variant of predicate operations algebra
was realized in the natural language. Therefore logic mathematics should strengthen its algebraic tools.

Let's consider the space S
S(xl,xz,...,xn,y): 1,
where y is a point of the space, (xl,xz,...,xn, y) is its coordinate representation.
Suppose S(xl,xz,...,xn, y) as a predicate, which is determined on the cartesian product 4x B . Let's name the
set 4= Aj x Ay x...x 4,, as a coordinate system of space, B is a space support.
Theorem. Every predicate of disjunktively - conjunctive algebra can be represented as

P(x1,X0 5000 Xy ) = v P(al,az,...,am)xlalxgz...x,?{” :
ap,ay,....a,, €
Let's consider a predicate S(x1,x7,...,x,,,):
X1 :S(xl,xz,...,xn,y)z v xlaS(a,xz,...,xn,y),
a4,
Sa(xz,...,xn,y)z S(a,xz,...,xn,y).
Let's illustrate space exfoliation.
An example. Let's consider the short form of adjective
S
.
X,

‘a/
X,

Fig. 3. Graphical interpretation of morphological predicate
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B'= {MWZ, sza,szo,Muﬂbl},
A4 = {e,M}, Ay = { ,6}, Az = {DfC,M,C},B = {_,a,o,bz}.
Morphological predicate is represented in the following form:

S(xl,xz,x3,y) x1x2x3y vxlexgxg'cyavxlxzx3y vxIngybl,

6
Dx; :Se(xz,x3,y)=x%}x§”y— vxzxé”cya vx%}xgyo,SM(xz,)g,y):xzybl;

2)x2:Sy(xl,x3,y)=xlex§”y—vxlexgyo,S5(x1,x3,y) x1x3 b% vleybl,

0 o
3)x3:S.7fC(x1’x2ay) x1x2yavx1 xz)’ 'S (xl,XZaJ/) xlxzy Vlexzybla

0
Sc(xl,xz,y) x1 x2y \/lexzybl

We have 11 predicates of letters recognition in 1), 2) and 18 — in 3). This decomposition shows that the “pog” in a
certain sense is older than “ygapHocts” and “ancno”.
Composition is shown in the following form (we used idempotent and true laws):

o o
S(xl,xz,x3,y)=xf(x2x3y vxzngcyavxz)%y )xf”xzyb'vxz(xlx3y vx1x3y %)v

o o o
V Xy (xlengcya vxf”ybl)vx3 (xlexzya vlexzyb’)vx3 (xlxzy vlexzybl)v

6 6 6
\/x3(x1x2y vlexzybl) xlex%}xgwy vxlexzngcyavxlxzx3y vlexzybl

Therefore we can analyse the mechanism of language evolution.

Composition and decomposition of space can be used in language formalization.

Thus, main principles of representation of multidimensional relations as a composition of binary relations were
discussed. The formal description of adjective’s endings was generated. It was made an attempt to build a
relational model of process of ending’s formation as a construction of binary tables.

Conclusion

On the basis of general principles and methods of universality hybridism and parallelism (speed) of k-valued
spatial structures a new class of universal functional converters - switching circuits of the third kind which allows
to implement analysis, normalization and synthesis of Ukrainian language morphology problems has been
created.

The modification of the conventional tables of truth for multiple-valued invertible heterogeneous codes, connected
by predicated equations allowing to represent these tables in the compact form is proposed. In so doing, a
number of elements of the modified table in 3’ times, where variable p is a depth of decomposition.

It is shown that the algebra and logic method of invertible switching, circuits synthesis of the first kind is
propagated to a case of heterogeneous codes, predetermined by predicate equations [6].

The utility of the transfer to switching circuits of the second kind in a number of variables in the initial predicate
equation more 8 in a digit number of variables not exceeding 6, which is characteristic for problem solving of
morphological analysis and synthesis is justified [7-8].

It is found that switching circuits of direct and back action synthesized on the basis of logic elements and modules
possess a number of characteristic properties and properties of full and partial regeneration, contradiction
detection in input signals.

The problem solving of principles formalization of the structure organization of computing tools, thus ensures
construction of the newest concept for systems of an artificial intelligence; application of space and temporal
parallelism at structural and algorithmic levels; creation of procedural an function languages, parallel machines of
knowledge bases and the interface. The problem solving of organization principles formalization of universal & -
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valued structures of a spatial type by tools of predicate and hybrid logic will ensure construction of a modern
concept for artificial intelligence systems, application of spatial parallelism at structured and algorithmic levels;
creation of functional languages of parallel machines of knowledge basis; application of symbiosis of two- and
many-level heterogeneous coding.

One of circuit for realization of multiple-valued elements is the frequency-harmonic multi-state element which
states are coding by amplitude and frequency. This element was made by thin film technology as hybrid
integrated circuit.

This paper is devoted to building of formalization methods of the relation. It is a main tools for realization of Many-
Valued Intellectual System which focused on parallel information processing and its program realization.

The utilization of developed outlet’s instruction strategics is minimized the search time and this is to increase the
efficiency of outlet. Developed logical algebra mathematical tool is simplified of given types problem for both
knowledge engineer and user.
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DEVELOPMENT OF GENERALIZED NATURE ENVIRONMENT MODEL
FOR EMERGENCY MONITORING
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Abstract: In the presented work the problem of generalized natural environment model of emergency monitoring
is presented. The approach, based on using CASE-based technologies is proposed for methodology
development in solving this problem. Usage of CASE-based technology and knowledge databases allow for quick
and interactive monitoring of current natural environment state and allow to develop adequate model for just-in-
time possible emergency modeling.
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Introduction

The analysis of emergency situations of natural and technogenic character in the different countries of the world
for last five years, testifies to growth number of emergency situations average on 5 % per year. According to
United Nations experts and large insurance companies for the last century has occurred more than 50 000
natural catastrophes in different countries of the world which has caused death of more than 4 million persons.
Necessity of risks handling in extreme natural situations is called by global and national factors which render the
negative influence safety of ability to live of world society.

This risks include [1]:

o rise of spontaneous natural phenomena risks, caused by global warming, growth of seismic activity, the
extension of ozone gaps, etc., and also an intensification of technogenic influence on surrounding
environment;

« rise of probability and scales of the spontaneous natural phenomena and catastrophes influence on human
everyday live;

Managerial process by life safety should include modeling of an environment for risk factors revealing, a risk

estimation at all development cycle, development of decision-making subsystem for monitoring, handling of risk

and liquidations of emergency situation consequences.

Environment modeling for risk factors revealing provides research of possible threat sources, events initiating
emergency situations occurrence, description of the object and existing protection frames, possible scenarios of
event course and their ranking. Risk estimation is a process of emergency situation occurrence probability
definition throughout the certain period and scale of consequences for health of people, property and a
surrounding environment.

Development of such modeling system is main tasks of any research for support of natural safety. Let's remind
that model represents a collection of objects and ratios between them which adequately describes only some
properties of an environment. The model is only one of many possible emergency situation interpretation. This
interpretation should suit the user in the present state of affairs, at present time. For model four properties are
generally characteristic:

o The reduced scale (size) of model, more precisely, its complexity, which degree always is less, than for the
original. At model construction simplifications are entered;

« Saving of key relations between different parts;

o Working capacity, i.e. possibility basically to work, as original-modeled emergency situation (anyway,
similarly);

« Adequacy to the real properties of the original (a reliability degree)
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Analysis of environment risks

The most part of earth surface are slopes. Sites of a surface concern slopes with the angles of slope exceeding 1
degree. They occupy not less than 3/4 of whole earth surface.

The more abruptly the slope is, the more considerably the gravity component, aspiring to overcome cohesive
force of particles of breeds and to displace them downwards. To the Gravity help or stir features of slopes
structure: durability of breeds, alternation of various structure layers and their inclination, ground waters
weakening cohesive forces between particles of breeds. The slope collapse can be called subsidence —
separation from a slope of a large-size block of breed. Subsidence is typical for the abrupt slopes added tight
breeds (for example, limestones). Depending on a combination of these factors slope processes gain various
shape. In order to correctly model such processes a bunch of various factors should be taken into account. Each
factor should be estimated if it influence current situation in order to receive simplified model which still meets
requirements described above.

Definition of risks estimation of states of natural complexes, etc., the statistical data about emergency situations,
the spontaneous phenomena, and also on results of appropriate dangerous events modeling and situations
should be grounded on results of the control of availability index of product of the dangerous technogenic objects,
the given monitoring of dangerous geological and hydrometeorological processes. [2]

Presence of effective toolkit for quantitative estimation of safety level gives the chance to provide rationing of
risks, levels definition of comprehensible risks for the population, a surrounding environment and economy
objects, estimation of correspondence degree of current pace to European safety standards.

Handle of emergency situations risks provides the organization of constant danger level observation of natural
processes, natural complexes, exogenous geological processes, etc. in a direction of their danger lowering.
Regular monitoring of natural risks gives the chance to watch changes of safety level and to receive real
estimations of a remainder resource which in the conditions of limited financial resources allows to optimise
expenses on repair and a recovery work.

Proceeding from the analysis of existing methods and models for solution formulated above a problem of safety in
emergency situations it is necessary to use a system approach which assumes following stages of problem
solution:

« subject domain studying (inspection of objects of a surrounding environment);

« revealing and a formulation of emergency situation problem;

« mathematical (formal) setting of emergency situation occurrence problem;

« natural and/or mathematical modeling of researched objects and processes of surrounding environment;
« statistical processing of results of modeling,

« formulation of alternative solutions,

« estimation of alternative solutions,

« formulation of outputs and proposals on solution of emergency situation problem for objects of a surrounding
environment.

« estimation of proposals according to knowledge base of experts
« adjustment of proposals and final decision taking

Problem statement

According to presented tasks of research, it is required to develop and investigate object-oriented methodology of
specialized information-analytical system development, including components based on precedent knowledge,
taking into account different points of view on current situations (modeling of monitoring methods of emergency
situations). Such method must provide adaptation to different circumstances of current situation, must be easy
extendable and fast enough to obtain result in required (limited) time before emergency situation occurs.

In general, such method can be divided in several parts:
« presentation of situations as logically connected chains;
« detection of most important nature parameters and transforming them to microsituations
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o implementation of non-final estimation principle and taking into account expert linguistic estimations of
currecnt situations

Such method should improve quality of emergency possibility estimation (time of estimation)
In general, the task of minimization risk of emergency appearance should be solved:
—mi K M
() —mln‘R[XconSt,Xj X j
J;1
where X . — set of constant parameters of nature environment (angle of slope, different plants and trees on

the slope, type of inner structure and so on);

K

x; — j-th numeral K — parameter of natural environment (air temperature, humidity, wind speed, etc.)

xiM — i -th quality M parameter of nature environment ( expert estimation of emergency situations and possible

» o«

risk of its occurrence, for example, verbal threat estimation — “big”, “average”, “low”, etc.)

Development of nature environment model and system for emergency prediction

As problem situation we will understand still controllable situation which can be classified as possible emergency.
Developed method must provide [3]:

« system approach (different levels of situation description, support of decision takin lifecycle, differential point
of view on analyzing emergency)

« variety of modeling methods {Mod} and algorithms of solution taking { Alg} both for automated system
development and situation analysis for taking best solutions in case of emergency, which influence different
aspects of subject (problem situation, taken solutions, additional resources required for estimation or
controlling emergency)

In that case solving task of modeling automated system structure {Str} and general conception of emergency

modeling M(Siti) can be presented in such way:

{Zad,Met, Mod, Alg,Prog, Pk}—">{Str}, Str. e Str,i=1,K

M(Sit( ) = extr extr extr extr extr extr min M

Zad, Met, Algj,
Zad% € Zad Zad% e Zad Met® e Met Mod%;] eMod Alg® € Alg Progfp e Prog <N
i J

Progj, Modi, R

where:

. Zad; -1 — th task of nature environment control and prognosis for e —th method of system development,

n=17Z;
e Met°- e —th method of model development, e :I,_E;

. MOd%C - model of nature environment in e — th method of system development;
1

e« A lgj - j —thalgorithm of system development for e — th method of system development; j = l,_J ;
e Pr og; - —th program solution for implementing j —th algorithm in e—th method of system
development, ¢ = I,_H;

« PK®_estimation quality of result program complex

Structural analysis of emergency monitoring system should be considered as unity of complex system modeling
methods and must be developed on the base of powerful informational support systems. Such systems are called
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CASE-based (Computer Aided Software Engineering). Architecture of proposed CASE-system is based on
paradigm “methodology-model-notation-methods”.

Let's review process of development model of emergency situation model {Mod} from CASE-based
technologies point of view. During model {AMod} development we should choose most effective variants of

modeling, which provide receiving required adequate emergency risks estimations with minimal time for system
development. And configuring. Model {Mod} must provide connection of nature situation with search of control

solutions I3, which primary aim is prevention or liquidation of emergency consequences with minimal risk for
human being R, and use no more resources X, which are possible to use. In other words to solve the problem

for situation i for current slope we must develop emergency model in such way:
Mod, = gxty Mod{X',2, 3", r/ | 4]

i
1, €R,

where i =1, N - count of possible states of nature on current slope

Integratiion in one model this element require to take into account next laws: A — associations; Posl - ordering;
K — classification; KL — clustering.

Association takes place if current problematic nature state Siti[ , Where ¢ — current time, and situation Siti['1 ,

happened before are connected with each other. This is expressed by equation A:Sit;[ - Sitit_1

For Posl itis obvious that Posl:Sit}:_1 - Sitit , because a chain of interconnected in time situations exists

Using classification Sitit = K{(Sitit € Kkr )or(Sitit € Kg)} , where K, —class of emergency and K
is class of non-emergency situations, group of most important nature parameters are revealed. In general

clustering Siti[ = KL{(Siti[ € KLkr)or(Siti[ € KLk_r)} differs from general classification that classes are

not determined at step of system creation. Using clustering homogeneous types of data are obtained
automatically, reducing time for system development.

After obtaining classification position of current situation Sitit it is possible to build required system using data

from closest situations, happened in past which are homogeneous t current one:

subsystems
organizational model
Nature monitorina model o
o
P | s 5
EMERGENCY Y
Y functional model S &
Monitoring o &
system §
informational model
input/ouput model

Structure of emergency monitoring system
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Such computer system of decision-making support grants to expert possibility to handle easily great volumes of
the information in realtime a time scale, allowing it to obtain the objective data and make the value judgment.
Using effective estimations expert can easily control many parameters during time, along with allowed changes in
them:

£ Npwnomennn_Neperss Cncrems i@ 5@ 7] [@ sergeyopthome: ~/sre/_. [w TF% s Lol 21 caE g, 3 Ma, 18:31

Monitoring current nature parameters on slope and allowed differences

Conclusion

The offered approach to modeling nature environment allows quickly develop effective system for emergency
prediction. Presented method is based on classification and clustering approach as theoretical backend and a
strong use of CASE-based technologies as effective solution for quick development of system solving similar
tasks (risk estimations in current case). Developed system can be easily implemented by means of any high-level
programming language using database/knowledge base backend for storing microsituational data. Effectiveness
of such system allow to decrease risks on different slopes and effectively estimate running costs on
living/manufacting in different areas.
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LEVERAGING EXISTING PLASMA SIMULATION CODES
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Abstract: This paper describes the process of wrapping existing scientific codes in the domain of plasma physics
simulations through the use of the Sun’s Java Native Interface. We have created a Java front-end for a particular
functionality, offered by legacy native libraries, in order to achieve reusability and interoperability without having to
rewrite these libraries. The technique, introduced in this paper, includes two approaches - the one-to-one
mapping for wrapping a number of native functions, and using peer classes for wrapping native data structures.
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Introduction

Contemporary physics simulations evolve over the years and become composite and increasingly complex. A
large portion of the system may consist of legacy codes, which are mostly written in languages like FORTRAN, C,
and C++. It is ineffective and unreliable to rewrite the entire software system with new design rules, or in new
programming languages. Reusing is perhaps the best strategy to handle complexities in software development.

We use the Sun’s Java Native Interface (JNI) to leverage existing native libraries. By native code, we mean non-
Java code, typically C or C++. As part of the of the Java virtual machine implementation, the NI is a two-way
interface that allows Java applications to invoke native code and vice versa [JNI, 2003]. Thus JNI allows
programmers to take advantage of the power of the Java platform, without having to abandon their investments in
legacy scientific codes [Malinova, 2006].

In this paper we present creating Java front-ends for some basic functionality of the PLASIMO simulation
software. PLASIMO is a framework for modeling low-temperature plasma sources. It has been developed at
Eindhoven University of Technology in the department of Applied Physics [Plasimo, 2008]. PLASIMO is written in
C++, so in our work we have used the JNI to produce a class library that wraps a set of the PLASIMO’s functions
and classes. We first discuss the most straightforward way to write wrapper classes — the one-to-one mapping.
We then introduce how we wrap native data structures using peer classes. At the end, we discuss such issues
like exception handling and reflection support provided by the JNI.

Methodology

Java applications call native methods in the same way they call methods implemented in the Java programming
language. Behind the scenes, however, native methods are implemented in another language and reside in
native libraries. We use the JNI to write native methods that allow the Java code to call functions implemented in
PLASIMO’s native libraries. The JNI allows interaction to occur in both directions: the Java code can invoke
native methods; as well the native methods can create, update and inspect Java objects and call their methods
(see Figure 1).

A\ 4

The Java code || The JNI code
— «—

The PLASIMO code

Figure 1. The Java Native Interface as link between Java and PLASIMO
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Implementation of a call from Java to a PLASIMO library includes several basic steps, such as [JNI, 2003]:

- Define a Java wrapper class with the native method declaration. This declaration includes the keyword
native to signify to the Java compiler that it will be implemented externally. The created Java
wrapper loads the native library that contains the native code, and invokes the native methods.

- Generate a header file for use by the native (C/C++) code.

- Create the native C/C++ implementation - the native code implements the function definition contained in
the generated header file and implements the needed logic as well.

- Compile the native implementation into a native library — create dynamic (.dll) or shared object library (.s0)
so it can be loaded at runtime.

One-to-one mapping

This section discusses the most straightforward way to write wrapper classes — the one-to-one mapping. This
approach requires us to write one stub function for each native function that we want to wrap. Figure 2 presents
the one-to-one mapping of the functions belonging to the PLASIMO’s pIRuntime namespace - it contains
functions and classes for runtime configuration and library loading/unloading.

public class JRuntime {
private static native void _configure(JNode node);

public static void configure(JNode node) {
_configure(node);

a) native function declaration

JNIEXPORT void JNICALL Java_JRuntime__1configure
(JNIEnv *env, jclass clsptr, jobject jnode) {

b) native stub function

namespace plRuntime

{

void Configure( const pINode & node) {....}

}

c) native method definition
Figure 2. One-to-one mapping approach to write wrapper classes.

Each native function (for example, _configure) maps to a single native stub function (for example,
Java_JRuntime__ 1configure), which in turn maps to a single native method definition (for example,
pIRuntime: :Configure). Here the stub function serves two purposes:
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- The stub adapts the native function’s argument passing convention to what is expected by the Java virtual
machine. The virtual machine expects the native method implementation to follow a given naming
convention and to accept two additional arguments. The first parameter, the INFENV interface pointer,
points to a location that contains a pointer to a function table. Each entry in the function table points to a
JNI function. Native methods always access data structures in the Java virtual machine through one of
the NI functions. The second argument differs depending on whether the native method is a static or an
instance method. The second argument to an instance native method is a reference to the object on
which the method is invoked, similar to the “this” pointer in C++. The second argument to a static native
method is a reference to the class in which the method is defined. Our example,
Java_JRuntime__ lconfigure, implements a static native method. Thus the jclass
parameter is a reference to the JRuntime class.

- The stub converts between Java programming language types and native types. The JNI defines a set of
C and C++ types that correspond to types in the Java programming language. The mapping of primitive
types is straightforward. For example, the Java type 1nt maps to the C/C++ type jint (defined in
Jni_h). The JNI passes objects to native methods as opaque references. Hence, the native code
must manipulate the underlying objects via the appropriate JNI functions.

The result is that the created stub function makes calls to the PLASIMO functions and possibly back to the Java
methods, and returns results to Java.

Peer classes

One—to—one mapping addresses the problem of wrapping native functions. The examples in the previous section
have covered calling standalone C++ functions that return result or modify parameters passed into the function.
However, if we create an instance of a C++ class in one native method, another problem encounters: how can
C++ classes be used from a Java program and keep objects around while the program is running? One way to
handle this situation is to define a Java class called “peer class” that corresponds to the C++ class. Peer classes
are classes that directly correspond to native data structures. Each instance of the peer class corresponds to a
C++ object, tracking the state of the C++ object.

We have created a number of peer classes that correspond to some basic PLASIMO classes (see Figure 3). The
native methods are called within the peer classes, and are the link between the peer classes and the C++
classes.

The JPeer class is an abstract Java class that all peer classes extend, as presented in Figures 4 and Figure 5.
The JPeer class provides some common functionality and contains a 64-bit field that refers to the corresponding
C++ instance of a PLASIMO class (see Figure 4). Subclasses of JPeer assign specific meaning to that field. If we
are on a platform with 32-bit pointers, we can simply store this pointer in an int; if we are on a platform that uses
64-bit pointers, we store it in a long.

JPeer
y
v . " y The Java code
JNode JLibraryLoader JModelBase
A A A
Y A Y The JNI glue code
JNI stubs JNI stubs JNI stubs e
A A A
0y vy vV The PLASIMO code
pINode plLibraryLoader pIModelBase /_

Figure 3. The Java peer classes corresponding to the C++ PLASIMO classes.
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The Java peer classes will have the same methods as the C++ classes they represent (it is not necessary all the
methods to be wrapped), but the implementation of these methods will be to call the C++ equivalents. For
example, take the JNode peer class that wraps the native pINode class (see Figure 5). The Plsimo’s pINode is a
tree with a variable branching factor. It consists of two parts: a data part of type plLeaf and a variable-sized vector
of pointers to children, also of type pINode. Two kinds of pINode-instances occur, sections and data lines: nodes
without children are data lines; nodes with one or more children are sections. The children are also pINode’s
instances, also these can be either sections or data lines. pINode offers a variety of members for accessing its

data items, or for section nodes, those of its children.

abstract class JPeer {
private long pointer;

public long getPointer() {
return pointer;

}

public void setPointer(long ptr) {
pointer = ptr;

}

public abstract void destroy();

public void finalize(){
destroy();

Figure 4. The abstract peer class.

As can be seen in Figure 5, the JNode’s constructor calls the native method create passing as arguments
string values representing a section name and a file name. Then inside the stub function, implementing the
JNode’s create method, an instance of the C++ plNode class is created (see Figure 6).

public class JNode extends JPeer{

private native long create(String secname);

private native long create(String secname, String filename);

private native long create(String secname, BufferedReader reader);

private native void destroy(long p);

private native void write(String filename, boolean recreate, long p);

private native void write(PrintWriter writer, boolean recreate, long p);

private native void read (String filename, long p);

private native long mount (long tree, long p);

private native long getSection(String secname, long p);

public JNode(String secname, String filename) throws JException {
long jnodePtr = create(secname, filename);
setPointer(jnodePtr);

}
public void destroy() {
long jnodePtr = getPointer();
if(inodePtr 1= 0) {
destroy(jnodePtr);
setPointer(0);

Figure 5. The JNode peer class.
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The pointer to that instance is saved in the 64-bit field defined in the peer class JNode. In other words, the
create native method returns this value, and the value is saved in objects of the peer class. When other native
methods, such as destroy, write, etc., are called, this value is retrieved and passed as an argument to the
method. The value is then casted into a C++ pointer.

JNIEXPORT jlong JNICALL Java_JNode_create__Ljava_lang_String_2Ljava_lang_String_2
(JNIEnv * env, jobject obj, jstring secname, jstring filename) {
const char * str;
str = env->GetStringUTFChars(secname, NULL);
if(str == NULL) { return 0; }
const char * ¢_filename = env->GetStringUTFChars(filename, NULL);
if(c_filename == NULL) {
return 0;

}

plNode *ptr=0;

try{
ptr = new pINode(str, c_filename);
return (jlong)ptr;

catch(plParserException& plex){
std::string msg = "Plasimo exception: " + (std::string)plex.what();
JNI_throwException(env, "JException", msg);
return 0;

Figure 6. The stub function implementing a JNode’s create method.

An important point about peer classes concerns freeing native data structures. Instances of the Java peer classes
are garbage collected but not the instances of the C++ classes. C++ has no garbage collection, so it is necessary
to think about how objects are destroyed when they are no longer in use. When objects are dynamically created
with the new operator, the delete operator must be explicitly called. In the peer class, this behavior is
modeled using the destroy method. It is declared as abstract method of the JPeer class. All peer classes that
extend the abstract JPeer class provide implementations of the destroy method (see Figure 5).

JPeer also defines a Final i ze method that calls destroy. When the garbage collector is ready to release
the storage used for a Java object, it will first call Final i ze and clean up the memory allocated inside the non-
Java code. Since neither garbage collection nor finalization is guaranteed, one cannot rely on destroy being
called in a timely way. If the Java virtual machine is not close to running out of memory, then it might not waste
time recovering memory through garbage collection. That is why we explicitly call destroy to invoke the
destructor for the C++ class, and avoid memory leaks.

Use the reflection support to call Java from C++

In the previous examples we have discussed calling C++ from the Java code: how can C++ classes be used from
a Java program, and keep objects around while the program is running. But since JNI is a two-way interface, we
can also call Java from within the native code. JNI allows accessing Java class fields, calling methods, invoking
constructors. This involves using the JNI functions that provide reflection support since the reflection allows us to
discover at run time the name of arbitrary class objects and the set of fields and methods defined in the class.
Although it is possible to call the corresponding Java API to carry out reflective operations, the JNI provides
functions to make the frequent reflective operations from native code more efficient, such as:
GetSuperClass, GetObjectClass, IslnstanceOfT, etc.

In Figure 7 it is shown how to call the JNode’s method getPointer from a native stub function. Calling a
Java method (instance or static) from within the native code involves the following three steps: retrieve the class
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reference; retrieve the method identifier; call the method. The getPointer method is an instance method
defined in JPeer — the JNode’s superclass, so we have to obtain the method identifier from a reference to the
superclass.

JNIEXPORT void JNICALL Java_JRuntime__1configure
(JNIEnv *env, jclass clsptr, jobject jnode) {

jclass cls = env->GetObjectClass(jnode);
jclass super = env->GetSuperclass(cls);
jmethodID mid = env->GetMethodID(super, "getPointer", “()J");
if (mid == NULL) {
return;

}

jlong jl = env->CallNonvirtualLongMethod(jnode, super, mid);

Figure 7. Use the JNI functions providing reflection support

Exception handling

When the native code detects the exception thrown by the PLASIMO code, it throws a Java exception - in our
case an instance of the JException class, as it is shown in Figure 8. This can be seen also in Figure 6.

The JNT(_\

The Java code catches the PLASIMO exception; The PLASIMO code

Figure 8. Handling PLASIMO exceptions inside the JNI stub functions.

More interesting is the case when the native code issues a callback to a Java method that itself throws an
exception. When the control is returned to the native method, the native code can detect this exception by calling
the ExceptionOccurred function — the JNI function that performs checks for a pending exception in the
current thread. Then the native code can clear the exception by calling ExceptionClear and then execute
its own exception handling code.

Conclusions

The technique of using the Java Native Interface allows us to leverage code in existing native libraries,
particularly the PLASIMO simulation software. Once we have Java-based components to work with, they can
easily be transformed into Web services [Mahmoud, 2005]. External client applications will interact with these
Web service wrappers, rather than the actual scientific codes. This will alleviate the scientific collaboration with
other development teams and will allow us to build connected applications.

Apart from avoiding rewriting PLASIMO in Java, using the existing PLASIMO libraries trough JNI has another
advantage. Java has been designed to be portable — compiled programs run on any machine with a Java Virtual



142 Intelligent Technologies and Applications

Machine. To accomplish this, the Java compiler compiles to machine-independent byte code that is interpreted at
run time by the virtual machine. Although the Java interpreter is efficient, the plasma simulations are supposed to
involve cpu-intensive operations on large amounts of data and by leaving these operations out of Java into the
PLASIMO compiled libraries, we may expect better performance.

Acknowledgments

This work is supported by the NSF of the Bulgarian Ministry of Education and Science, Project VU-MI-205/2006
and the NPD-07MO07 project of the University of Plovdiv “Paisii Hilendarski”, Bulgaria.

Bibliography

[Agrawal, 2006] S. Agrawal, V. Chenthamaraksan. Handling events from native objects in Java code, 2006,
http://www-128.ibm.com/developerworks/javallibrary/j-jniobs

[JNI, 2003] Java Native Interface 5.0 Specification (2003). http://java.sun.com/j2se/1.5.0/docs/guide/jni/index.html

[Malinova, 2006] A. Malinova, S. Gocheva-llieva, I. lliev. Wrapping legacy codes for Numerical simulation applications,
Proceedings of the Ill International Bulgarian-Turkish Conference Computer Science, Istanbul, Turkey, October 12-15,
Part Il, pp. 202-207, 2006.

[Mahmoud, 2005] Q. Mahmoud. Service-Oriented Architecture (SOA) and Web Services: The Road to Enterprise Application
Integration (EAI), 2005, http://java.sun.com/developer/technivcalArticles/WebServices/soalindex.html

[Plasimo, 2008] PLASIMO simulation software, http://plasimo.phys.tue.nl .

[Pont, 2004] M. Pont. Calling NAG Library Routines from Java. NAG Technical Report TR 1/04, 2004.

[Pont, 2003] M. Pont. Calling C library routines from Java, Dr.Dobb’s Journal, 2003, http://www.ddj.com/architect/184405381
[Smith, 2003] J.Smith. Fast math with JNI, JavaWorld.com, 2003.

[Stearns, 2003] B. Stearns, Java Tutorial: Java Native Interface. Sun Microsystems Inc., 2003.
http://java.sun.com/docs/books/tutorial/native1.1 .

Authors' Information

Anna Malinova - Department of Computer Technologies, University of Plovdiv “Paisii Hilendarski’,
24 Tzar Assen St., Plovdiv-4000, Bulgaria; e-mail: malinova@uni-plovdiv.bg

Vasil Yordanov - Faculty of Physics, Sofia University, BG-1164 Sofia, Bulgaria;

e-mail: v_yordanov78@yahoo.com

Jan van Dijk — Department of Applied Physics, Eindhoven University of Technology,
P.0O. Box 513, 5600 MB Eindhoven, The Netherlands; email: j.v.dijk@tue.nl




International Book Series "Information Science and Computing" 143
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Abstract: Every year production volume of castings grows, especially grows production volume of non-ferrous
metals, thanks to aluminium. As a result, requirements to castings quality also increase. Foundry men from all
over the world put all their efforts to manage the problem of casting defects. In this article the authors present an
approach based on the use of cognitive models that help to visualize inner cause-and-effect relations leading to
casting defects in the foundry process. The cognitive models mentioned comprise a diverse network of factors
and their relations, which together thoroughly describe all the details of the foundry process and their influence on
the appearance of castings’ defects and other aspects.. Moreover, the article contains an example of a simple die
casting model and results of simulation. Implementation of the proposed method will help foundry men reveal the
mechanism and the main reasons of casting defects formation.

Keywords: castings quality management, casting defects, expert systems, computer diagnostics, cognitive
model, modelling, simulation.
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Introduction

By casting defect we understand a technical characteristics mismatch of produced castings and technical
requirements which the castings should meet.

Every year production volume of castings grows, especially grows production volume of non-ferrous metals,
thanks to aluminium. As a result requirements to castings quality also increase. While we still get castings with
defects that make castings more expensive, foundry men from all over the world put all their efforts to manage
the problem of casting defects. The issue of reducing casting defects is vital for the foundry industry.

The quality of castings depends on a great amount of factors and parameters. Very often these dependencies are
very complex by their nature; they could only be described by numerous factors, which in their turn could have
varying interactions with others. Moreover, we experience a lack of knowledge about the collection of factors in
general and have limited opportunities of their quality understanding.

The presence of intricate interactions (which can also change dynamically or depend on other factors) and at the
same time insufficient information about other relations make the understanding of relations between factors
more complicated.

Existing methods and the proposed method of problem solving

Nowadays we see a large number of simulation methods that work with complex dynamic systems and
processes. The choice of a method depends on the level of complexity of a system and on the volume of
information about it. Today there are four main methods in the sphere of “fighting” with casting imperfections:

1) the first method is based on the use of atlases of casting defects. Many research centres are still working on
them. It is difficult to find right reasons with the help of such atlases, especially when there is more than one
reason or more than one defect;
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2) the second method deals with classical expert systems. Though many scientific groups work on them, such
kind of software systems does not give us an opportunity to observe the behaviour of all system parameters when
we want to improve values of some of them;

3) the third group works on a so-called black box technology. The black box technologies comprise methods that
are based for example on neural networks. Nevertheless, the problem of neural networks lies in the lack of
transparency of the process of making inferences. This means that it is impossible to understand the grounds of
the conclusion being made;

4) the forth method is simulation. This is a common method, when a system is represented by number of
differential equations, which describe energy conservation laws that occur in the system. Moreover it is the most
laborious and complicated method, which is also rather costly and time consuming.

Though simulation is the most powerful method very often there is no need to spend time and money to build a
model. Frequently the problem lies in understanding of the occurring processes.

In the field of “fighting” with casting defects, it is impossible to build a fully adequate mathematical model, which
summarises all the factors and their interrelations. Even now, there are a lot of interferences, which are still not
mathematically described and could only have verbal interpretation. Taking into consideration the results of the
conducted analysis of existing methods and their disadvantages in the sphere of “fighting” with casting defects,
the authors are going to use a new method of informational representation — a cognitive map.

Cognitive modelling makes it possible to conduct fast and more or less exact quantitative virtual experiments with
the help of proper software and to get the required information.

Cognitive maps were initially suggested by American psychologist Tolman E. C. to describe behaviour of mice
[Tolman, 1948]. Later Axelrod R. used them in politics (model of British politics in Persia) [Axelrod, 1976]. Roberts
F. used them in economics (model of energy consumption) [Roberts, 1986].

Commonly a cognitive map is represented as a directed graph G(V, A), where V — factors, A - cause-and-effect
relations between factors.

Significant contribution to the development of cognitive maps’ theory was made by B. Kosko [Kosko, 1992]. He
proposed the most popular modification of cognitive maps - so-called fuzzy cognitive maps (FCM), where values
of factors vary from -1 to +1 and some scale is in use.

Cognitive modelling has already been tested with socio-economic systems like regional economy management,
industrial safety and so on [Polyakova, 2005]. All such systems are complicated and semi-structured systems,
which have a large quantity of interacting factors. These interactions could be changed dynamically. The system
of casting defect formation has similar characteristics; therefore the cognitive approach should be rather efficient
here.

Like many other scientists the authors see further development of cognitive maps’ approach in the direction of
joining them with fuzzy logic, where factors are linguistic variables and relations represent data banks of fuzzy
rules.

Cognitive simulation is an approach, which is based on the use of cognitive maps in computer simulation. With
the help of cognitive maps, it is possible to make visible and transparent all the occurred processes of casting
defect formation. Moreover, it is possible to use not only well-known exact interactions, but also interactions,
which are only supposed to occur.

The visual representation of a cognitive map gives the possibility to see clearly the whole complex network of
reasons of casting defect formation. This visualization helps foundry man to find rapidly all the weighted reasons
of defects.

Cognitive modelling example

For example, let us consider a cognitive map of AlSi12-alloy and die casting process. In our research we
investigated a great number of factors, which described properties of alloy, mould, work process-related
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parameters, work of personnel and machines and also factors, which described casting quality (structure,
mechanical properties, measurements and casting surface). We have collected a considerable catalogue of
factors. Cognitive approach gives us a unique opportunity to bind all the discovered factors into a single cognitive
model and work with them jointly and simultaneously.

In order to arrange reasons of casting defect formation logically we used a so-called Ishikawa diagram (or a
fishbone diagram, also known as a cause-and-effect diagram) [Frank, 1993]. This diagram helps to discover
several levels of reasons of a problem. We used it in order to find and evaluate system reasons of casting
defects.

Afterwards, we developed a cognitive map on the basis of the factors that had been founded with the help of
Ishikawa diagrams (Fig. 1).

| Mold properties | |Alloy properties |

g CASTING QUALITY]

|Work process-related parameters | |Personne| and machines |

| Casting surface | | Casting internal structure |

g CASTING QUALITY]

[Mechanical properties | |Linear measuremants |

Fig. 1. General view of the Ishikawa-diagrams

Frequently, it is quite a challenge to describe how factors interact with each other. Moreover, we do not have
exact information about the character of this interaction. But we know that, for example, “if the die ventilation is
insufficient, the probability of porosity defect will increase”. So, we do not have any well-defined relation or
mathematical equation. In such case we can take an advantage of cognitive modelling, which supports qualitative
interactions and can help us to analyze complex systems with the above mentioned type of relations.

If there are no quantitative data about the interactions, it is possible to use a qualitative value (strong, moderate,
weak) to define the interactions together with the Harrington’s scale [Diligensky, 2004] from -1 to +1. An example
of possible verbal interpretation sounds: “moderate increase of the die ventilation strongly increases the
probability of porosity defect”.

A fragment of classical cognitive map is shown in Fig. 3. The fragment consists of 29 factors and even more
interactions. In order to facilitate and simplify the process of creating this cognitive model of casting defects’
formations (and cognitive models in general) we designed a software system. With the help of this software
system all the available experience and knowledge of the factory employees and experts can be easily
transferred into factors and interactions.

Using qualitative relations, we can also distinguish positive and negative interactions. In other words, a positive
interaction shows us that a rise of the factor, which is at the beginning of the arrow, increases the factor value on
the arrow end; a negative interaction on the contrary shows us that a rise of the factor, which is at the beginning
of an arrow, decreases the factor value on the arrow end.
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For example, on the cognitive map in Fig. 3 we
can see that the factor “zinc” negatively influences
the factor “hot cracking” and consequently
decreases it, while the element titanium rises up
the probability of “hot cracking”.

Among these factors we can choose so-called
target factors, which should alter in a desired
direction (shown with squares at Fig. 3).
Moreover, we can also select so-called control
factors (shown with triangles in Fig. 3), which
values we should change in order to achieve
desired directions of target factors.

The information about factors is represented in
the software system as a matrix. This allows us to
run a simulation, which virtually shows possible
consequences of alterations of one or more
factors.

Oxidation

Mold-
filling -
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Gas ab- =
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the alloy
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of coating
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Fig. 3. Fragment of the cognitive map with 29 factors (A - control factors, L7- target factors, O- other factors)
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Simulation example

To demonstrate a simple simulation example on the above mentioned matrix let us simplify all the interactions in
our cognitive model and to make either -0.5 (for all negative) or +0.5 (for all positive).

For example, let us observe the behaviour of some factors when adding zinc into the alloy. We can observe that
the addition of zinc at first influences the fluidity and mould-filling ability of the alloy. Alterations of these factors
lead to probable reduction of misruns. The results of simulation are shown in Fig. 4.

0.75 0.75 4
0.5 1 0.5 4
0.25 4 0.25 1 :
Misrun Fluidity Cold cracks
y >[I o T
Zine Mold-filling Fluidity Titanium Oxidation Misrun  Strength
-0.25 = -0.25
ability
0.5 05
-0.75 0.75
K -1
Fig. 4. Simulation example “zinc — misrun” Fig. 5. Example “titanium- misruns and cold cracks”

The next example will demonstrate conflicting goals. This time we choose the factor titanium. If we look at the
graph, we can see that the addition of titanium into the alloy will increase oxidation, which in its turn will lead to
reduction of fluidity and consequently we could get misruns (see Fig. 5).

Otherwise, the presence of titanium in the alloy increases strength, what in its turn decreases the probability of
cold cracks.

This example illustrates how the fight with one casting defect can influence the others. That is why it is highly
important to consider the whole network of factors, but not concentrate on a single factor or even a group of
factors.

Conclusion

So, the software system, which is being developed and improved, could be used by foundry men in their every
day practice and by experts or managers in making fast decisions without a need to conduct long tests and
complicated researches. One of the main advantages of the proposed method is that a foundry man can extend a
cognitive model and improve results of simulation himself (without any help from the outside), according to his
own knowledge and experience about castings formation and their avoidance. The use of the cognitive approach
helps us to manage a large quantity of factors. It is highly competitive in the situations, when other methods could
either be very expensive or do not show the logic of the occurred processes. This method will help the foundry
men to reveal the mechanism and the main reasons of casting defects’ formation and take preventive measures
in time.
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PACMO3HABAHUE CITOXHbIX CTEPEO U MYNbTU-U30EPAXEHUN
B PEAIIbHOM BPEMEHU

Apunb Tumodhees, Oner [epuH

AHHOmauyus: Paccmampusaembie 8 aHHOU cmambe MemoObl PaCh03HaBaHUs CIIOXHbIX CMEPeo- U Mynbmu-
usobpaxeHull 8 peanbHOM 8PEMEHU aHanu3uUpPyOm OKpyXatouiee npocmpaHCmeo, 8bIOesm OKpyXaruwue
0bbekmbI, Knaccuguyupyrom Ux U OUEHUBaKM yposeHb UX eaxHocmu Ons pewaemoli cucmemol 3adayu.
OcobeHHocmbio AaHHOU 3adayu siensemcs Kak ebldeneHue 8 8udeou30bpaxeHuu 00beKkmos, mak U UX
Kraccugpukayus, U cobCmeeHHo OUeHKa (pelimuHa) ux eaxHocmu.

Knroueebie cnosa: pacnosHasaHue u3obpaxeHull 8 pearibHOM 8PEMEHU, 8UPMYyarnbHas peanbHocms, 3D-cueHa,
Helipoceme.

ACM Classification Keywords: C.2.4 Distributed Systems

Conference: The paper is selected from XIVth International Conference "Knowledge-Dialogue-Solution” KDS 2008, Varna,
Bulgaria, June-July 2008

BBepeHue

3apavya aBTOMATMYECKOrO pacrno3HaBaHUs CMOXHbBIX CTEPEO U MyNbTU — M30BpaxXeHN B pearibHOM BPEMEHM B
HacTosllee BpeMs akTyanbHa B MeduuuHe, poBOTOTEXHWKE, MyrMbTUMEAMa — MPUNOXEHWSX, CUCTeMax
obecneyennss 6esonacHoCcTW. Hanpumep, aBTOMATU3WPOBAHHble CUCTEMbI MO3BOMSOT COKPATUTL  YCUNUS
nepcoHana cnyx6 6e3onacHocTH, 3aTpauMBaemble Ha KOHTPOMb BCEN OXPaHAEMON TeppuTopuu, Habntogaemon
COTHIMM Tenekamep BMAEOHAONIOAEHWS, W CKOHLEHTpPUpOBaTb MX Ha Haubonee ys3BUMbIX Yy4yacTkax U
nopo3puTenbHbIX 0BbekTax. PaccmatpuBaemble B AaHHOW CTaTbe METOAbl AHANW3MPYIOT OKpyXatoLlee
NPOCTPaHCTBO, BbIAENSIOT OKpYyXatoLime 06BbEKTbI, KNnacCuuULMpYIOT NX U OLEHUBAKOT YPOBEHb UX BAXHOCTW ANs
peluaemoit cuctemoit 3agayun. OCobeHHOCTbI0 AaHHON 3aaaun SBRSETCS Kak BblAeNeHue B BUOeom300paxeHn
0OBEKTOB, TaK 1 UX Knaccudukaums, u COBCTBEHHO OLiEHKa (PENTUHT) UX BaXHOCTM!.

MeToab!i pacno3HaBaHUA CNOXHbIX CTepeo- n MyﬂbTM-M306p3)KEHVII:1 B peasibHOM BpeMeHU

BbigeneHune, conpoBoxaeHne W knaccudmkaumns HegeTePMUMHUPOBaHHbLIX 0OBEKTOB B peanbHOi 06CTaHOBKE C
NepeKkpbITEM  OBWXKYLIMXCA OOBEKTOB MPEnsTCTBUAMM B YCMOBUSX M3MEHSIOWMXC (hOHA W YCIOBWK
OCBELLEHHOCTH, NPK HamnM4UU NOMEX BO3MOXHO MpU HeMpoceTeBon 06paboTtke MynbTu-3obpaxeHuin. MynbTu-
nsobpaxenns (3D-cueHbl, pasHECEHHble BO BPEMEHW W/WnM NPOCTPAHCTBE) C BLICOKUM pa3peLLeHneM
NO3BONAT M3MEPATb CTAaTUYECKME U ANHAMMYECKME NapameTpbl 0OBEKTOB (pa3Mepbl, KOOPAMHATBI, CKOPOCTH,
TpaeKkTopun ABKEHNS) 1 Gonee HaaeXHO BblAENATb NOA03PUTENLHBIE 06bEKTHI B 3D-CLiEeHe.

Hanbonee uenecooGpa3Ho B 3TOM Cryyae MCMOMb30BaHNE HEMPOCETEBbIX TEXHONMOTMA Kak Haubonee
NPUCNOCOBNEHHBIX K OBHAPYXEHUIO HeAeTEPMUHUPOBAHHBIX OOBLEKTOB B YCNOBUSX WM3MEHALLMXCA (DOHA M
MoMex.

CnegyeT OTMeTUTb, YTO MCMOMb30BAHWE «KMACCUYECKuX» HenpoceTelt (COBOKYMHOCTU  «PaBHOMPABHBLIX»
HEMPOHOB) B MpUHUMNE MO3BONSET peWwWTb 3Ty 3ajadvyy B peanbHoM MacwTabe BpemeHu. OpHako
«yHUBEPCANN3M» TaKOM CUCTEMbI YPE3BbIYANHO YCIIOXKHAET annapaTHy peanu3auuio n 0byyeHne HelpoceTel u
3aTpyOHsIET €€ peanbHoe NpuMeHeHue. MpeanoXeHHbIN paHee NOrMKO-akCMOMaTUYECKUIA METO pacno3HaBaHNs
CMOXHbIX M30OpaxeHnit OCHOBLIBAETCS Ha MpeaBapuTENbHOM OBYYEHUM KOMMbIOTEPHOW CUCTEMbI MOHATUAM
(knmaccam wn306paxeHnin OTAENbHbIX OOBLEKTOB B pasHblX pakypcax) B (DOpPME NOrMYeckMx akcMom M Ha
nocreaytoLwemM NpUHATAN peLLeHnin NyTéM WAEeHTUdMKaLMM U NoKanu3aumn OTAEMNbHbIX 0BbEKTOB (Hanpumep,
nuua TeppopucTa) Ha CNOXHOM M3006paxeHWn CpeacTBamu afanTMBHOMO MOMCKA NOTMYECKOrO BbIBOZAA B
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ncumcnenuu npegukatos [1]. PaccmatpuBaeMblil B JaHHOM CTaTbe HEMPOCETEBOW METOZ, pacro3HaBaHus Takke
Basupyetcs Ha NpeaBapuTENbHOM 0BYYEHUM HEMPOHHON CETWU MOHATUAM (Knaccam u30BpaxeHuit 06beKToB) ¢
nocneaylwen uaoeHTUMKaUMEn W OTCNEXMBAHMEM HYXHOro obbekta NyTEM napannenbHoit o6paboTku
BUAEOUHDOPMALN B peanbHOM BpeEMEHM [2-3].

ABTopamu pa3paboTaHbl METOAMKM M MaTeMaTUYeckui annapat, Mo3BOnstLlMe peayumpoBaTh CHOXHOCTb
HeWpoceT! NyTeM MOCTPOEHUS WepapXWYECKOM HEMpOCETU («rMNepceTu») Kak COBOKYMHOCTM afanTUBHO -
CBSI3aHHbIX HelipoceTelt u ee npegobyyeHne [4]. ABTopamu Takke paspaboTaHbl TEXHOMOMMW pasmeneHns
HenpoceTen Ha NOTOKOBbLIE BbIYMCTIEHMS], peanuayemMble Ha 6ase FPGA, 1 CNoXHbIe BbIMMCIEHNS, peann3yemble
Ha MCPU, B pesynbTare Yero annapaTHble CPeAcTBa UCMOMb3YTCH ONTUMANbHO, YNYYLLAKTCH CTOUMOCTHbIE,
MaccorabapuTHble 1 SHepreTUYeckne XxapakTepucTuku cucTems! [4].

Peanusauus npegnaraembix HEMPOCETEBbIX U MyNbTU-areHTHbIX TEXHOMOMA NpeacTaBnseT coboi nporpammMHo-
annapaTHblii  KOMMMEKC, COCTOSIMA M3 CEHCOpPOB - Tenekamep, pagno u MK cpegcts  HabnogeHus,
PacrnoNOXeHHbIX B 30HaX KOHTPOMS, M HEMPOCETEBLIX BbluMcAMTENEN, obpabaTbiBaloWwmx CUrHarmbl CEHCOPOB,
0OHapyXMBaOLMX W OLEHUBAKOLLMX YPOBEHb OLIEHKM BaXHOCTW Habniopaemblx OOLEKTOB ANs peLleHus
NOCTaBNEHHON LieneBon 3agaqn. Hanpumep, ans cuctem 6e30MacHOCTM BaXHbIM SBSIETCS OLEHKA YPOBEHS!
TEPPOPUCTMHECKON Yrpo3bl Habnogaembix 06bekToB. [pu MPEBbILEHAM MOPOrOBOTO YPOBHS TaKOW OLEHKM
WHbopMaums 1 n3obpaxeHne NOOO3PUTENBHOrO OObekTa nepemaeTcss OnepaTopy, KOTOpbI MPUHUMAET
peLLeHne — UTHOPMPOBATL OLLEHKY WK NPUHSATL aaeKBaTHbIE Mepbl (3aKpbiTh NPOE3a, Bbi3BaTb rpynny ObICTPOro
pearvpoBaHus ¥ T.0.). B aBTOMatMyeckoM pexume KOMMMEKC MOXET MPUHATb HeobXoaumble Mepbl
CaMOCTOSATENbHO.

Pa3paboTaHbl, M3roTOBNEHbI U NPOLLAN UCTIbITAHWSA ANS PasnuyHbIX NPUNOXEHUI PSS TakUX KOMMIEKCOB, B TOM
yucne [4]:

1. MNporpamMmmHo-annapaTHbIA KOMMNEKC TPEXMEPHOTO 3peHNS, 0becrneumBaroLLnii aBTOMaTYeckoe 0bHapyxeHne
OKpY>KatoLLWX NPEAMETOB M 06X0A NPensTCTBMIA NOABWKHOM NNaTopMon.

OTOT KOMMMEKC aHanu3upyeT ceputo 13obpaxeHni, pasnaraet 3D-CLeHy Ha 0BbeKTbl 3a CYET CTEpPeo3peHns,
oTaenser ABMKywMecs OObeKTbl OT HEeroABMKHBLIX, C MOMOLUbK ABMXYLLMXCA OOBEKTOB OpPUEHTUPYeTCH B
NPOCTPaHCTBE 1 3aTeM CONPOBOXAAET W KnaccuduLmpyeT HenoaBuxHbIe 06bekTbI. Mpyn ABMXEHUM NnaTdopMmbl,
Ha KOTOpOW YCTaHOBMEHa [aHHas CucTeMa, 3a CYeT SBMEHUS 3pUTENbHOTO naparnnakca onpefensercs
PACcCTOSHNSA [0 OKPYXatLMX HEMOABUKHbIX OBBLEKTOB U MX pa3Mepbl, CTPOUTCS (MNaHUpyeTcs) TpaekTopus
obxofa NpensTCcTBUA B COOTBETCTBIN C BbINOSTHEHWEM 33[a4W JOCTUXEHWS 3aaHHON TOuKM. [pn aTOM cuctema
MOXET MpecnefoBatb KnaccUULMPOBaHHBIA ABWKYLIMIACS OBBLEKT (TPaekTopus «MoroHu»). [ns yTouyHeHus
pacCTosHWUA [0 BblbpaHHbIX OBBLEKTOB MOryT WCMonb30BaTbCs AanbHomepbl. ObpaboTka npou3BoauTCS
B0OpTOBbLIM BbIYMCTIUTENEM KaXabIn kaap (25 pa3 B cekyHAy).

S v —— |

Puc. 1. [Mepsoe mynbmu-usobpaxeHue Puc. 2. lMocnedHee mynbmu-u3obpaxeHue
80 8X00HOU 8bI6OPKE. 80 8x00HOU 8bI60OPKe.

(menekamepa ycmaHosneHa Ha dsuxyuwielics nnamgopme)
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\ “
Puc. 3. TpexmepHoe n300paxeHne OKpyxaloLmx nnatdopmy NPensTCTBUiA. B ieBoM BepxHeM yrity —
paccTosiHUe [0 NNaThopMbl B METPax

2. I'IporpaMMHo - annapaTHbM KOMMneKkc aBToMaTn4eckoro O6Hapy)KeHVIF| noao3puTenbHbIX Nl U NpeaMeToB B
Lenax aHTMTeppOpVICTVIquKOVI 3allnTbl CKONNeHnsa nogen B I'Iy6]'IVILIHbIX MecCTax.

JTOT KOMMNeKC npeaHasHaveH Ans OBHapyXeHUs MOAO3PUTENbHBLIX NUL M MpeaMeToB Ha OXpaHsemoi
TEeppuTOpUK, 060PYAOBAHHON MHOTOKAMEPHON CUCTEMOW BUAEOHAONIOLEHNS, U NPUBMEYEHUS K HAM BHUMaHWS
onepaTtopa, KOHTpONMs 3a ero fenctusamu u T.n. M300paxeHus cO BCeX Tenekamep paHXUpYKTCs No
BEpPOATHOCTM yrposbl (BY) u Hanbornee BbicokMe nokasatenu BY noovepegHo BblgalTcs Ha  3KpaH
LOMOMHUTENBHOrO MOHUTOPA ANS YeroBeka-onepatopa. Komnnekc ykasblBaeT onepatopy HOMep Kamepbl,
MOMOXEHNEe MOAO3PUTENBHOTO 0DbeKTa B Kaape, “UCTOPUI0 [BWMXeHMs” oObekTa W napameTpbl, MO0 KOTOPbIM
0b6bekT npusHaH nogo3putenbHbiM. OBHOBPEMEHHO 3TW AaHHble, @ Takke CBEEHMUS, MEepeknioyuncs N
onepaTop Ha AaHHYI KaMepy, ero roflocoBble KOMaHZb! 1 T.M. 3anucbiBaloTcs B 6a3y AaHHbIX («YEPHBIN ALLMKY),
YTO MO3BONSET OTCMEAUTb MPUHSATbIE Mepbl (AHAMOTMYHO «YEPHOMY SALMKY» camoreTa) W noBbiaeT
OTBETCTBEHHOCTb OrfepaTopa BBWAY TOr0, YTO 3a4acTylo onepaTop He HabnogaeT 3a kamepami C AOIKHBIM
BHUMaHWEM W HET BO3MOXHOCTW NPOKOHTPOMNMPOBATh ero pabory.

ObpaboTka NPoM3BOANTCS BbIYUCTIUTENEM KOMMIIEKCA Kaxablv kaap (25 pa3 B cekyHAy).

— — . » -

S o S B
1

Puc. 4. Peaynbtat paboTbl komnnekca 06HapyXeHNs yrpoa.
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3. ﬂporpaMMHo - aI'II'IapaTHbIIZ KOMMNEKC KOHTPONA NoAbe3aHbIX nyTe|71 CcTpaTern4yecknx 00BLEKTOB.

JTOT KOMMNEKC aHannaupyeT ABXEHUE TPAHCNIOPTHbIX CPEACTB Ha NOABE3AHOM NyTH N0 AaHHLIM BUAEOKaMep C
ABYX WNM HECKOMbKMX TOYEK 3PEHUs, TeneBuanoHHbIX kamep, WK u paaguocpeacts. Mo aTUM AaHHbIM
aBTOMaTYecku OBHApYXMBAIOTCA W KnaccuuumMpyloTcs OObEeKTbl Ha NOAbE3OHOM MyTW, CPaBHMBAs WX
XapaKTepuCTUKI C 630/ 3HAHMIA CUCTEMbI, NPOU3BOAMTCS UX PACMO3HABAHME Ha KNacChl: «CBOM», «YYXON» WM
«HEU3BECTHbIN». 0 pesynbTaTam pacnosHaBaHusa NPUHUMAETCS pelleHre 06 OTKPbITUM UMK 3aKpbITUX Npoe3aa
C nomoLLbto wnarbayma 1 6rokMpaTopa, a Takke MHPOPMUPYETCS ONepaTop KOHTPOILHO-MPOMYCKHOrO NocTal.

O6paboTka NPOM3BOANTCS BbIYMCAMTENEM KOMMNEKCa Kaxabli kaap (25 pa3s B cekyHAy).

3aknoueHue

Mpeanaraemble MeTOAbl M MOZENM NO3BONAT AMEKTUBHO peLlaTh 3afayn pacnosHaBaHns COXHbIX CTEpPEeo-
N MyNbTU-U306paxeHNi B peanbHoM BpeMeHn 1 0becrneunBatoT 6e30MacHOCTb Ntofelt U TPAHCIOPTHbLIX CPEACTB
OT TEPPOPUCTUYECKMX YTPO3.

Cratbs HanucaHa npu noaaepxke rpaHta PO®U Ne 06-08-01612a.
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CTPYKTYPHAA MOAENb NONYTOHOBOIO U3OBPAXEHUA
W EE UICNONb30OBAHME B 3A0AYE CETMEHTALIMA U30EPAXEHUN

Bnagumup KanmbikoB, Butanui BuwHesckui, TatbsiHa BnacoBa

AHHOmauyus [lpednoxeHa cmpykmypHas MOO€fb nNomymoHO8020 u3obpaxeHus. CmpykmypHass Modesb
npednonazaem UHBapPUAHMHOE OMHOCUMENbHO aUHHbIX npeobpa3osaHull onucaHue 6bIOENEHHbIX 8
usobpaxeHuu obbekmos. ®opma obbekma noHoCmb0 onpedenisem €20 onucaHue u npedcmagrieHa e20
2paHUYHbIM KOHMYpoM U ¢hyHKyuel onmuyeckol nmomHocmu, komopasi onpedeneHa e npedenax 3mozo
koHmypa. [lpednoxeHo onpedeneHue KOHMypa nOMymOHO8020 U300OpaxeHusi Kak nocnedogamensHoOCmU,
cocmoswel U3 ompeskos npsMbIX U Oye KpusblX, npudeM 3mu ompe3ku npsMbix U Ayau KpugbIX Si8fsmcs
0COBbIMU  NIUHUSMU ~ NOBEPXHOCMU, ~ KOmMopasi — coomeemcmeyem  NOSTymOHOBOMY  U30BPaXEHUI.
Paccmampugaemcs npumep ucnonb3o8aHusi cmpykmypHol Modenu 8 npouecce 06pabomku nomymoHo8bIX
usobpaxeHuli MEAUUUHCKUX npenapamos, nosy4eHHbIX no Memody KupruaH.

Knioyesbie cnoea: cmpykmypHbill aHanus, noflymoHO80E U30DpaxeHue, KOHMYyp, CMpokosas MOoOesb,
KupnuaH, ceameHmayus

ACM Classification Keywords: 1.5.1 Models, 1.3.5 Computational Geometry and Object Modeling.

Conference: The paper is selected from XIVth International Conference "Knowledge-Dialogue-Solution” KDS 2008, Varna,
Bulgaria, June-July 2008

BBeaeHue

ObpaboTka BM3yanbHOM MHOPMALMK, B 4aCTHOCTV MOMYTOHOBbLIX W300paXeHuin, OTHOCUTCA K Hanbonee
CMOXHbIM 3aja4aM MCKYCCTBEHHOTO UHTENNeKTa 1, B TO Xe Bpems, Bce 6onee akTyanbHbIM 415 NPaKTUYECKOrO
NCMONb30BaHWA B CaMblX Pa3fMYHbIX OTPACHSX Hayku W TEXHonoruii. B HacTosiwee Bpems B cpepcTeax
NCKYCCTBEHHOTO WHTENNEKTa MOMyTOHOBbIE W300paXeHUs NpeacTaBNeHbl B pacTpoBOM Buae. Takoe
NPeACTaBMeHne MCKMoYaeT BO3MOXHOCTb 0O0paboTkm — npeobpasoBaHus, MAeHTUUKALUMM OOBEKTOB,
oTnMYaoLmxcs  adUHHBIMM - NpeobpasoBaHusMM — MaclTabom, MOMNOXEHWEM B none  M300paxeHus,
noBOpPOTOM. B coBpemeHHbIX cpeacTBax 06paboTki BU3yanbHOM WHGOPMALMN NPaKTUYECKM HE UCMOMb3YHTCS
Takne MOHATUS Kak KOHMYpbl 06BLEKMO8 NOymOHO8bIX U30bpaxeHuUl (3a UCKIIOYEHNEM KOHTYPOB OObEKTOB
npeaBapuTenbHO GUHAPU30BAHHBIX MOMYTOHOBbIX U3006PaXEHMIA).

B TO xe Bpemsa OOHOM M3 BaXHeWWUX M Hambonee eCTECTBEHHbIX OCODEHHOCTEN 3PUTENLHOTO BOCMPUATMS
4enoBeka SBMSAeTC ero cnocobHOCTb K CerMeHTaLUWn Nonst 3peHust Ha 00 bEKTbI, KOTOPbIE OTNNYAKTCS OT (POHa
ONTMYECKON MIOTHOCTBIO, LIBETOM, TEKCTYpom, Ap. OCHOBHOW xapaKTepucTukon ntoboro obbekta SBnseTcs ero
copma, KoTopasi onpeaeneHa KOHTYPOM — rpaHuuen Mexay o6bektom u ¢oHoM. KoHTyp, B CBOIO O4epenb,
BOCTIPUHMMAETCS YENOBEKOM KaK MOCNefOBaTeNbHOCTb OTPE3KOB MNPSIMBIX M Oyr KPMBbIX IMHWIA. Popma
MONYTOHOBbIX W LBETHbIX OOLEKTOB OMpenensieTcs, KpoMe Toro, PyHKUMEN ONTUYECKOM MIIOTHOCTM C YYETOM
LiBeTa, TEKCTYPbI BHYTPU KOHTYpA Kaxgoro 13 06bekToB. AT 0CODEHHOCTH 3pUTENBHOMO BOCTIPUATUS YenoBeka
OTpaxeHbl B NpeanaraeMoin CTPYKTYPHO! MOAENMW NOMyTOHOBOMO M306paxeHus.

CTpyKTypHas Mofenb [aeT BO3MOXHOCTb OAHOOOpPasHOro Mo ¢hopme NpesCTaBNEeHUs MPOU3BOSbHbIX
n3obpaxeHnin. 3agaya npuBELEHUS K CTPYKTYPHOA MOAENN MPOM3BOMbHBIX M300paxeHuid, 3afaHHbIX B
PacTPOBOM BiE, UCKAXEHHbIX MOMexamu B 06LLeM cryyae elye He pelleHa. OfHaKoO B OTAEMbHbIX, 4OCTATOYHO
MHOMOYNCNEHHBIX CMy4Yasix NPUBEAEHUE W300PaXeHWA K CTPYKTYPHOM MOMENU MO3BONSIET CyLIECTBEHHO
MOBbICUTL CKOPOCTb 1 KayecTBO 06paboTku BU3yarbHON MHGOPMaLMK, YTO, B CBOK OYepedb, obecrneunBaeT
kayecTBEHHOE (hYHKLMOHUPOBAHME WCMONb3YIOLLMX 3TU CpeacTBa WMHAOPMALMOHHBIX TexHomornin. OGbekTbl
MOMYTOHOBOTO M306paxeHus,, NpeacTaBneHHble B CTPYKTYPHOM BUAE, MHBAPUAHTHOM OTHOCUTENBHO adhdMHHBIX
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npeobpa3oBaHni, HamnyywMM 06pa3oM NOAXOASAT B KaYeCTBE UCXOAHbIX AaHHbIX Ans 06paboTku cpeacTteamm
pacTyLmMX nupamMuaanbHbIx ceteit [TnaayH,1] u Teopum pacnosHaBaHus u namsati [PabuHosiy,2]

OTMETUM TaKKe, YTO TaKOM CTPYKTYPHbIA aHanu3 qopMbl BU3yamnbHbIX OOBEKTOB, UCKKEHHLIX MOMEXamiu,
XOPOLLO COrMacoBbIBaeTCs ¢ M3BECTHbIM CTaHAapToM MPEG-7, u MOXeT 6bITb K HEMY aAanTMPOBaH.

B HacTosieit paboTe paccmaTpuBaeTCs CTPYKTYpHast MOAEerb MONYTOHOBOMO W306paxeHust M mpuMep ee
MCnonb3oBaHMS Npu paspaboTke MHPOPMALMOHHBIX TEXHOMOMMIA ANt MEAULMHCKUX ANarHOCTUYECKMX CUCTEM, B
YaCTHOCTM, [NS CTPYKTYPHOTO aHanuaa MomfyTOHOBbIX WM300PaXeHW C LieNbl0 aBTOMATUYECKOTO BblAENEHNs!
06BEKTOB Ha NpuUMepe M30BpaxeHuii MeaULMHCKIX NPENnapaToB, NosyYeHHbIX No MeToay KuprnuaH.

CTpPYKTYPHbIA aHanu3 nNosyTOHOBOI0 N306paxeHUs

OCHOBOI CTPYKTYPHOTO aHann3a MosyTOHOBOTO M300paxeHus SBNSeTCs Mogenb, KOTopas onpefensier ero
CTPYKTYpHble 3nemMeHTbl. B COOTBETCTBAW C W3BECTHbIMU NPEACTaBMEHUAMU O MEXaHWU3Max 3pUTENbHOMo
BOCMPUATUS TaKUMU CTPYKTYPHBIMU dNEMEHTaMW 130BpaxeHnsl, B YaCTHOCTU, €CTb 0OBEKTbI, PAaCNONOXEHHbIE
Ha (pOHe, KOTOpbIA ONpeaenseTcs ABYMEPHONU (hyHKUMER onTuYecKon NnoTHOCTU. OObeKTbI, B CBOK O4Yepenb,
ONpesenstoTCs KOHTYpaMu, KOTOpble WX OrpaHWMyMBalOT, W ABYMEPHOW (PYHKLMEW ONTUYEeCKOW NMOTHOCTM B
npegenax obbekTa. KOHTYpbl SBMAKOTCS 3aMKHYTbIMW NOCAEA0BATENBHOCTAMU, KOTOPblE 06pa30BaHbl OTPe3Kamm
NPAMbIX 1 Ayramut KpUBbIX FIMHUIA.

lNog n3oBbpaxeHneM NOHMMAIOT YacTb MIOCKOCTMW, OFPaHNYEHHYHD HEKOTOPOI reOMETPUYECKOn durypon, 06bI4HO
NPSIMOYTONbHUKOM, KaXgasi TOvKka KOTOPOM XapakTepuayeTcs OnpeaeneHHbIM  3HaYeHWeM  OMTUYECKOM
NNOTHOCTU. [pyrummu CnoBamu, Ha 4acTi MAOCKOCTM, OrpaHWYEHHOM NPSIMOYroribHUKOM C pasmepamu X,Y
onpegeneHa p=£(x,y), (0<x<X;0<y<Y). OTOM (PyHKUMM MOXHO MOCTaBUTb B COOTBETCTBME HEKOTOPYIO
NOBEPXHOCTb Z = f(X,y) B npocTpaHcTae Oxyz.
lMpenBapuTensHO NpuBeaem Heobxoaumble CBEAEHUS 13 06nacTu aHanMTUYECKO reOMETPUN B MPOCTPAHCTBE
[KopH,KopH,3].
MHoxecTtBO Touek P(X,y,z), KOOpAMHATbI KOTOPbIX YAOBNETBOPSOT CUCTEME YPABHEHMUIA

x=x(u,v), y=y(u,v), z=z(u,v) W)
NPY NOAXOAAMX 3HAYEHUSX AEUCTBUTENbHBIX MAPAMETPOB U,V, Ha3bIBAETCS HenpepbIBHOU N08ePXHOCMbH,
eCInu NpaBble YacCTu YpaBHEHWI ABNAKOTCA HENpepbIBHbIMK (DyHKLMAMYU NapameTpoB. [1oBEepXHOCTb MOXET ObITb
Takxe onpefeneHa ypaBHeHeM

P(x,y,z) =0 unn z = f(x.y).
HOBerHOCTb MOXET UMETb 6onee yem OﬂHy NONOCTb.

MpocToit NOBEPXHOCTLI0 HA3bIBAETC HENPEpPbIBHas NOBEPXHOCMb, COCTOALLAS M3 OfHONA NOMOCTU U He
MMeloLLas camonepeceyeHmnit (KpaTHbIX Touyek). Mpu 3TOM NoapasymMeBaeTcsi, YTO MPOCTbie MOBEPXHOCTM
ABNSOTCA ABYCTOPOHHUMM (OGHOCTOPOHHME MOBEPXHOCTH, Takue Kak nucT Mebuyca, UcknoyarTes).

Touka NoBEPXHOCTW (1) Ha3bIBAETCS pe2ysIsAPHOLU MOYKOL, ecnii NPy HEKOTOPOM NapamMeTPUYECKOM 3afaHum
MOBEPXHOCTW GOyHKLMM (1) MMEKOT B JOCTAaTOMHON BNM30CTM K pacCMaTPUBAEMON TOUKE HEMPEPbIBHBIE YaCTHbIE
NPO3BOAHbIE NEPBOro NopsiAka 1, N0 MeHbLUEeN Mepe, OAUH 13 OnpeaenuTenei
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OTNMYEH OT HynA. HDOCTOIZ KyCOK NOBEPXHOCTH, orpaqueHHbM 3aMKHyTOVI KpI/IBOVI, Ha3blBAETCA pec2ysIAPHbIM,
€Cnn BCe ero BHYTPEHHUE TOYKU peryndpHble. PeeynﬂpHo(l NnogepxHOCMbKO Ha3blBa€TCA [OBYCTOPOHHAA
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npocrta4d (3aMKHyTaﬂ nnn He3aMKHyTaFI) NOBEPXHOCTb, COCTaBNEHHAA U3 KOHEYHOro YncCna peryndapHbIX KyCKOB C
06LLI|I/IMVI perynapHbIMi oyramn n TO4Kamu.

Takum 06pasoM, KaxmoMmy MOMYTOHOBOMY M300PaXeHM0 MOXHO MOCTaBUTb B COOTBETCTBUE PEryNsipHYH
He3aMKHYTYH NMOBEPXHOCTb B NpocTpaHcTee OXyp KOTOPas COCTOUT U3 MPOCTbIX KYCKOB NOBEPXHOCTY.

[ns noBepxHOCTW, KOTOpas COOTBETCTBYET MOMyTOHOBOMY M300DpaxeHuio, CnpaBeanuBo  Creaykliee
orpaHuyeHne. Kaxgomy 3HaueHuo napbl KOOpAMHAT (X,y) COOTBETCTBYET OLHO M TONMbKO OAHO 3HaYeHue
GyHKUMM  p(X,y), TO eCTb NepneHauKynsp K nnockocT u3obpaxeHus B MobOM Touke X,y nepecekaeT
BOODpaxxaemyto NOBEPXHOCTb OAMH U TONbKO OAMH pas.

KOHTYp Kaaoro kycka perynsipHoin noBepxHOCTH SBASETCH 3aMKHYTOM MOCNeLOBaTENbHOCTLIO PErynsapHbIX gyr
KPMBbIX M OTPE3KOB MPAMbIX. TOYKM KOHTypa HE SBNSKOTCA pPerynsipHbIMA TOYKaMM KyCKOB MPOCTbIX
NOBEPXHOCTEN. TOUKN KOHTYpa — 3TO rPaHNYHbIE TOYKN KyCKOB NPOCTLIX NOBEPXHOCTEN. TOYKM KOHTYpa 06pasyoT
ocobble NWHUM NOBEPXHOCTW, KOTOPble SBASIOTCS TPaHWYHBIMKM, Pa3fensioWwyUMin pasHble KyCKM MpOCTbIX
noBepxHOCTen. B oTnnume OT BUHapHbIX 130BPaXEHNN, TOUKM KOTOPbIX MOTYT UMETb TONMbKO [Ba 3HAYeHMs
ONTUYECKON NMOTHOCTW — YEPHbIN MnK Benbiin, 06nacTi NoyTOHOBbLIX U30BPAXEHWI, OrPaHUYEHHbIE KOHTYPOM,
MOTYT WMETb pasfNnYHble 3aKOHbl M3MEHEHUS OMTUYECKOW MNOTHOCTU. COOTBETCTBEHHO, KOMUYECTBO
OTIIMYAOLLMXCS APYr OT Apyra COCeAHMX KYCKOB MPOCTbIX MOBEPXHOCTENW, kaK mpaBuno, 6onbLlue AByX. 3HAUMT,
KOHTYpbl ~ MOMYTOHOBOTO ~ M300paxeHnss MoryT W He ObiTb, B 0bWem cnyyae, OQHOCBSA3HLIMM
nocrnefoBaTeNbHOCTAMM PErynsapHbIX Oyr KPUBbLIX W OTPE3KOB MPSMbIX, @ COCTOST U3 eemeell, COEANHSIIOLLMX
y3/b1. BeTBu 9BNSOTCS 0COBLIMU NUHUAMI 1306paKeHNs. TOUKM KOHTYpa, 3@ UCKIIOYEHNEM Y3MO0B, SBNSKOTCA
perynspHbIMA TOYKaMW BETBEW. Y3nbl SBNSIOTCS 0COBbIMM TOUKaMu KOHTypa W u3obpaxeHus. BeTeu u yanbl
BMECTE C 3aKOHOM M3MEHEHWS ONTUYECKOW MIOTHOCTK KaXAOro Kycka MPOCTOW MOBEPXHOCTM MOSIHOCTbHIO
ONpedenstoT PerynsapHyld NOBEPXHOCTb 1 COOTBETCTBYWLLY el obnactb u3obpaxeHuns. Bo MHormx
NPaKTUYECKUX CRyyasx, OAHAKO, Korda Ha (hoHe pacrnonoXeHbl NPOCThIe, HE COMPUKAcatOLLMECs ApYr C APYroM
0ObEeKTbI, KOHTYpPbI MOMYTOHOBOTO U30BpaXeHNs ABNAKTCS OQHOCBA3HLIMU NOCHEA0BATENBHOCTAMI PETYNSPHbIX
JYT KPUBBIX U OTPE3KOB NPSMBbIX, YTO CYLLECTBEHHO YNPOLLAET 3aAaqy CTPYKTYPHOMO aHanuaa.

B nonyToHoBOM n306paxeHuM BCerga MOXHO BblgenMTb 00nacTi, Ans KOTOPbIX 3HAYeHWe OnTUYECKOM
MAOTHOCTU MOCTOSIHHO, NGO MEHSIETCA MO ONpeaeneHHOMy 3akoHY. 3akOH U3MEHEHWS ONTUYECKON MAOTHOCTY
onpegensietcs grad p — rpagueHToM onTuyeckon nnoTHocTu. OBbIYHO B Mpeaenax ogHon obnacti p = const,
nmbo oplox+oploy=const, Nnbo A2plox2+d%pldy?=const. B T0 e BpeMs BOIMOXHbI 1 ApYrve 3aKOHbI U3MEHEHMS
ONTUYECKOM NMNOTHOCTH.

B cooTtBeTCTBUM C NpuBELEHHBIMM ONpedeneHnsMI NONyTOHOBOE W300paXeHWe MOXHO paccMmaTpuBaThb Kak
HeKOTOpyto 0BrnacTb PerynsipHoil MOBEPXHOCTW, COCTOSILLYIO M3 PerynsipHbIX KyCKOB MPOCTbIX MOBEPXHOCTEN,
MpUYeM Kaxablil 0BbEKT M30BPaxEHNst COOTBETCTBYET OAHOMY WIT HECKOMbBKUM KyCKaM NPOCTbIX MOBEPXHOCTEMN.

LincpoBas cTpokoBasi Mogenb NPOU3BOMLHOrO NOSTYTOHOBOIO M306paXeH!s

C noBepxHocTbto B npocTpaHcTBe Oxyp, KOTOPOW COOTBETCTBYET MOMYTOHOBOE M300OpaxeHue, COBMeLLeHa
peweTka NxMxP, n ona kaxgoro nukcena nsobpaxeHus onpedeneHo cpeaHee B npedenax ero nrowaau
3HauYeHMe ONTUYECKOM MIOTHOCTM p(n,m), NpUHUMAloLLEE LienoymncneHHble 3HadeHns p(n,m) = (0,P); n = (O,N); m
= (0,M). CropoHa pewetkn ¢ N kneTkamu pacnonoxeHa Boonb ocu Ox, CTOpoHa pelleTkn ¢ M kneTkamm
pacnonoxeHa Bgonb ocu Oy, CTOpoHa peLleTkn ¢ P kneTkamu pacnonoxeHa Bgonb ocu Op. Mycts (ynp); n =
(0,N) — MHOXeCTBO naparnnenbHbIX NIOCKOCTEN, NepneHankynspHbix oc Ox B TpexMepHOM npocTpaHcTee Oxyp.
TouHo Tak xe (xmp);, m = (0,M) — MHOXeCTBO mapanmenbHbIX NNOCKOCTEN, MepneHankynapHeix ocu Oy.
lMepeceyeHne NOBEPXHOCTU U30BpaxXeHNs C 3TUMK NockocTAMKU 0bpa3yeT Ha Kaxao W3 nrockocTen ynp
FIMHWKO KOHTYPa pn(X), @ Ha KaXaomn M3 NNOCKOCTEN XM NIUHMKO KOHTYPa pm(Y), WM pa(m) n pm(n) Anga cnyyas
AMCKPETU30BAHHOIO U306paKEHMS.



156 Intelligent Technologies and Applications

BbigeneHne perynsipHblXx W 0COBbIX TOYEK PErynspHbIX MOBEPXHOCTEN MOXET ObITb BbINMOSHEHO MpoLecce
CTPYKTYPHOTO aHammaa GYHKUMA pa(m) U pm(n) OUCKPETM30BAHHOMO MOMYTOHOBOTO M300paXeHus, 4To gaet
BO3MOXHOCTb NMPEACTaBUTb UX Kak NOCNeAoBaTENbHOCTY OTPE3KOB LMGPOBbLIX NPSMbIX U Ayr LMPOBbIX KPUBbIX
B nnockocTtsix pOn npn BCeBO3MOXHBIX 3HaveHusx m = (0,M) n pOm npu BceBO3MOXHbIX 3Ha4eHusx n = (0,M)
COOTBETCTBEHHO. [PaHUYHBLIE TOYKW OTPE3KOB W Ayr SBMAKTCA OCOObIMKA TOYKaMW NIMHWA NepeceyeHus, B TO
BPEMS KaK WHble TOYKM SBNSAIOTCS PErynAapHbIMM TOYKaMM fNMHUA  nepeceveHus. Kaxgas Touka ¢
[MCKPETU30BAHHOMO  M300paeHUs NPUHAANEXWT OLHOBPEMEHHO [ABYM B3aWMHO  NepneHauKynsipHbIM
NMNOCKOCTAM yNnyo U XMyo U ABYM NEPECEKAOLLMMCS NUHUAM KOHTYPA Pri(M) U pmi() COOTBETCTBEHHO.

/3 onpegeneHus perynsapHon NOBEPXHOCTM CriedyeT, YTO ToUKa NOBEPXHOCTU SBMAETCS PErynspHON, ecnn oHa
SBNAETCSA PEryNAPHON TOUKON FOPU3OHTANBHOM M BEPTUKAINBHON NIMHUIA NEepeceyeHus.

Ecnu xe Touka NOBEPXHOCTU SBMSETCS 0COOOM TOUKOA XOTS Obl OQHOW M3 NMHUIA — FOPU3OHTANBHOM W/MMnK
BEPTUKAmNbHON NMWHUA NEpeceveHus, TO Takas Touka sABNSeTcs 0COOOM — rpaHWYHOM TOYKOW PerynsipHomn
NOBEPXHOCTN — 0B1acTh NOMYTOHOBOrO M306paXeHus.

Puc.1. BbligeneHne KOHTYpOB Ha NOSIYTOHOBOM M300paxeHuH, BbINOTHEHO NPOrpamMmamm, peasnmayoLMn CTPOKOBYHO
Mofenb 13obpaxeHust u 0B6paboTky KOHTYPOB: @ — MOAENbHOE MOMYTOHOBOE W300paxeHue; b — To xe camoe
|/|306pa>KeHV|e C BblAeneHHbIMU 0c00bIMK TOYKaMu; C — KpuBble OMNTUYECKOW MNOTHOCTU — I — FOPU30HTanNbHbIX CTPOK;
d - KpuBble ONTUYECKOW MNOTHOCTM ~— r — BEPTUKAMNbHBLIX CTPOK; € — M306paxeHusi KOHTYpoB, 06pa3oBaHHbIE
OTAENbHBIMYU 0COObIMK TOUKamL; f — CBS3HbIE M30DPaXeHMst KOHTYPOB.
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[paHMYHbIe TOYKM oBracTer MOnyTOHOBOTO M300pakeHUs (ero PErynspHOM NOBEPXHOCTM) 06pasytoT NWHMM
KOHTYpOB B nnockocTut XOy. JIMHUN KOHTYPOB, B CBOK O4epeab, CoAepKaT PerynsipHole 1 0cobble TOUKN.

CTPYKTYpHbIN aHan13 nonyToHOBOro N306paXeHust, B YaCTHOCTM, JOSMKEH cofepxaTb CNeaytoLLme onepawuu.
1. BbigeneHue ocobblx TOUEK perynsipHbIx NOBEPXHOCTEN (0bnacTelt u3obpaxeHus).

2. MocTpoeHue 0cobbIX NMHMA U306paxeHUs (KOHTYPOB), KOTOPbIE OrpaHNYMBAOT 0GBEKTLI, MO 0COBLIM TOYKaM
PErynsipHbIX NOBEPXHOCTEMN.

3. BbigeneHue CTPYKTYPHbIX 3N1EMEHTOB KOHTYPOB - OTPE3KOB NPAMbIX U AYI KPUBbIX NNHWA.

Ha puc. 1 npencTaBneH npumep CTPYKTYPHOrO aHanusa C MCNofb30BaHMEM CTPOKOBOW MOAENM, @ WMEHHO
BblOENEHNE KOHTYPOB Ha MOMYTOHOBOM M306paxeHun. MporpamMmel BLIMOMHAKT Hag n3obpaxeHuem (puc. 1a)
cnepytowme onepauun. [ns kaxgon BEPTUKaNbHOM W rOPU3OHTANbHONM CTPOK M300paXeHust CTPOSTCS rpadukm
(OYHKUMA ONTMYECKOM MAOTHOCTM, MPUMEpPbl KOTOpbIX u3obpaxeHbl Ha puc. 1c,d. [ns kaxgoro rpaduka
OonpeaensieTcs nocneaoBaTeNbHOCTb 3NEMEHTOB, U3 KOTOPbIX OH COCTOWT, - OTPE3KOB LN(POBbLIX NPSMbIX W Ayr
LNpOBbLIX KpMBbIX. [PaHMYHbIE TOYKW MEXZY dremMeHTamu rpaduka SBRsoTCS 0cobbIMM TOUKaMK rpaduka
JAHHOM CTPOKM M BCEr0 MONYTOHOBOrO u3obpaxeHus. Ocobble ToukM M300paxeHuss BbiaeneHbl Ha puc. 1b
Genbim ueTom. Ocobble TOUKM NPUHAANEKAT NIMHMAM KOHTYpa NOSyTOHOBOMO M306paxeHust. Mo 0cobeiM Toukam
NOCTPOEHbI KOHTYPbI MOMYTOHOBOrO M30bpaxeHns. Ha puc. 1e npeactaBneHbl KOHTYpbl B PacTpoOBOM BuAe,
06pasoBaHHble 0TAeNbHbIMM 0COObIMI TOUKamMK. /IM COOTBETCTBYIOT KOHTYpPbI B BEKTOPHOM BuAe - puc. 1f.

JKkcnepuMeHTbI No 06paboTke n3obpaxeHUi, NonyyeHHbIX no metoay Kupnuas

PaccmoTpuM UCMonb3oBaHUe CTPYKTYPHOI CTPOKOBOI MOAENM Ld)POBOro M306paxeHUs Ha Npumepe 06paboTk
N306paXeHNI MeaNLMHCKIX NPenapaToB, NosyYeHHbIX No MeToay KnprnuaH.

3.
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Puc. 3. TuctorpaMma  spKoCTW  (OMTUYECKOW

a & b NNOTHOCTM)  M30BpaKeHMs Mo ocu abcumce

“ a c{ OnpeaeneHbl 3HadeHus spkocTu. Mo ocu opauHaTt —

S e YCINOBHbIE 3HAYEHNS, NPONOPLMOHAsbHbIE KONNYECTBY

MUKCENOoB, COOTBETCTBYIOLMX AaHHOMY 3HAYeHUI0
SPKOCTU.

Puc. 2. Mpumepsl n3obpaxenunin Knpnna:
CBEYEHMs NanbLeB a)neBbIX, b)npasbix pyk

Mo,M: — cpeoHue 3HAuYeHUs SPKOCTU OOBEKTOB M
OHA,  Omin,Omax, Tminfmax — MUHUMAnNbHbIE W
MaKCUMarbHbIE 3HAYEHNS IPKOCTM 06BEKTOB M (hoHa.
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M30bpaxeHns meauumHCKuX npenapaToB BoobLLEe cofepxaT 06bekTbl, (PopmMa KOTOPbIX O4EHb M3MEHUMBA, HO, B
TO XE BpeMs, UMEHHO B (hOPME COLEPXMTCA [AuarHocTudeckas WHGOpMauWs, A0CTaTOMHO YBEPEHHO
onpegensieMasl cneyuanucTamn npu Bu3yanbHOM OueHke. Kak npaBumo, Takume M306paeHUst WCKaKeHb
nomexamu. W3obpaxeHnss MeaMUMHCKMX NpenapaTtoB MCMOMb3YKTCA B MPOLECCE MPUHATUS PeLUeHnn B
MEAULMHCKUX AMarHOCTUYECKUX cucTeMax. M30BpaxkeHus, KOTopble NOMyyYeHbl B MPOLECCe (PYHKLMOHMPOBAHMS
Takux CUCTEM, Aaneko He Bcerga MoryT ObiTb [OCTATOMHO BbICOKOTO KAyecTBa, YTO 3HAYUTENBHO CHKAET
BO3MOXHOCTb X ObICTPOro 1 NOMHOTO BOCMPUSATUS SKCMEPTaMW NPY MUHUMANbHBIX pacxofax BpeMeHu. B 1o xe
BPEMS UMEHHO B MpoLiecce aHanu3a 6onbLUMX KONMYECTB TakUx M306paxeHnn MOryT ObITb MONyYeHHbIE HOBbIE
3HaHUS O COCTOSIHUM 3[0POBbS TPyNN HaceneHus. Bpems 06pabOTKM W MPUHATUS PELLEHWs, TaK Xe Kak 1
KONMYECTBO 3KCMEPTOB B  MEAUUMHCKUX AMArHOCTMYECKMX CUCTeMax, Kak MnpaBwrio, orpaHuyeHo. bes
aBToMaTn3auum obpaboTka Takux OOLEMOB BU3yanbHOW MHOpMaUMM nepectaeT ObiTb AddeKTUBHON:
CHUXaloTCS KauecTBa 06paboTKM, pacTeT KONMMYECTBO OLLMOOK.

M3obpaxeHns, nonydyeHHble no Metogy Kuprmad (panblue usobpaxeHue Kupnuad), SBRSKOTCA CHUMKaMMU,
BbINOMHEHHbIMW Ha crneumansHOn (PoTonMeHke, pasmepoM A4, Ha KOTOpbIX 3adUMKCMpOBaHbI CBEYEHWSt OT
Kagoro 13 gecstu nanbLes (puc. 2).

[ns n300paxeHuit XxapakTepHbl HECTAOMNBHOCTb U HEPABHOMEPHOCTL (DOHA, 3HAYNTENBHOE KONMYECTBO MOMEX,
KOTOPbIE MO YPOBHIO SAIPKOCTU U BEMMYNHE CPaBHEHUN C OBbEKTAMM, HEYCTOMYMBOCTL POPMbI 1 YPOBHS APKOCTY
CaMmnX 00BbEKTOB.

Xota no cogepxaHnio 06paboTku B HacTosee BpeMS 3T 1306paxeHnst Mornm Bbl cunTaThCs GUHAPHBIMM,
0fHaKo, Aaxe 3afava GuHapu3aumn Takux U300paXEHNN HEe MOXET CYMTATLCS TPUBMUAMBHOW, HE TOBOPS YXKE O
3afjavax nocneayrowen o6paboTki, B YaCTHOCTW, 3afayn BblAENEHNs U UaeHTUdMKaLMN 0OBEKTOB C LieMbto
AnarHocTukn. Mmeetcs CTaHgapTHoe nporpammHoe obecneveHue ans obpabotkn msobpaxeHuin KupnuaH,
nomny4YeHHbIX Ha cneynanbHbIx Npubopax oTAEeNbHO ANs Kaxaoro nanbya [Kopotkos,4]. OgHako 1cnonb3oBaHue
Taknx NpubOPOB YCMOXHAET [MArHOCTUKY, MOCKOMbKY COCTOSIHME OpraHu3Ma WCCneayeMoro 3a Bpems
nocneaoBaTenbHON UKCaLMIN CBEYEHNIA KaXAO0r0 U3 ECATU NanbLEeB MOXET CYLLECTBEHHO U3MEHMUTLCS.

Yrobbl Mcmonb30BaTh CTAHAAPTHOE MporpammHoe obecneyeHne Ans u3obpaxeHnid KupnmaH, Ha KOTO-pbiX
OOHOBPEMEHHO 3achMKCMPOBaHbI BCE Nanblpl PyK (puc. 2), HEOOXOAMMO NPeABapUTENbHO CErMEHTU-POBaTb
Takue M300paxeHus U MOBEPHYTb M30BpaxeHWe Kaxaoro nanbla Takum oGpasoM, YTo-Obl OHO OTBEYasno ero
BEPTUKArbHOMY Pacnonoxe-Huo.

8| Mewt rm-y=4113 fmax

pen gt fon |
16

4] s| s 13 14 1\4 slef 4 |12 13

23 6 101 1445, 3 71041 4 o

Pwuc.4. BeineneHue ocobbix TOHEK B MECTaX nepecevYeHnq 00bEKTOB FOPU30HTAlTbHbIMU CTPOKaMW.

Mpeanaraemoe nporpaMmHoe obecneyeHne npeaHasHauyeHo Ans aBTOMaTUYECKON CermeHTaLun n3obpakeHunit
KupnuaH oT naTh nanbLes Ha U306paxeHust OT kaxkaoro nanbLa oTaensHo. PaboTta nporpamMMbl 3akmovaeTcs B
WCMONHEHNM CReayHoLLMX onepavyi.
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— BbluncnsioT ructorpammy ONTMYECKOA MAOTHOCTM uccriegyemoro uobpaxenus Kupnwad (puc.3). [o
rycTorpaMme, Mocne ee CriaxuBaHus, ONPeAenstoT MUHUMArbHOE 3HAYEHWE SPKOCTU OBBEKTOB Omin, Kak
MWHUMANbHOE 3HaYeHWe SPKOCTM MUKCENOB M300paKeHMsl, MakCUMarbHOE 3HaYeHue SPKOCTW (DOHA fmax, KakK
MaKCUMarbHOE 3HaueHue ApKOCTU MukcenoB n3obpaxeHus. OnpedensioT Takke CpegHee 3HayeHue SpKOCTY
00bekToB M,, Kak NEPBbIN MaKCUMyM MPK POCTE 3HAYEHUI SPKOCTYW, HauMHas ¢ Hyns, u doHa M, kak nepebii
MakcMyM Mpi yYObIBaHWUN 3HAYEHMI APKOCTY, HAYMHAA C MaKcMMarbHOro (255).

- Ha ocHOBaHUM NpeanonoXeHust 0 CUMMETPUYHOCTM pacnpeaeneHns CryyaiiHbiX BENUYMH SPKOCTU MUKCENOB
oHa 1 OOBEKTOB BLIYUCASIT MUHUMANbHOE 3HAYEHWE SPKOCTW MUKCENoB (oHa Kak fmin= Mr ~(fmax- M) 1
MakciMarbHOe 3HaueHMe SIPKOCTU MUKCENOB OOBEKTOB Kak Omax= Mo +( My - Omin).

— BbumcnatoT (yHKUMM SpKOCTM (ONTUYECKON MIOTHOCTM) FOPU3OHTANBHOM CTPOKM r(m,n) m = 1,M onsa Bcex
rOPMU3OHTaNbHbIX CTPOK M3obpaxerns n = 1,N (puc.4).

— OnpegenstoT yHKUMIO Ha M306paKeHNH

fmin,npn r(m,n) > fmin;

Vb(man) =
0max7HpI/I r(mﬁ n) S Omax .

dta  (yHKUMS He ABMAeTca  pesymnbTaTtoMm

—~ O BMHApU3aLMKM,  MOCKOMbKY — HEe  PacCMOTPEHbI

: \ f.) 3HAYEHWS  (OYHKUMM  SPKOCTU  Omax<r(m,n)<fuin.
MUKCenbl C TaKUMU 3HAYEHUAMU PYHKLM SIPKOCTY

D o) o 0 ABMAIOTCA  NPOMEXYTOUHBIMM MEX[y NuKcenamu
(oHa 1 06beKTa M He WUMEKT CyL|ECTBEHHOMO

3HaueHns ONS  BbldeneHus OoObLEKTOB  Ha

n3obpaxeHun, NO KpailHem Mepe, ANS peLleHns
3apay no 0bpaboTke n3obpaxeHuit Kupnmat.

) o [aHHoe npeobpasoBaHue M300paxeHns, C y4eToM
- 3 . AVHamu4eckoro  fuanasoHa  u3obpaxeHus,
€3 @ U it | SBNSIETCS HENMHENHBIM W3MEHEHMEM KOnM4ecTBa
s ‘ YpOBHeW KBaHTOBaHMsA ¢ 256 4o 3 M No3BONSET B

| 3HAYMTENbHOM Mepe WCKMYUTb BRMSHWE MOMEX.

" Tlpumepb! dyHKUMN vi(m,n) 3oBpaxeHbl Ha puc.4

{ nomaHonm nuHuen. Yucnamu 1,4,5,8,9,12,13,16,

| onpedeneHbl  0cobble  TOYKM  U30BpaKeHus,
KoTopble  npuHagnexar  oHy.  Yucnamm
-~ w— - 236,7,10,11,14,15 onpeaeneHsl 0coBble TOuKM
= 1‘-,,,‘1 | n30bpaxeHus, KOTOpble NPUHaANexaT oobekTam.

=
=

CTpoAT BHYTPEHHUIA W, NpU  HeobXoAMMOCTH,
BHELUHWNA KOHTYpbl OOBEKTOB, NO BblAENEHHBIM
ocobbiM  Toukam  puc.5.  Ecnm  KOHTYpeI
onpeaeneHbl, T0 06beKTbl BblAENEHbI YCMELLHO.

Puc.5. BHyTpeHHWe KOHTYpbl 06bEKTOB (Criesa).
Annpokcumauus KOHTYPOB annuncamm (cnpaea).

OnpenenawT nonoxeHne OOBLEKTOB CBEYEHNS
nanbLeB OTHOCUTENBHO LieHTpa NafoHu. ANMpOKCUMUPYIOT BHYTPEHHUE KOHTYPbI SNMncamm, ONpeaenstoT yron
MOBOpOTa KaXAOro Marbla, BpallaloT u30bpaxeHne CBEYEHWS Manbla A0 COOTBETCTBUSI BEPTUKANbHOMY
MONOXeHMIo NarnbLa (puc.5) u hopMupyioT pesynbTupytoLme daiinsl 3obpaxeHn.
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3aknioyeHue

1. MpennoxeHHas CTPYKTypHasi MoAenb NO3BONSET CTPOUTL ONMCAHUS OBBEKTOB MOMYTOHOBOTO M306paxeH!s
NHBapWaHTHbIE K adithnHHBIM Npeobpa3soBaHmsIM.

2. [poBedeHHble 3KCMEPUMEHTbI NOATBEpANM OOMbLUY CROXHOCTb 3agad 0b6paboTkM  MOMYTOHOBbIX
n30bpaxeHun W, B TO e BpeMs, Mokasanu BO3MOXHOCTb M 3deKTUBHOCTb 06paboTKM MONYTOHOBLIX
130BpaxeHui ¢ UCNONb30BAHUEM CTPYKTYPHOM MOZENN NOSYTOHOBLIX M300PaKEHUH.

3. Ha ocHoBe npoBedeHHbIX SKCMEpPUMEHTOB MOXeT ObiTb paspaboTaHa WH(OPMaLMOHHAs TeXHOMorus,
KoTOpasi MOXeT ObITb 1CMONb30BaHa NPU CO3AAHUN MEAULIMHCKON AMArHOCTUYECKO CUCTEMI.
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