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PREFACE

The scope of the International Book Series “Information Science and Computing” (IBS ISC) covers the area of
Informatics and Computer Science. It is aimed to support growing collaboration between scientists from all over
the world. IBS ISC is official publisher of the works of the members of the ITHEA International Scientific Society.

The official languages of the IBS ISC are English and Russian.

IBS ISC welcomes scientific papers and books connected with any information theory or its application.

IBS ISC rules for preparing the manuscripts are compulsory.

The rules for the papers and books for IBS ISC are given on www.foibg.com/ibsisc .

The camera-ready copyes of the papers should be received by ITHEA Submition System http://ita.ithea.org .
The camera-ready copyes of the books should be received by e-mail: info@foibg.com .

Responsibility for papers and books published in IBS ISC belongs to authors.

This issue contains a collection of papers in the field of Natural Language Processing, Neural Nets, Evolutionary
and Genetic Algorithms.

Papers are peer reviewed and are selected from the several International Conferences, which were part of the
Joint International Events of Informatics "ITA 2009" — summer session, Varna, Bulgaria.

ITA 2009 has been organized by
ITHEA International Scientific Society
in collaboration with:

« Institute of Information Theories and Applications FOI ITHEA
International Journal “Information Theories and Applications”
International Journal "Information Technologies and Knowledge"
Association of Developers and Users of Intelligent Systems (Ukraine)
Association for Development of the Information Society (Bulgaria)
V.M.Glushkov Institute of Cybernetics of National Academy of Sciences of Ukraine
Institute of Mathematics and Informatics, BAS (Bulgaria)

Institute of Information Technologies, BAS (Bulgaria)
Institute of Mathematics of SD RAN (Russia)

Taras Shevchenko National University of Kiev (Ukraine)
Dorodnicyn Computing Centre of the Russian Academy of Sciences
Universidad Politecnica de Madrid (Spain)

BenGurion University (Israel)

Rzeszow University of Technology (Poland)

University of Calgary (Canada)

University of Hasselt (Belgium)

Kharkiv National University of Radio Electronics (Ukraine)
Astrakhan State Technical University (Russia)

Varna Free University “Chernorizets Hrabar” (Bulgaria)
National Laboratory of Computer Virology, BAS (Bulgaria)
Uzhgorod National University (Ukraine)
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The main ITA 2009 events were:

KDS
i.Tech
MeL
INFOS
CFDM
GIT
ISSI

XVth International Conference "Knowledge - Dialogue — Solution”

Seventh International Conference "Information Research and Applications”

Fourth International Conference "Modern (e-) Learning"

Second International Conference "Intelligent Information and Engineering Systems"
International Conference "Classification, Forecasting, Data Mining"

Seventh International Workshop on General Information Theory

Third International Summer School on Informatics

More information about ITA 2009 International Conferences is given at the www.ithea.org .

The great success of ITHEA International Journals, International Book Series and International Conferences
belongs to the whole of the ITHEA International Scientific Society.

We express our thanks to all authors, editors and collaborators who had developed and supported the
International Book Series "Information Science and Computing".

General Sponsor of IBS ISC is the Consortium FOI Bulgaria (www.foibg.com).

Sofia, June 2009 Kr. Markov, P. Stanchev, Kr. lvanova, I. Mitov
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Natural Language Processing

MOBILE SEARCH AND ADVERTISING

Vladimir Lovitskii, Colin McCaffery, Michael Thrasher, David Traynor, Peter Wright

Abstract: Mobile advertising is a rapidly growing sector providing brands and marketing agencies the opportunity
fo connect with consumers beyond traditional and digital media and instead communicate directly on their mobile
phones. Mobile advertising will be intrinsically linked with mobile search, which has transported from the internet
to the mobile and is identified as an area of potential growth. The result of mobile searching show that as a
general rule such search result exceed 160 characters; the dialog is required to deliver the relevant portion of a
response to the mobile user. In this paper we focus initially on mobile search and mobile advert creation, and
later the mechanism of interaction between the user’s request, the result of searching, advertising and dialog.

Keywords: mobile text messages, mobile search, mobile advertising, question-answering system
ACM Classification Keywords: |.2 Atificial intelligence: 1.2.7 Natural Language Processing: Text analysis.

Conference: The paper is selected from Second International Conference "Intelligent Information and Engineering Systems"
INFOS 2009, Varna, Bulgaria, June-July 2009

Introduction

This paper considers the results of our recent research in the areas of text data mining and the natural language
processing [1-7] when restricted by mobile phone text-based SMS messaging. In our previous papers [6,7] the
Question-Answering Mobile ENgine (QAMEN) has been discussed. During internet searching QAMEN converts
web pages to a simplified format that is compatible with handheld devices. Moreover, QAMEN frees users to
have an expensive mobile phone with a web browser. Internet connections from mobile devices continue to
remain expensive and there is little prospect to an immediate decrease in pricing structure. QAMEN is based on
industry-standard SMS messaging technology and thus works with any mobile in any GSM network. Hence
QAMEN is useful for people on the move and probably unable to access a PC.

Worldwide Mobile Search Advertising Spending, by The growth of mobile-search-related advertising

Region, 2007-2012 (millions) is strong across many regions [8] (see the
2007 2008 2009 2010 2011 2012 . .

Table). Mobile search will eventually move away

L5 2345 F1074 32418 55305 3102 51,4842 .

Asig-Pacific $26.0 - 3720 31699 53728 SrE4 - 51,1800 from the generlc Style Of SearChes seen on the
Western Europe  $18.4  $520 $1405 s$3aey  se141  swesz  fixed internet to more personal services. In
Rest-of Warld 44 124 5244 7.0 1EE.4 1809 these Clrcumstances Iocal Search WI" become
Worldwide $831.3 S243.7 £596.4 51,2899 52,3452 53,7732

increasingly important. Through these local
searches location-based services and advertising will be able to gain vital revenues as mobile subscribers
using search will reveal both their geographical location and the items being searched for.
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Mobile search and mobile advertising should grow significantly because mobile phones have several advantages
over PCs when accessing the Internet [9]:

¢ Mobile phones are always on, always available, and always “connected”. Subscribers can gain access to
information anywhere; at home, in the office, at a restaurant, or from the car.

o There are currently 3 billion mobile phones worldwide compared with less than 1 billion PCs.
o Ability to immediately connect people to phone numbers, since they already have a device in hand.

e When conducting mobile search, users are in an atmosphere, situation and environment more likely to
result in a purchase. Most of the time they are out of the home.

But mobile phones have some limitations when compared to PCs:

o PCs have relatively large screens that can show more detailed information and numerous search results.
By contrast, mobile phones have smaller screens with limited real estate.

PCs have large, comfortable keyboards with easy-to-use pointing tools including mouse, trackball, or
touchpad. Mobile phones have compact number pads, commonly with arrow keys limiting user-navigation
to up, down, left and right.

PCs and the Internet are relatively homogenous, using consistent colour displays, screen sizes, browsers,
and open programming standards. Mobile phones are heterogeneous, employing varying input methods,
display screens, browsers, operating systems, and user interfaces. Mobile devices do not conform to any
standards.

Mobile search usability issues include smaller screens, typing limitations of phone keypads and the cost of
spending time scrolling through mobile search results.

Mobile devices are currently less likely to be used for general browsing but more for retrieving specific
information.

These limitations describe the problems that need to be taken into account when developing an acceptable
mobile search and advertising procedure. In addition to these immediate differences, future mobile search
applications may be able to capitalize on user specific information [7]. Mobile phones are increasingly associated
with each individual's personal style, representative of their owner’s personality, with specific demographics,
behaviour patterns, and personal interests etc. This information offers the opportunity for more relevant search
results to be determined. Mobile phones may also be able to leverage location as an additional search parameter,
allowing for greater specificity for search results.

Reading this paper will tell you the following:

* The difference between mobile web search and PCs web search.
« Why mobile dialog is needed?

* What is mobile advertising?

* How mobile search and mobile advertising will work together.

QAMEN versus Mobile Web Search

The mobile web consists of web pages that are designed specifically for display on mobile devices. Due to their
limited capabilities (relative to standard computers) mobile devices access and render web content using the
specialized Wireless Application Protocol (WAP). WAP is separate and distinct from the Hyper-Text Transfer
Protocol (HTTP) that computers use to access HTML pages. As such, WAP browsers can only access pages that
are written in xHTML (eXtensible Hyper-Text Markup Language) or WML (Wireless Markup Language). WAP 1.x
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browsers access only WML pages, while WAP 2.0 browsers access both xHTML pages and WML pages. The
mobile web is determined by the universe of content that is written in WML or xHTML.

Searching the mobile web returns only WAP pages. The world is short of quality WAP sites in general. Most WAP
sites are poorly designed, under-used, unstable and limited in content and service. There are WAP search
engines that index the mobile web but many do not work well due to the volatile nature of the current mobile web
— there are many outdated and redundant links. Furthermore, most WAP site crawling technologies are
underdeveloped [10].

QAMEN is an HTML compatible search engine. It works almost the same as computer browsers and can access
HTML search pages from the huge internet webpage databases in the same way that computer browsers do. In
providing the result of internet searching QAMEN converts web pages to a simplified format compatible with
handheld devices. Search technologies of QAMEN are evolving to provide users with appropriate results despite
the often unstructured web content.

QAMEN’s Basic Commands

By default any request is considered by QAMEN as a request for searching in the local knowledge base, and/or in
the Internet. Mobile question answering differs from standard information retrieval methods in some important
respect. Firstly, it needs to retrieve specific fact information rather than whole documents. Secondly, it should
select among the found facts the shortest and appropriate fact to meet the requirement of 160 characters. In short
what a user normally requires is a precise answer to a question. But the concept “precise answer” is very fuzzy
because of its reflects potential ambiguities in a user’s request. For example, QAMEN even theoretically cannot
define what is the precise answer to a user’s request: ”I’m looking for Hilton address in London” (see Fig. 1).

ff‘ Request-Response Engine - Windows Internet Explorer

»

deh - [} Page - G Took -

§ ‘ergo -

Tvpe of Request: Request: El'm laoking for Hilton address in London | Response

Request I'm looking for Hilton address in London

Hilton London UK. Kensington Hotel +44 20 7603 3355
Hilton London Docklands Hotel +44 20 7231 1001

s The Hilton Trafalgar +44 20 7870 2900

The Waldorf Hilton London +44 20 7836 2400

Hilton London Metropole Hotel +44 20 7402 4141
Hilton London Euston Hotel +44 20 7943 4500

London Hilton on Park Lane Hotel +44 20 7493 8000
Hilton London Green Park Hotel +44 20 7629 7522
Hilton London Paddington Hotel +44 20 7850 0500
Hilton London Islington Hotel +44 20 7354 7700
179-199 Holland Park Averme London United Kingdom W11 4UL

Dane &8 Internet & ®100% -

Figure 1. List of locations and phone numbers of Hilton hotels in London
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On the one hand, the most important, the result must be relevant to the user;s search, on the other hand, there is
no guarantee that the displayed response: “The Hilton Trafalgar +44 20 7870 2900” exactly meets the user’s
expectation. Enhancing the user profile, of course, could significantly improve the selection of appropriate
answer. Even an unexpected advert along with the correct response might improve user satisfaction.

The mobile search industry is still in its infancy and the primary barriers, cited by subscribers as affecting potential
uptake, are not knowing how to use the search engine (23%) and not thinking about using mobile search on their
phone (19%). Just 20% of UK subscribers actually search content on the mobile internet, despite an industry
perception that 89% do [11]. This gap between reality and perception suggests that the industry needs to promote
the benefits of mobile search more actively as well as educating consumers on how mobile search may be used
to find relevant content.

Taking into account such a situation QAMEN provides users with the maximum flexibility for selection of the
desirable combination of options. Mobile users seek quick and convenient access to information and services.
The following basic commands, for example, allow a user to select any combination of options online:

o Type in Advert ON to activate advertising (or Advert OFF to quit).
Type in Dialog ON to activate dialog (or Dialog OFF to quit).

Type in Person ON to activate personalization (or Person OFF to quit).

Type in Language BG to allow user to use Bulgarian language (or Language EN to back to English).

Type in Election ON to select an application domain with data regarding the UK General Election 1997,
2001 and 2005 (or Election OFF to quit).

For example, in the result of Dialog activation when QAMEN provides interactions between itself and the user the
response to the same request: ”I’'m looking for Hilton address in London” will be represented differently (see
Figure 2). Space on the mobile phone screen is at a premium, and users have limited input mechanisms, so any
result of mobile searching needs to be easy to navigate using only the mobile phone’s own keypad.

Each user can have multiple active mobile dialogs. QAMEN holds continually the personal profile of each user as
well as the current state of dialogue for each search activity.

ff‘ Request-Response Engine - Windows Internet Explorer

Type l}va;.\i:lllnes!'.5'139”9’EII Knowledge v | Reqnesi:é {| Response

Request I'm looking for Hilton address in London

+ Hilton London UK Kensington Hotel +44 20 7603 3355
+ Hilton London Docklands Hotel +44 20 7231 1001

5 answers remaining
o T

Done €8 Intermnet & ®io000m -

Figure 2. List of locations and phone numbers of Hilton hotels in London with dialog
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Let us distinguish Answers Quantity (AQ) and SMS-Responses Quantity (RQ). For considered request AQ=11
(see Figure 1). RQ represents number of SMS, which need to be sent to cover AQ. As a rule the length of one
response less the size of a SMS. That is why one SMS may include several answers i.e. RQ < AQ. QAMEN
shows how many RQ left (see Figure 2).

Mobile Advertising

Mobile advertising can basically be defined as the business that using the wireless channel as a medium to
deliver the advertisement message or slogan encourages people to buy products and services. Mobile
advertising is not simply linking users to websites by clicking on banners or pop-up windows through their mobile
phone browser. It offers the ability to go beyond the mainstream of electronic advertising, which mainly targets
the mass market predominantly over the Internet, to allow businesses to deliver their particular messages to
specific individuals at specific locations.

QAMEN is an ideal way for advertisers to reach target markets and establish a one-to-one relationship with the
consumer, a significant objective for all advertisers. For example, weather application is defined as personalized,
localized weather prediction according to user location and personal profile. Weather related advertisement
system knows how to match the right advertisement to the right weather in the most effective manner. For
example, implementing a decision to start a soft drink campaign when the temperature approaches, 32°C / 90°F
according to user location (if the user is close to the beach and experiencing higher levels of effective temp he will
experience a different ad in different temperatures). Such approaches would help the advertiser to optimise its
advertising campaign.

The following key characteristics drive the success of messaging as a source of mobile advertising inventory [12]:

o Ubiquitous SMS access — Virtually all mobile phones can receive SMS, and the majority of users use
SMS on a regular basis. Today, SMS is the most widely used mobile phone service after voice.

High attention level — Users almost never delete mobile message without opening them and reading at
least part of content.

Engaging - Once displayed, an effective advert can engage users directly in various ways, such as
interactive message reply, click to transfer to the Web, or click to call.

Compatibility - Messaging usually works between different networks and between different countries.

Response collection is easier — It also may be achieved immediately. Brands may have access to real
time response information and may modify the campaign according to the results, long before a
campaign terminates.

Direct and personal way of communication — Customer has the sense of feeling that the advert
addresses only him/her.

Mobile Advertisement Creation

In this paper we consider adverts that are text only. Mobile messaging represents an opportunity for advertising
placement. Advertisement can be inserted in SMS content that subscribers request and receive by using the free
(non-used) space, up to the message size limit. The main task of advert creation is to establish an advert
structure. There are, as yet, no standards for representing these, because there is no general agreement on what
an advert should contain. That is why we were free to offer our vision of advert structure. First, let us describe the
general requirements, restrictions and conditions to advert creation:
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A poor mobile advertising conveys a bad impression of any company, potentially turning away customers.

An advert must be related to the original message content i.e. text adverts have to be shown in response

to keywords entered on user queries.

Mobile advertising is moving more towards dialogue type of advertising. Limiting user input to numeric or

short sequence of text due to the limitation of the keypad on most mobile phones.

Adverts should provide click-to-call links that allows the users to make a phone call directly from the

displayed advert.

Analysis of advert “activities” is a crucial feature in their future development in order to automate an

improved process of advertising. The correctly specified metrics for an advert should include:

Total adverts sent.

Total adverts delivered.

Unique deliveries (distinct mobile phones).

Content of advert served.

Type of advert (independent or request dependent).
Location of served advert.

Date and Time when advert has been displayed.
Season of advert displaying.

o SMS advertising is appended to the bottom of the content message to be sent to the user. The available
space for each advert is therefore dependent on how much space is left after subtracting the characters
used in the main content body of the message.

e To optimize an advert placement:

The advertiser should develop several versions of adverts to be used, with the optimum length
directly dependent on the length of sender's message.

Use punctuation only if required for clarity or emphasis.
Try to avoid a carriage return because it may count as two characters.

Let us distinguish between two types of advert: 1) independent if there is no any link with areas, season or
location, and 2) dependent otherwise. For both types of adverts link with user request is required. Advert
can be easily created and updated via the web-based interface (see Figure 3).

The advert structure consists of the following items:

o Areas: game, music, video, product, weather, sport, health, finance, holiday, transport, omit. For advert
several areas might be selected e.g. sport and weather.

Seasons: all seasons, winter, spring, summer, autumn, omit. If spring is selected the months March, April

and May will be added to advert pattern automatically.

Location: country, county, city, omit.
Slogan is a short (< 100 characters) memorable text advert.

Advert’s Key Words (AKW) include not only synonyms of slogan’s keywords but also describes the

conditions for use of the advertised product. For example, if “ice cream” is advertised the words: hot and
heat should be added to keywords.

Advertiser and its contacts: country, city, address, web site, email, telephone.
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e Priority depends on payment and its value lie within 1-10 range.

¢ Quantity shows how many times advertiser wants advert to be displayed and (in brackets) how many
times advert has been displayed.

Before storing the advert description in the Adverts DataBase (ADB) which is the main part of advert — (the
Advert Pattern (AP)) - is created. The general form of AP is the following:

AP=<SKW+AKW><Areas><Seasons><Location><Priority><Quantity>, where:

o SKW means Slogan’s Key Words. SKW are extracted from the Slogan and together with AKW are saved
in the advert dictionary;

¢ Meaningful selection (i.e. when the selected value is no equal omit) of Areas, Seasons and/or Location
are saved in the advert dictionary as well. The selection of All Seasons means that all twelve months and
four season names will be included in the dictionary.

#= Adbertisement Creation for QAMEN - Windows Internet Explorer

5~ Bl hitp://192.168.100.106:8080/ACAM/ACAMISP jsp

& Adbertisement Creation for QAMEN

Q ergo...

Advertisement Creation for Mobile

Click Left Arrow button or Right Arrow button to go through of existing adverts.
Quantity shows how many times this Advertisement has beed advertised.

Areas:

Slogan: éTo book a Black Cab phone 01752 606060; Black Cab: 01752 606060

Keywords: |taxi call

Advertiser: | Plymouth Taxis Ltd

Country: |UK

City

Address: 44a. Devonport Road. Stoke. Plymouth. Devon, PL3 4DH

Web site: éwww.plymouthtaxis.comé

Email: test@email.com

Telephone: 01752 606060

Done L e & ®i00% -

Figure 3. Web-based interface for Advert creation and editing

It is important to emphasise that any words are inserted in the advert dictionary just once but that the link chain
related to any word will be extended, and will consist of the information of all adverts from ADB where this word
has been involved. For example, word May has a link to the set of adverts Seasons that have been described as
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All Seasons, or Spring. An example of advert, which is extracted from the ADB in accordance with user’s request
is shown in Figure 4.

f:‘ Request-Response Engine - Windows Internet Explorer

&9 - & ntp://192.168.100.106:8080/QAMEN/TRRENgneServiet v | %9/ X | | el
@

sy E@Request—Response Engine - B dmh ~ [k page - {3 Tools -

Hell®

§ ergo. Sraave (en)

Type of Request: | Location ¥| Request: ||would like to call a taxiin Plymouth || _Fespanse

Request a I would like to call a taxi in Plymouth

o Taxi Phymouth UK Express Taxis +44 1752 669 999
o Taxi Fast +44 1752 600 590

o Plymouth Taxis +44 175222 22 22

3 answers remaining

Send NEXT-1 to see it

s To book Black Cab phone 01752 606060

Done & Internet & %100 -

Figure 4. Example of Advert

Algorithm of Advert Selection

Let us consider the algorithm of advert selection:
1. QAMEN should be ready for advert i.e. command Advert ON should be sent from the mobile phone.
2. User type in and send the request e.g. | would like to call a taxi in Plymouth (see Figure 4).
3. QAMEN extracts KW from the request (RKW) i.e. call, taxi and Plymouth.
4

. Using advert dictionary QAMEN extracts from ADB the list of advert patterns and calculates their “weights”
i.e. APW. For APW calculation it is just enough to find intersection RKW with AP from ADB. If RKW belongs
to SKW then 2 points is added to APW. In all other cases i.e. when RKW represents Areas, Seasons,
Location explicitly, or belong to AKW just 1 point is added to APW. For the request in the example APW=3
but for request: “I'm looking for phone No to book a taxi in Plymouth” APW=6.

5. QAMEN makes descending sort of AP in accordance with their APW. If two AP have the same APW the
Priority of AP defines the order. If Priority is equal the Quantity of AP and Date and Time when adverts
have been displayed the last time define their order.

6. QAMEN calculates the free space for advert and in the result of calculation select an appropriate version of
advert (see Figure 4).

7. If Web searching produces no response then just the advert can be displayed (see Figure 5).
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= Request-Response Engine - Windows Internet Explorer

=

»

o e [@ Request-Response Engine ]_l =- 8 i#h - [} page - Tooks -
~
o oo b
J ergo. save
Type ufReqnegt;lLocation v Request: |Shopping in Devon |[ Response ]

Request: Shopping in Devon

o Sorry, temporarily no data available.
« The best Shopping Centre in Devon & Cornwall, 12 Drake Circus Plymouth, +44 1752 268 462. |
-

Done &8 Intemet @ #1000 - -

Figure 5. Web searching was not a success

Conclusion

We believe that mobile search and mobile advertising offers a significant opportunity for many players in the
wireless industry. While consumers across the world use Internet search applications as their primary access
point to information and web sites, mobile users are just starting to experiment with the potential of mobile search
and advertising applications. In this paper we describe our vision of mobile search and advertising to improve the
efficiency of SMS. We turned our particular attention towards mobile advertising and its possible application in a
mobile environment. The object of our research is to improve query response by adding adverts. It is important to
offer and realize some ideas (not necessarily the best) when there are as yet no standards for representing
mobile adverts. Of course, the ultimate criterion of “good” mobile search and advertising is that a user should be
satisfied with search results and subscribe to the content of adverts. Future studies into this aspect of mobile
phone use could be conducted as a series of further case studies in other countries in order to facilitate
comparison: we have already started to create the Cyrillic version of QAMEN. The first step has been made in the
creation of a Bulgarian version of QAMEN (see Figure 6).

,l‘:" Request-Response Engine - Windows Internet Explorer

j ergo... o

Tun 3asera: | HaceneHue :V':I 3aneka: | Bunrapua [ Otroeop

3asexa: Bparapus

s Hacemenmerto ua benrapmia e 7 640 238 gymu (No 94 - 0.11%)

Dane | | | 1 @ Internet @ Ei00% - ~=5|

Figure 6. Bulgarian version of QAMEN
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MOBILE ELECTION

Elena Long, Viadimir Lovitskii, Michael Thrasher, David Traynor

Abstract: Mobile phones have the potential of fostering political mobilisation. There is a significant political power
in mobile technology. Like the Internet, mobile phones facilitate communication and rapid access to information.
Compared to the Internet, however, mobile phone diffusion has reached a larger proportion of the population in
most countries, and thus the impact of this new medium is conceivably greater. There are now more mobile
phones in the UK than there are people (averaging at 121 mobile phones for every 100 people). In this paper, the
attempt to use modern mobile technology to handle the General Election, is discussed. The pre-election
advertising, election day issues, including the election news and results as they come in, and answering
questions via text message regarding the results of current and/or previous general elections are considered.

Keywords: mobile text messages, mobile election, mobile advertising, question-answering system
ACM Classification Keywords: |.2 Artificial intelligence: 1.2.7 Natural Language Processing: Text analysis.

Conference: The paper is selected from Second International Conference "Intelligent Information and Engineering Systems"
INFOS 2009, Varna, Bulgaria, June-July 2009

Introduction

In our previous papers [1,2] the Question-Answering Mobile ENgine (QAMEN) has been represented. QAMEN is
based on industry-standard SMS messaging technology and thus works with any mobile in any GSM network. In
this paper QAMEN will be restricted by General Elections issues. For clarity we will distinguish two versions of
QAMEN for election: PC version — QAMEN-Epc and Mobile version QAMEN-Ews. and only the Election
Application Domain (AD) will be considered.

While it is too early to determine the political effects of mobile phone diffusion, the political events in different
countries suggest that mobile technology may come to play an important role in political participation and
democracy. Text messaging has already played an important role in the 2008 United States campaign of Barack
Obama. Obama'’s text message announcing his vice-presidential candidate selection of Joe Biden reached
approximately 2.9 million Mobile Subscribers (MS), many of whom signed-up with the promise of receiving vital
information via text messaging on their mobile phone.

We are definitely against blind copying the digital techniques used in the 2008 US presidential election. One
disincentive is the short campaigning time of UK general elections. US presidential campaigns are two years long
and so the candidates were able to test different digital media. But with UK general election campaigns only three
and a half weeks long, UK parties will have to get it right, first time. Planners argue that use of digital media will
come down to the demographics of swing voters. It depends on whether the parties believe that the next election
will be won by retaining the loyalty of the over-50s or at the margin of first-time and under-25 voters, most of
whom are mobile-literate.

Despite the differences, the growth of the importance of technology in politics cannot be ignored. UK politicians
are still learning the new tone, style and dynamics needed for mobile campaigning. Politicians need to see it as
an opportunity to express themselves, rather than a threat; i.e. politicians need to overcome their fear of the
unfamiliar and embrace the opportunities it provides.

The Electoral Commission has warned that the UK electoral system continues to operate under 19th century
structures and requires urgent reform before the next general election,. "The planning and running of elections
need to be more robust and coordinated," said Sam Younger, chairman of the Electoral Commission. "We are still
trying to run 21st century elections with 19th century structures, and the system is under severe strain." [3].
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In the UK, legislation currently prevents electronic voting in general elections, but the technology has been well
tested in 17 pilot projects during local and European elections. These trials were funded by the Office of the
Deputy Prime Minister, which is also investing £12m into Core (co-ordinated online register of electors), a project
that aims to modernise electoral rolls - a crucial step in enabling national e-voting systems.

The biggest e-voting trial conducted so far in the UK was in Sheffield, where 174,000 citizens were given the
opportunity to vote using the internet, kiosks and mobile phones. Voters in the city were given the choice of voting
using a traditional ballot paper, a mobile phone text message, a touch-tone telephone, a website or a touch-
screen internet kiosk at a polling station.

The Electoral Commission wants e-voting technology to be proven before it will give the green light to an
electronic general election, but proving the technology is difficult without a large-scale trial. The Office of the
Deputy Prime Minister says there will be no large-scale e-voting projects until "issues of secrecy, security and
technological penetration have been addressed". This makes it into a vicious circle. In this paper the way of
breaking such a circle will be discussed. QAMEN-Ewg. will be represented as an election monitoring system. The
purpose of this paper is to describe the main stages of mobile election and discuss the ways of mobile election
monitoring.

Reading this paper will tell you the following:

e + Mobile election overview.
e -« Pre-election advertising.

* The Election Day.

* Mobile Election Results.

* QAMEN-Eyg. Versus QAMEN-Epc.
* Mobile Request Processing.

Mobile Election Overview

o The first local and mayoral electoral vote in the UK by text message took place on 23rd May 2002 [4].

o Korean campaigners sent text messages to encourage voting in 2002, while the Italian government in 2004
sent a reminder message about upcoming European elections to all mobile phone subscribers [5].

e Mr. Tony Blair became the first UK Prime Minister to use text message technology to talk directly to the
people on 25th November 2004 [4], answering questions submitted in advance by text message from
members of the public as well as in real-time in a mobile phone chat-room, transmitted live from No.10
Downing Street.

e The Spanish general election of 2004 occurred in the wake of an unprecedented terrorist attack, but its
outcome reflects the potential that mobile phones have to provide the user with independent information and
bring about voter mobilisation. Mobile technology contributed to the quality of democratic practices in the
sense that SMS messages helped provide citizens with more information about the rapidly unfolding events
related to the terrorist attacks, including the reaction by the government and the opposition party as well as
the investigation and the protests during the “day of reflection” [6].

¢ The information about the first mobile phone election in the UK had been announced in April 2005 [7]. In the
UK, the General Election always sparked a frenzied dash for information as voters tried to keep up to date
with hot election issues. As with all major news stories, people want to be able to follow events as they unfold
and the mobile phone is proving to be the ideal tool for this.

¢ On May 21, 2006 the Montenegro, a small country in the former Yugoslavia, saw the first instance of volunteer
monitors using SMS, as their main election reporting tool. A Montenegrin NGO (Non-Governmental
Organization) was the first organization in the world to use text messaging to meet all election day reporting
requirements.
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¢ Since then, mobile phones have been deployed in six elections in countries around the world, with volunteers
systematically using text messaging in election monitoring. SMS monitoring is becoming a highly
sophisticated rapid-report tool, used not just in a referendum election like in Montenegro, but in parliamentary
elections with a plethora of candidates and parties and complex data reported via SMS. This was the case in
Bahrain, a small country in the Middle East, where monitors reported individual election tallies in a series of
five to forty concurrent SMS messages, using a sophisticated coding system, with near accuracy.

e In the two years since the first large-scale SMS monitoring in Montenegro, there have been rapid
improvements in mobile services as competition in the wireless industry has increased worldwide, and there is
growing interest and understanding on the part of NGOs that systematic election monitoring is not as difficult
as it first may seem. As election monitoring via SMS becomes standardized and NGOs gain experience, there
is no reason for mobile phones and SMS not to play a greater role in other areas of civic participation.

o Election in Sierra Leone [8] is lead by the National Election Watch (NEW), a coalition of over 200 NGOs in the
country. NEW has monitors at 500 of the 6171 polling stations. Monitors report on whether there are any
irregularities via SMS back to headquarters.

o The Estonian Government has passed a new bill that will allow its citizens to vote using their mobile phones in
the next election [9]. The measure will come into effect for the 2011 election, and makes Estonia the first
country in the world to approve such a method. In order to vote using their mobile phone, Estonians will be
required to purchase a special chip for their handsets which will verify the voter's identity and authorise their
vote on the system.

The future is bright for innovative ways in which mobile phones are used by citizens to participate and engage in
their countries as the mobile revolution unfolds. In fact, the 2008 US presidential election saw the widest possible
mix of offline and online media used to help candidates connect with some 200 million voters scattered across
America's vast expanse. Experts are predicting that in future elections, the use of mobile technology will become
the standard and play an even larger role than in recent US election where Barack Obama’s use of text
messaging is already being held as a successful way to reach out to the constituents.

Mobile campaigning needs a new political vocabulary, style and humour - far removed from the stultifying prose
of traditional party literature. Mobile is all about personalized content; offering politicians a way of communicating
with voters that is simply not possible with television or newspapers.

Pre-election Advertising

Election advertising is defined as any content that can reasonably be regarded as attempting to gain electoral
success for any candidate or political party which seeks to increase their status or position. Election advertising is
anything that can reasonably be regarded as influencing a voter in a particular direction, and it's a media-neutral
definition. Election advertising requires advertiser identification, and spending limits apply. A message supporting
someone else needs the beneficiary's written permission. The Election Advertising Campaign (EAC) will provide a
unique perspective for both candidate or political party, and MS. EACs goal is to get more votes, more attention
and more exposure for the General Election 2010 in the UK.

What can the General Election campaign, political parties, candidates and Registered Mobile Subscribers (RMS)
expect from EAC?

o Increased voter turnout due to text message reminders.

o Votes by text could increase turnout, especially a potential record number of young voters. 95% of 16-24 year
olds use text messaging regularly, each sending an average of 400 texts per month. Young Britons would be
far more willing to vote in the General Elections if the government were to introduce voting by mobile phone.
ICM Research found a huge 73% of 18 to 24-year-olds would have voted if they had the option of doing so by
mobile phone. The opportunity of being able to cast a vote via text message would make people more likely to
participate in an election.
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o Political parties, for instance, might invite party members and ordinary citizens to participate in the pre-election
candidate nomination process by mobile phone voting.

¢ Candidates will be able to use text messages to collect campaign contributions. Mobile search is the ideal
opportunity for candidates to position themselves about key issues like jobs, schools, knife crime, etc.

o RMS will be able to receive text messages from their candidate or party of choice. This is another sign of how
political outreach could try to keep up with the changing nature of personal communication.

o Every evening at 8pm a text summary of the key political events of the day and the latest election news will be
sent to the RMS.

¢ Receiving a reminder for scheduled and special elections events could become the norm.
o Be the first to know with breaking news alerts.
o EAC keeps RMS abreast of the fast changing political scene in the final days before the General Election.

e RMS might be asked from time to time for whom they are likely to vote, to define the current situation of
candidates popularity as a projection of the election results.

Registration as RMS is very simple:
o Type in your name, post code and password.

e Send this message to 5-digit short code. It should be memorable short code like ELECT (35328), or 2ergo
(23746). It is important to note that these short codes should only be considered as examples.

o Conformation about registration will be sent as a text message to the RMS mobile phone along with a Pin
number (required for election day only) and notes about what kind of information will be regularly sent to the
RMS mobile phone. All information, of course, needs to be suitable for the limited text messaging format of
160 characters.

o Simply send a text message CANCEL to 35328, or 23746 and you will be unsubscribed from all services.

For non-registered MS it would be enough to text NEWS to 35328, or 23746 for breaking news alerts, or text
EVENTS to the same short codes for the nearest election events, or text RESULT for actual election results.

In order for EAC to succeed, a number of conditions have to be in place:

e The power of the message lies beyond 160 characters: One of the best tactics of wise political campaign
managers has been the use of embedded links in each message that direct to a candidate’s homepage.

o Political campaigns have utilized demographic information to target voters in particular cities, regions or with
specific issues in mind. With location-based services becoming more commonplace on phones, the ability to
deliver targeted messages will be one of the biggest enhancements to mobile messaging in the near future.

o QAMEN-Ewg. should be able to handle thousands of messages per minute to one mobile short code.

e The mobile provider (e.g. 2ergo for QAMEN-EwnsL) would give the highest priority to the election mobile short
code.

o Note that each SMS message sent to QAMEN-Ewg. for this service will cost 10-15p (network charges vary).

An important consideration is the cost of a wide-scale program. An analysis of the last years Presidential Election
in the United States,[10] allows the surmise that not only has text messaging surpassed actual calls as the most
popular form of mobile communication but its cost-effectiveness in elections was astounding. For a political
campaign, the acquisition cost of an “opt in” text user (a RMS in our case) is about 13 cents. By comparison, the
acquisition cost of door-to-door canvassing is about $2.50 and for phone calling, it's about $1.00. The difference
in actual cost-per-vote results is even more obvious: $1.62 per vote for opt-in text lists compared to $20-$35 per
vote from phone calls, leaflets and door-to-door visits.
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However, the Sheffield trial did reveal some potential problems with e-voting. The biggest problem was cost.
Offering voters access to secure and robust electronic voting channels more than doubled the cost of running the
election, to £55 per voter, according to the Institute of Public Policy Research.

Mobile phone technology allows users to be directly accessible at all times and locations and that is why it would
be more effective for political parties to use the power of mobile messaging, namely QAMEN-Ewgt, not only
during the short campaigning time of UK general elections but the whole year.

The Election Day

RMS from around the country used the power of text messaging to cast their vote. Attendees cast their ballots by
texting only the name of the candidate to the short code 2VOTE (28683), or ELECT, or 2ergo to take part in the
election.

A note about security. RMS voting requires the entry of a password and pin. In a traditional voting system no
formal identification document is required when voters present themselves at a polling station; and yet the same
person may be required to present three forms of ID just to register at their local Blockbuster video store.
Therefore QAMEN is a vast step forward in RMS security.

Arriving messages are passed to QAMEN-EwmeL and then the data is compiled in a database (DB) ready for
analysis. It is amazing to see the numbers change on the screen as the SMS messages pour into the DB (see
Figure 1). The RMS will be kept updated on the latest election news, latest announcements and sent reports on
quantitative data such as real-time voter turnout and even on the actual election results. For non-registered MS it
would be enough to text RESULT to 35328, or 23746 to get the latest election results anytime and anywhere.

District Ward Electo...  Turnout Seats Candidate Party Votes
¥ (O Parties (J Wards ¥ (D Votes (3 Electorates

| BIRMINGHAM KINGSTANDING 2 EBBWKS, SHAROH ELIZ... BRITI... 2310
= COH =— LAB === L/D =— IHD =— Green == Other HOPKINS, ZOE LaB 2088
69,392 84,287 59,151 995 13,092 39,283 GRUNDY, CATHARINE C...LaB 1973
68,349 82,314 58,554 886 13,092 39,283 HAWKER, MICK con 1349

«1,000 HIGGIHSON, ROBERT JOHH CON 1043
a5 HADDON, MARK LD 719
PITT, RICHARD JOMH ... GREEH 606
DUFFY, HUBERT JOSEPH LD 597
i BENNETT, BAWNE RITA IND 328
MALIK, MOHAMMED OMAR |IND 109

&8
ACOCKS GREEN 1 AXFORD, KENNETH BHT... CON 630
BOWEN, IAIN DAVID LD 2607
61 COALTER, MINA GREEN 261
COLLINS, PATRICK BRITI... 927

53 0'SHEA, JOHN ANTHONY LAB 1632

% ASTON 1 ISLIM, ZIAUL LAB 3234

= JEFFERS, KEWWETH VE... IND 283
;45 KHALIQUE, ABDUL LD 2698
2 MUSHTAQ, MOHAMMED COoH 213
2 PHILLIPS, DEWHIS GARY BRITI... 170

STENNETT, ALLIYA GE... RESPECT 242
TAPALU, GEOFFREY GREEN 100
22 BARTLEY GREEN 1 GOODSELL, STEVEN JIMES GREEN 244
HEMMING, JOHN ASHLEY LD 406
= LINES, BRUCE JOHW coH 3298
MANSELL-GREEN, STEP... LAB 1399
RUDGE, PHILIP BRITI... 824
13 BILLESLEY 1 AXFORD, SUSAN COH 2608
BURFOOT, DERN LAB 2110

CAHILL , JEFFREY JOHH BRITI... 1034
JAMES, MARGARET AHH GREEH 310

Figure 1. Current result of local election in Birmingham

Mobile Election Results

QAMEN-EwgL is supposed to make nationwide election results available not only to RMS but to all mobile
devices. MS can send any request regarding election results to 35328, or 23746 and QAMEN-Ewg. will reply via
text message.
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The visualization of election results can make it more intuitive and productive. People have always relied on
visual tools such as maps, charts, and diagrams to better understand problems and solve them quicker. The
mobility context and technical limitations such as a small screen size make it impossible to simply post
visualization applications from desktop computers to mobile devices, but researchers are starting to address
these challenges. Considerable effort is needed to understand how to design effective visualizations for mobile
devices. Although many researchers have proposed specific techniques, no reports on the topic have yet
provided a broad discussion of mobile visualization that could be useful to mobile application developers. In this
paper only textual presentation of election results will be considered.

Mobile phones (and consequently QAMEN-EugL) have some limitations when compared to PCs (QAMEN-Egc).
These limitations are the problems that need to be taken into account when developing an acceptable mobile
question-answering procedure.

QAMEN-EwsL Versus QAMEN-Epc

Compared to QAMEN-Epc, QAMEN-Eng. has many restrictions that have to be considered and overcome:

o Displays are very limited due to smaller screen size, the 160 characters SMS restriction and lower resolution.
¢ Input peripherals such as tiny keypads, micro joysticks, and rollers are often inadequate for complex tasks.

o Connectivity is slower, affecting interactivity when a significant quantity of data is stored on remote databases.
e  QAMEN-Epc might provide the powerful command prompt (see Figure 2).

o |tis easy to use such a prompt to represent requests in clear, grammatical and correctly-spelt language. Often
Mobile Request (MR) for QAMEN-EMBL will be ungrammatical. As a rule MSs:

o] Do not want to use upper case to type request like “george bush, washington dc”[11]. Or use dots
to separate “d”and “c”.

o] Dropping ‘?’ at the end of MR.
o] Not using any punctuation at all.
o] Deletion of articles.

o The fact is that MR simply will not be spelt, punctuated, and capitalised correctly but the main requirement for
QAMEN-EMBL is - to handle non-standard or poorly formed/structured (but, nevertheless, meaningful) user’s
MR.

o QAMEN-Epc has no problems displaying the response in a convenient format for the user(see Figure 3) but
for QAMEN-EMBL the small screen and 160 characters restrictions may cause some problems when it comes
to displaying the response.

!ﬂ' Natural Interface to Election's Data

& action h Help

General Election 2001 V‘EﬂQ Fregquently Asked Questions b %
T What was the result in <constituency>:?
Q ol
What was the overall result for the country as a whole?

OAMEN: Flease selectan Application Donl What was the result for <country:?

User: General Election 2001 How many votes did <party> win?

What was the constituency where <party> polled its minimam
@ What was the constituency where <party> polled its maximm

How did <candidate> do?

Which party won the election? v

| Tuesday, 10 February 2009

Figure 2. QAMEN-Epc: Command prompt interface
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The main conclusion from such comparison is QAMEN-EwgL should be more intelligent than QAMEN-Epc. More
evidence for such conclusion comes from the fact that it is simply impossible to require the users to remember,
for example, the exact name of the constituency in order to correctly ask what seems a very simple question:
“Who won the election in Suffolk Central & Ipswich North in 2001?”. It would be expected that the user instead of
using the symbol ‘&’ types in “and”. In which case QAMEN-Epc will not find the constituency in DB and will have
to generate the clarification dialog:

QAMEN: Do you mean Suffolk Coastal, Suffolk South, or Suffolk West constituency?

User: No, | mean Suffolk Central.

QAMEN: Suffolk Central constituency does not exist but there is Suffolk Central & Ipswich North

constituency.

User: It’s exactly what | meant.

QAMEN: Thank you.

Theoretically QAMEN-Ewg. can do the same, but such dialog would not be acceptable due to time and money.
But QAMEN-EwgL is an intelligent system and in the result of similarity measurement [12] between MR Suffolk
Central and Ipswich North and similar DB values namely: Suffolk Central & Ipswich North, Suffolk Coastal, Suffolk
South, Suffolk West and Ipswich constituencies, QAMEN-Ews. selects Suffolk Central & Ipswich North with great
confidence.

In the case when user simply made a mistake and instead of typing in the desirable constituency Hereford in the
MR: “Who won the election in Hereford” helshe entered Hertford (it's wrong but at the same time it's right from
the QAMEN-EwgL point of view because it has the right part of an existing constituency), QAMEN-Ewg. found an
answer for the constituency Hertford & Stortford. When MS sees the response, he/she realises that MR was
wrong and corrects it.

»% Natural Interface to Election’s Data

& action (h Help

General Election 2001 V‘FﬂQ’ Fregquently Asked Questions v %
Q What was the result in <constituencys? ? Constituencies v
OAMEN: Flease select an Application Domain. i | Plymourn
User: General Election 2001 :
User: Whatwas the result in Plymouth devonport? Pendle &
General Election 2001 Penrith & the border
Constituency:  Plymouth devonport Perth
Parties Candidates Votes { beterbosougn
Lab daeon, David 21,322 | Plymouth dewvonport
@ Con Glen, John 11,289 G s
Pontefract & castleford
1D Baldry, Keith 4,513 o
UK Ind Parker, Michael 958 i
Soc A1 Staunton, Tony 334 Poplar & canning town
Soc Lah Hawkins, Rob 303 Portsmouth north
QAMEMN: Any more questions? Portsmouth south w

| Tuesday, 10 February 2009

Figure 3. QAMEN-Epc: Question-Answering interface

Mobile Request Processing

The main purpose of MR processing is to understand what was meant rather than what was said and in the
result of such, understanding and returning to MS only elections-relevant information. The mechanism of query
phrasing is very simple: “eliminating the unnecessary until only the necessary remains” and has been discussed
elsewhere [13]. Here we just remind ourselves of the main steps involved in MR processing.
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QAMEN-Epg. takes the MR as a character sequence and converts the original MR to a skeleton by noisy
(non-searchable) words elimination. In the result of such conversion MR will contain only meaningful words.
Let's call word meaningful if it represents DB field descriptor or DB field value.

AD election is represented by DB. DB meaningful fields (i.e. they don't represent primary or foreign keys)
contain election data. Each meaningful fields has a list of descriptors. Between descriptors and meaningful
fields exists an one-to-one attitude.

The purpose of MR processing is to match MR meaningful words against the DB fields descriptors.

To highlight the complexity of such matching, it is enough to consider quite a simple MR: “Who won an
election in <constituency>?”". Without knowing “who is who” and meaning of “won election” QAMEN-EwsL
cannot answer this question. To explain it to QAMEN-EwgL the Production Rules (PR) need to be involved.

The subset of PR in format:

<Precondition> - <Antecedent> = <Consequent>

is shown below.

AD:Election 5 who = candidate

AD:Election s [candidate]:<win®won> = [SQL]:<MAX(votes)>
AD:Athletics 1 [runner]:<win@won> = [SQL]:<MIN(time)

AD:Athletics 1 [shooter]:<win®won> = [SQL]:<MAX distance)
AD:Election  — votes = [Field]:<CANDIDATE.VOTE>

AD:Election > candidate = [Field]:<CANDIDATE.[CANDIDATE NAME]>
AD:Election | party = [Field]:<CANDIDATE.PARTY>

8. AD:Election - [party]:<win@won> = [SQL]:<TOP1, SUM(votes), DESC>

N o o bk~ w DN -

where @ - denotes “exclusive OR”.

Precondition consist of classs:values {& classi:value}.

Antecedent might be represented by: (i) single word (e.g. who, won, August, seven, etc.), (i) sequence of
words (e.g. as soon as, create KB, How are you doing, etc.), or (iii) pair - [context]:<value>.

Context allows one to avoid word ambiguity and thereby distinguish difference between “Candidate won an
election” and “Party won an election”.

Presentation of Consequent is similar to Antecedent structure except (iii). For Consequent pair represents
[descriptor]:<value>.

For AD Election subset (1, 2, 5..8) of PR is used. PR 3 and 4 in fact show another meaning of the same word won
but for a different AD.

The final step of a phrased MR to SQL query conversion is quite complicated because it is necessary to
access data from many different tables within an AD and join those tables together in SQL query. Result of
conversion of MR “Which party won the election” to SQL-query using selected PR and executing of produced
SQL query is shown in Figure 4.
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83 Natural Interface to Election’s Data

4 Action £ Help

General Election 2001 V(EﬂQ Fregquently Asked Questions » %

Qéwhich party won the election? [ ?New ]

OAMEN: Flease select an Application Domain.
User: General Election 2001
User: YWhich party won the election?
501 Query
SELECT TOF 1 CANDIDATE.PARTY, SUM{CANDIDATE VOTE)
FROM Election,Candidate
@ WHERE Election.[Election Year] = 2001 AND
Election [Election Counter] = Candidate [Election Counter]
GROUP BY CANDIDATE.PARTY
ORDERBY 2 DESC
General Election 2001
Party Yote
Lahb 10,146,898
QAMEN: Do you want to ask another guestion?

| Friday, 13 February 2009

Figure 4. QAMEN-Epc: Request Parsing: SQL query creation

Using QAMEN-Eg. for testing is quite expensive and that is why QAMEN-Ewes, which is oriented toward AD
Election, was used. Because AD is predetermined, for QAMEN-Ems. (QAMEN-Eweg) it would be easy to
understand what the MS meant by the entered MR. Instead of type in the MR “What was the result in Plymouth
Devonport constituency in 2001 General Election?” it would be enough for MS to text in just “Plymouth Devonport
2001”. By the way, exactly these three words represent the result of initial MR processing. After conversion to
SQL query and running it result will be displayed in the mobile format (see Figure 5) i.e. QAMEN-Emg. (QAMEN-
Ewes) is trying to minimize the space for response (compare with Figure 3).

Conclusion

Like any technology, mobile telecommunication can have a wide variety of effects on political behaviour and
practices, and the fact that it has been around for such a short period of time makes it impossible to reach a
general conclusion about its ultimate impact. Nevertheless, we hope that in future elections, the use of mobile
technology will become the standard and play an even larger role, helping to make nationwide election
campaigns available to all mobile users.

r_"fi. Request-Response Engine - Windows Internet Explorer

4 o é@Request—Response Engine - B e - |- Page - Tooks -

g ergo ¥E (en)}

General Election Domains: Request: | Plymouth Devonport 2001 || Response

Request Plymouth Devonport 2001

s Lab-David Jamieson-24,322
e Con-John Glen-11.289

o LD-Keith Baldry-4.513

« UK Ind-Michael Parker-958
¢ Soc All-Tony Staunton-334

s Soc Lab-Rob Hawkins-303

Done €8 Internet & 10006 -

Figure 5. QAMEN-Ewes: Question-Answering interface
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Without a doubt mobile phones have the potential to change certain aspects of political behaviour, including
people’s desire to participate in the political process. We believe that political parties should have their mobile
campaign constantly, every year and not only during the three-and-a-half weeks of the election campaign every
four or five years. Moreover, it would be very useful to have access to the results of any general election instantly
via mobile phone. In our paper we tried to demonstrate that QAMEN-EwmeL can provide such services to mobile
users.
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OF A TECHNICAL SPECIFICATION ON DESIGNING SOFTWARE
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Abstract: The given work is devoted to development of the computer-aided system of semantic text analysis of a
technical specification. The purpose of this work is to increase efficiency of software engineering based on
automation of semantic text analysis of a technical specification. In work it is offered and investigated a technique
of the text analysis of a technical specification is submitted, the expanded fuzzy attribute grammar of a technical
specification, intended for formalization of limited Russian language is constructed with the purpose of analysis
of offers of text of a technical specification, style features of the technical specification as class of documents are
considered, recommendations on preparation of text of a technical specification for the automated processing are
formulated. The computer-aided system of semantic text analysis of a technical specification is considered. This
system consist of the following subsystems: preliminary text processing, the syntactic and semantic analysis and
construction of software models, storage of documents and interface.
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Introduction

Now designing software includes development of requirements or technical specification (TS), system or
technical project (TP), programming or design engineering, trial operation, support and improvement. It is
necessary to take into account interdependence of all basic parts of process of designing software from toolkit,
technologies and the organizations of works. The majority of works to areas CAD systems are directed on
creation and perfection of toolkit for automation of designing process. The significant contribution to development
CAD systems have brought in V.l.Averchenkov, G.S.Altshuller, A.V.Andrejchikov, N.P.Buslenko, V.P.Bykov,
B.S.Voinov, G.D.Volkova, V.Gasparsky, [x. K.Dzhons, [x. Dickson, M.F.Zaripov, V.A.Kamayev,
K.V.Kumunzhiev, V.M.Kurejchik, P.M.Mazurkin, 1.Muller, |.P.Norenkov, |.J.Petrova, A.l.Polovinkin, A.F.Pohilko,
J.M.Solomentsev, F.Hanzen, P.Hill, A.Holl, etc.

Most known of the commercial software products used at designing of the software, basically are intended for
visualization intermediate and end results of process of designing. Some of them allow to fully automate last
design stages: generation of a code, creation of the accounting and accompanying documentation, etc. Thus the
problem of automation of the initial stage of designing - formations and the analysis of the text of the technical
project remains open. It is connected to extraordinary complexity of a problem of synthesis and the analysis of
semantics of the technical text for which decision it is necessary to use methods of an artificial intellect, applied
linguistics, psychology, etc. However, it is possible to come nearer to achievement of the given purpose, having
allocated some small subtasks quite accessible to the decision by known methods of translation.

Proceeding from the aforesaid, it is possible to draw a conclusion, that the problem of creation of means for
automation of process of designing is actual [1].

Ideas of a developed direction realization of the unified procedures of the designing equally answering to
requirements of the expert - designer and requirements to technology to modelling of software products is main.
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The purpose of this work is to increase efficiency of software engineering based on automation of semantic text
analysis of a technical specification.

To achieve this purpose it is necessary to solve the following tasks:
1. To carry out the analysis of software engineering process and models of semantic text analysis;
2. To develop a technique of the text analysis of a technical specification;
3. To develop and investigate semantic model of the text of a technical specification;

4. To develop algorithmic maintenance of analysis of text of a technical specification and automatic
construction of the software models;

5. To realize developed formalisms, a technique and algorithms as system of automation of the initial stage
of designing software.

A Technique Of The Text Analysis Of A Technical Specification

In work it is offered and investigated a technique of the analysis of the text of a technical specification is
submitted, the fuzzy attribute grammar of a technical specification, intended for formalization of limited Russian is
constructed with the purpose of analysis of offers of text of a technical specification, style features of the technical
specification as class of documents are considered, recommendations on preparation of text of a technical
specification for the automated processing are formulated.

A technique of the analysis of the text of a technical specification consist of three stages: semantic text

processing, creation of frame structure and creation of data flow diagrams of system described in the technical
specification. (see Figure 1).

Level of formalization Level of realization Technique
Natural language
(NL) Text of a technical
— specification in the Processing of a )
Fuzzy attribute limited natural technical specification
grammar language

Internal representation

<}— Frames R=<F,DF> <—C Creation of frames )

Frame structure

Formal model

(FM) Diagrams:
<1— 1. General structure <~ Creation of diagrams )
Data Flow 2. Carried out
diagrams functions

Figure 1: Technique Of The Text Analysis Of A Technical Specification

For realization of the first stage of a technique the semantic model of the text of a technical specification,
including the requirements formulated as the document in the limited natural language has been developed; the
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second stage - the frame structure being internal representation of requirements; the third stage - model of
software as the description of requirements in graphic language Data Flow Diagrams.

The semantic model of the text of a technical specification contains the developed expanded fuzzy attribute
grammar above frame structure of the formal document "Technical specification” which allows to display contents
TS most full.

The expanded fuzzy attribute grammar, necessary for the automated analysis of the text of a technical
specification, is determined as:
AG=<N,T,P,S,B,F,A DA)>,

where N - final set of non-terminal symbols; T - not crossed with N set of terminal symbols; P - final set of rules; S
- the allocated symbol from N, named an initial symbol; B - set of linguistic variables Bk,i, corresponding to
terminal symbols T (a variable i on k level); F - set of functions of a belonging fk,i, determining a degree of
belonging mk;i linguistic variables Bk,i; A - set of attributes, A = AsinUAsem, where Asin - syntactic attributes,
Asem - semantic attributes; D (A) - final set of semantic actions. The fragment of grammar is submitted in table 1.

Table 1: Fragment of the developed fuzzy attribute grammar above frame structure of a technical specification

<incoming data flow name > :: 'Name' <incoming data flow description> ::

<list of i ing data flows > g .
pr| <fist of incoming data flows 'Contents' < list of incoming data flows >| €

The text containing "entrance” or “entrance data ":: 'Clause’ <incoming

<i ing data flow description>
coming data flow description data flow>::“Frame Data Flow=Creation ”, “Input=Giving”

[<Number of data units>]:: “Slot AMOUNT OF DATA = Giving” [<Type
B1.2 | <incoming data flow> of data>]:: “Slot TYPE OF DATA = Giving” <the Name of incoming data
flow >:: “Slot NAME OF INCOMING DATA FLOW = Giving”

<function type <name of the functions liss>:: ‘'Name'<function

<functi oation >
B | <function specification description>:: "Frame FUNCTION = Creation ”; < List of functions> | ¢

B2,1 | < function type > «main» | «basic» | «additional»

<Name of function>:: 'Name', “Slot NAME OF FUNCTION = Giving”

<function description >
Paa | <function descrption <List of incoming data flow> <List of outcoming data flow>

Linguistic variables from set B = {Bk,i}k,i used for the analysis of the text of a technical specification is described
by the following five:

Bk,i =<B, T(B), U, G, M>,
B - name of linguistic variable (basis for development, purpose of development, technical requirements to a
program product, a stage and development cycles, etc.);

T(B) - language expressions. For linguistic variables of the top level they are the linguistic variables corresponding
to terminals of the right part of a rule. For linguistic variables of the bottom level — fuzzy variables, that is
expressions of a natural language.

U - Set of all probable values, T () = U;

G - rules of the morphological and syntactic description of language expressions which determine syntactic
attributes Asin;




32 9 - Intelligent Processing

M - a semantic rule for linguistic variables which is induced by morphological and syntactic rules as the sense of a
term in T is in part determined by its syntactic tree, and semantic attributes Asem.

Methods of representation connections between rules are broadcast on language of fuzzy mathematics. Thus
connections are represented by fuzzy relations, predicates and rules, and sequence of transformations of these
relations - as process of an fuzzy conclusion.

Linguistic variables of the top level are compound, that is include linguistic variables of the bottom level. Due to
this it is possible to constract a tree of linguistic variables and to establish dependence between them.

Functions of an a belonging from set F = {fk,i}k,i linguistic variables {Bk,i}k,i, are necessary for construction of an
fuzzy conclusion. In particular, to each rule of grammar from set P function of a belonging ki is put in conformity.
This dual system of substitutions is used for calculation of sense of a linguistic variable.

Actually grammar of a technical specification is used for splitting the initial text of the document into sections and
processings of most important of them for our problem. It needs precise observance of structure of the document.
Technical specification represents the structured text consisting of sequence of preset sections.

The frame structure of the technical specification is submitted as:

R = (N, Fe,1,,0,)

where Nris a name of system, Fris system functions vector, Iris incoming data flows vector, Oris outgoing data
flows vector.

Fre=(F,.F}...F) Fy= <N;,1_;;,D;,G;,H;,5;>

, then ,

Fy , Ir. incoming data flows vector of F function, 2 - the name of the action

G H

Where v Fe a name of function

which are carried out by function, - subject of the function action, F - restrictions on function, Or.a

outgoing data flows vector of F function.
Let's denote the data flow by DF (Data Flow), then Ir, Og, Ir, Or are denoted by:

DF= <N DF? DDF’ E)Fv CDF>

Where N or - data flow name, £ or - data flow direction, 7o - data type in flow, € or - data units per frame.
The model proposed is represented as a frame model with “a-kind-of” links (see Figure 2).

It

|

_ >

Nep | Fp | 1x | Ok Ne | I, | De | Ge | He | O,

DF
NDF DDF TDF CDF

RN

Figure 2: Frame network
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Computer-Aided System Of Semantic Text Analysis Of A Technical Specification

The computer-aided system of semantic text analysis of a technical specification consists of the following
subsystems: preliminary text processing, the syntactic and semantic analysis and construction of software
models, storage of documents and interface (see Figure 3).

XpaHeHue . MNpepBapuTenbHad |- — — — — — — 2 — — — —
P | Vntepdpeiic o | PoAeap 2
OOKYMEHTOB obpaboTka TekcTa

.‘I

b pazaenoe,
NpeanoXeHWin n
nexkcem

dannoean

cucrtema ¥
CeMaHTU4ecKuH CuHTaKkcu4eckumn 5
aHanu3 i aHanu3
1
5
S e
¥ ¥ 1
lNocTtpoexue N} B0
auarpamm @peitmMoBan CemaHTn4ecku| [«CuHTakcuveck
a 1 cnoea
T CTPyKTYP e npasuna ve npasuna» Ku Pb
\ 10
vy v
MS Visio | ——®yHKkuvoHanbHan ceasb—> — — — -MHhopMaLMOHHas CBASL — — —»
1 - ®Paiinbl AOKYMEHTOR 2, 3 - aHHble 0 pa3nenax, NpeanoXeHUax U nekcemax
4 - CMHTaKCUYEeCKKWe OHUTLI, TpYNnbl, Knayssl 5, 9 - @peiimbl
6 - CemaHTU4eckune npasuna 7 - CuHTakcu4eckne npasuna
8 - Mopchonoruyeckue npusHaku 10 - Hapnucu 1 koopauHaTel churyp guarpamm

Figure 3: Architecture of computer-aided system of semantic text analysis of a technical specification

Preliminary text processing is necessary to share of a technical specification on separate lexemes. The incoming
information of a subsystem is the text of a technical specification in the limited natural language, the target
information - tables of sections, sentences and lexemes of a considered technical specification. Results can be
submitted both as corresponding tables, and as a tree of sections.

Already after the first stage work not with the text of a technical specification, but with its parts submitted on
sections is made. On a course of work of a technical specification shares all over again on more and more fine
sections, then on separate sentences (with preservation of sections structure) and lexemes with the instruction of
an accessory to sentences.

Preliminary text processing is carried out with use of final automatic device. During the work of final automatic
device the symbols acting on its entrance, collect in the buffer. In the certain conditions of final automatic device
record of the current contents of buffer in one of tables then the buffer is devastated is carried out. Work of
automatic device proceeds up to achievement of a final condition.
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After that the received tables act on an entrance of a subsystem of syntactic and semantic analysis. The semantic
analysis of a text is made on the basis of the developed grammar of a text of technical specification.

Rules of top level serve for analysis of sections of top level. Rules for analysis of sections consist of two parts: the
first part serves for analysis of a section name; the second part serves for analysis of a text contents in section.
Symbols of the given grammar possess syntactic attributes. In attributes of non-terminal symbols names of
frames or names of slots in which the information received during the further analysis should be placed are
specified. Syntactic attributes of text can be in addition specified in attributes of terminal symbols. Comparison of
words at analysis is made in view of their morphology. During analysis the syntactic and morphological analysis
are made only in the event that there is such necessity that time of performance of semantic analysis is
considerably reduced.

Let's consider a fragment of the developed attribute grammar submitted in a xml-format:

. <global-rule id="Section42" comment = "Section 4.2. Requirements to functional characteristics">
<rule><ruleref uri="#Sectiond2Name"/><ruleref uri="#Section42x"/></rule></global-rule>

<global-rule id="Section42Name" sectionPart="Name" comment= "Heading of the unit 4.2."><rule><clause
clauseType="UNCERTAIN"/><rule type="or"><words contains="Functions"/> <words contains= " functional
characteristics "/> </rule></rule></global-rule>

<global-rule id="Section42x" frame= "FunctionFrame" frameSlot="Function" comment="Function"><rule> <ruleref
uri="#Section42xName" /><ruleref uri="#Section42xContent" /> </rule></global-rule>

<global-rule  id="Section42xContent"  sectionPart="Content"  comment="Inputs and  outputs  of
function"><rule><ruleref  uri=  "#Sectiond2xInputs"  minOccurs="0"/><ruleref  uri="#Section42xOutputs"
minOccurs="0"/></rule></global-rule>

<global-rule id="Section42xInputs" comment="Inputs of function">

<rule><sentence/><clause/><rule  type="or"><words  contains="Inputs"/> <words  contains="entrance
data"/></rule><ruleref uri="#Input" maxOccurs="unbounded"/></rule></global-rule> ...

The morphological and syntactic modules used in the program, are modules of the foreign developer. If in a rule
of grammar there is a terminal having syntactic attribute the mechanism of syntactic analysis for current
sentences is started [2].

After creation of a tree of analysis construction of frame description of a technical specification begins. For this
purpose the information on frames and names of slots which contains in attributes of symbols of grammar is
used.

The received frame structure contains the significant information about system: data about inputs and outputs of
system, functions and restrictions. For each function inputs and outputs also are allocated. It allows to receive
data flow diagrams of system which is described in a technical specification on the basis of frame structure.

The subsystem “Construction of data flow diagrams” carries out construction and ordering the column of data
flows, and also creation the figures of data flow diagrams in Microsoft Office Visio.

For construction of data flows it is prospected of functions inputs conterminous to system inputs. Then functions
on which all inputs data act, are located on the one level of diagram. Their inputs incorporate to system inputs.
Further it is prospected functions which inputs coincide with outputs of functions received on the previous step.
They are located on the following level, their inputs incorporate to outputs of the previous levels functions and
with system inputs.

Work of algorithm proceeds until all functions will not be placed on the diagram. After that connection of function
outputs with necessary system outputs is made.
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The computer-aided system of semantic text analysis of a technical specification is developed on Microsoft NET
Framework 2.0 platform (language of development C#) using integrated development environment Visual Studio
2005.

Scientific Novelty

Scientific novelty consists in the following: a technique of text analysis of a technical specification at the initial
stages of software engineering, including semantic model of text of a technical specification, transformation
matter of text into the frame structure and construction of model of the software on its basis are developed.

Practical Value

Practical value of work is that as a result of development and introduction of a suggested technique quality of
software engineering raises due to automation of routine work of the person on extraction of helpful information
from standard documents and to displaying it as software models.

Conclusions and Future Work

Software designing differs from designing in other areas of a science and technics a little, therefore it is possible
to expand results of the given work for application in other areas of human knowledge. Thus, opening prospects
raise a urgency of the given work.
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K AHANKU3Y ECTECTBEHHO-A3bIKOBbIX OB bEKTOB

Anekcanpp ManaruH, Cepren KpbiBbiv, Butanun Benuyko, Hukonan Metpexko

AHHOmauyus: Paccmampusaomes npobrieMb aHanusa ecmecmeeHHO-A3bIkogbix 06bekmos (ES10) ¢ moyku
3peHus ux npedcmasreHus U 0bpabomku e namamu komnbromepa. [pednoxeHa hopmanusayus 3adayu aHanu3a
EAI0 u npuseder npumep ghopmanusosaHHozo npedcmasneHusi ESI0 npedmemHoli obracmu.

Kntoyeenie crnosa: mepmuHbl npedmemHol obnacmu, hopmaribHas oaudeckas cucmema, OHMoso2Uus.
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BBeaeHue

Mpobrema u3BNEYEHMS 3HAHWA W3 eCTECTBEHHO-A3bIKOBbIX OOBLEKTOB, WX NpefcTaBrneHne u obpaboTka
OTHOCSTCS K 06NACTX MCKYCCTBEHHOTO MHTENNEKTA. JTOM Ype3BbI4aiiHO BaXHON NpobrieMoil 3aHMManmucb MHorve
BblOalowuecs yyeHble (ApuctoTens, JlenbHuu, Tapckuin u ap.). B obwen npobneme aHanmsa v noHumanns EAQ,
BO BCeM MHoroobpa3un pabot [1-5], MeTOAOB, METOAOMOrMiA M TEPMUHONOTAM SBHO MPOCMATPUBAKOTCS
cregytolme 3afayn:

— CUHTaKTUKO-ceMaHTMYeckuin aHanus EAO,

—aHanu3 EAO ¢ uenbio Bbibopa noaxodsaWero npeacTaBneHns B NaMsaT KOMMbioTepa U AanbHemLlen
ahdhekTnBHOM 06paboTKM,

— pa3paboTka MeTOZ0B U3BNeYeHUst 3HaHuiA u3 EAO.
PaccmoTpum 911 3agaum Gonee getanbHo.

Mpobnema aHanu3a EAQ ectecTBeHHbIM 06pa3oM cBsi3aHa C onepaLuoOHHON 1 AeHOTaUUOHHON CeMaHTUKON
A3blka. B cucTemax WMCKyCCTBEHHOrO MHTENNEKTa M, B YaCTHOCTM, B cuctemax aHanusa EAO npeobnagaet
onepawuyoHHas CeMaHTUKa, Tak Kak 04eBWAHO mpeobrafaHne uHTepeca K CPeACTBaM MPEACTaBNEHUs! 3HaHMIA
(kaKk?), a He k Ux coaepaHuto (YT0?), KOTOPOE NOANEXUT hopManu3aLmm.

CucTeMbl (3bIKM) NPEACTABNEHUS 3HAHMA ONPEaensT KOHCTPYKUWM, MOAAEPXKMBAEMbIE KOMMbIOTEPOM U
obecneynBatoLLe NPOCTOTY OpraHu3aLm npoLeayp, ¥ Kak CreacTaue — MakcuMarbHy0 YHUDUKALMIO S3bIKOBbIX
cpeacTs.

Ha MHGhOpMaLMOHHO-MOTMYECKOM YPOBHE NpecrnefyeTcs COBEPLIEHHO MHAs Lenb - obecneyeHne OTpaxeHus
copepxaHus OObEKTOB pearnbHOr0 MuUpa B S3bIKOBbIX KOHCTPYKLMSIX, COMMaCyloWMXcs C BOCMPUSTAEM,
CBOWCTBEHHbIM 4enoBeky. [ns nonb3oBaTens Takoh CUCTEMbl (CXeMbl) KOMMbIOTEPHOE NpeacTaBreHune
Heyno6HO, NOCKONBKY OH 06LLaeTcs (unu, No KpaHei Mepe, JOIMKEH) C CUCTEMOI HA €CTECTBEHHOM SA3bIKE.

OpHako, Ans CUCTEMHOTO aHanuUTWKa, WCMOMb3yloWero A3blk ¢opManu3auun AN MOCTPOEHWUS MOAenu
npeameTHon obnactu (Ma0) u cospaloLiero Ans 3Toro OpUEHTUPOBaHHbIE Ha 3Ty MaO cnoBapy MOHATUMHBIX
eMHUL U Ha UX OCHOBE - MHTENMEKTyanbHble CUCTEMbI, HANOMHEHHbIE KOHKPETHLIM 3HaHWEM, KOMMbITEPHOE
NPeACTaBNeHNe UrpaeT KMYeByl ponb. AHAMWUTUKY MPUXOAMTCA MMETb AENo CO CroBamu (TEpMUHaAMM) U
KOHCTPYKLMSIMI KaKOWM-TO 4acTW €CTECTBEHHOTO fi3blka, MMEHHO WM AaBaTb TONMKOBAHWE B TEPMUHAX SA3blka
(hopmanusaumy, yCTaHaBnMBaTb MeXAy HUMKW WHE(OPMALMOHHO 3HauuMble C€BA3W. [losTomy, B Cnyyae
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pacxoxaeHus A3blka hopmanu3aumy co CTPOEM MbILWMEHUS CnelyuanicTa, peannsauns cucteMsl 06paboTku
JaHHbIX B KOHKPETHOM CMbICIIOBOM MaTepuane MOXET CTaTb CIIMLUKOM CROXHOW UK BOOBLLE HEBO3MOXHOM A5
peLLeHns npobnemon.

CyLuecTBYyeT MHOTO A3bIKOB NPEACTaBMEeHWs 3HaHUI, KoTopble dhopmanuayloT EAO dparmeHTapHo, a uHoraa
HEAO0CTaTOYHO YeTKO. [103TOMY Hanbonee npuUeMNEMbIM Ha CErOAHSLWHWA AeHb SBASIOTCA A3bIKM NOrMYECKOro
TMNa, B KOTOPbIX MOHATME "CBA3b MO CMbicny" chopmanu3yeTcs ¢ MakCUManbHOW MOMHOTOW. OTO MOATBEP-
XOaeTes u npaktukoin. OJHUM W3 rnaBHbIX BOMPOCOB NpU 3TOM SBASETCS BONPOC 00 ypoBHE abCTpakTHOCTY
3ahMKCUPOBAHHBIX KaTeropuin NorMyeckoro sisblka. Ecru Hac wHTepecyeT nuwb oblias cxema Nor14eckoro
CnefoBaHus, TO AOCTAaTOMHO paccMaTpuBaTh NULb MCHUCHEHWE NpeaukaToB NEepBOro nopsigka C NpaBuriom
pe3onioLMin B KayecTBe NMpaBura BbIBOAA, HE KOHKPETU3MPYS HWYEro, KpOMe CrMCKa akCMOM M MOTMYeCcKMX
koHcTaHT. OpgHako, npu 6onee Goratbix copepxannem MaO gomkeH GbiTb pelleH BOMPOC O TUMax TEPMOBLIX
KOHCTaHT 1 BWAE HEMOrMYeCcKnX akcmom (COBCTBEHHBIX aKCHOM), MCMOMb3YeMbIX Npu hopManuaaly 3HaHU 06
AMNMPUYECKMX 0BBEKTAX.

N3 Bcero ckasaHHOro cnegyeT npobnema pa3paboTkuM A3blka JIOTMYECKOro TUMa ANnA npeAcTaBneHus
3HaHWW, copepxawmxca B Tekcte. O4YeBMWAHO, YTO STOT A3bIK JOMKEH ObiTb PaCLIMPSEMbIM B CTOPOHY
cnocobHocTy Bonee MOMHOro onucaHus 06bEKTOB, CMOCODHOCTM AenaTtb NpeackasaHust (TMnoTesbl), YYnTbIiBa-
tOLLIME KOHTEKCT.

®opmanbHas nocTaHoBKa 3agayun aHanusa EAO

Myctb T=t,t,...t, ecTecTBeHHO-s3bIkOBbIA TekcT B andasute X, 1. e. Tel(Y), rae L(Y)- s3blk Hap
andgasutom Y, a t, € T -npeanoxeuns, i =1,2,...n.
Kaxpoe npeanoxeHue t €T, B CBOlO Ovepefb, UMeeT CTpykTypy f =t .t ...t , rae t,.]_ cofepxaternbHo

O3Ha4alT rpamMmMatndyeckue eauHulbl, U3 KOTOPbIX MOCTPOEHO mnpeanoxeHne ti. Ecnm t,_eti, T0

)
CL(t,_)zt,_...t,_ " CR(t,,)zt,, ...t, OyoemM HasbiBaTb  MEBbIM 1 MpaBbiM  KOHTEKCTOM  CrloBa
i i = i i+ m

t,.]_ COOTBETCTBEHHO.

C TekcToM T CBAXEM TaKue 00beKThI:

S —cnosapb f3bika L(Y'), rae copepxarcs cnosa f; Co CBOMMY ONpefenuTensmMu-a 1 T, ;
- yc TxS - oTHoWeHwe, onpeaensioLiee BO3MOXHbIE 3HA4YEHNS 1 TUMbI CNOBA B CloBape S
- M= (D,H) — NpeaMeTHast MOAENb, Ha KOTOPOW MHTEPNPETUPYETCS TeKCT T 13 npeamMeTHoN obnactu D;

- ¢ < TxM —oTHOLeEHVe nHTepnpeTauuy Tekcta T Ha mogenn M = (D,H) .

ke
r

CvrHaTypa npeaukaToB Hz{nf,...,n } COLEPXMT aToMapHble NpeaukaThl, U3 KOTOPbIX MOXHO CTPOMTH

croxHble dopmyrbl. Certyac Mbl He 6yaem hUKCMpOBaTb 3Ty CUTHATYPY, NOCKONbKY OHa 3aBUCUT OT NPpeaMeTHOM
mozienmn M. Mockonbky MOLenb He YTOUHAETCS, TO U CUTHATYpPY YTOYHUTD HEMb3si. 3aMETUM TONBKO, YTO KaxKablil
aToOMapHblil npeaukat UMeeT Tun.

Onpe,qenle Tenepb npaskna BbIMUCIEHUA OTHOLLIEHN VAL ¢ .

OTHowweHwe Y UMeEeT 4OCTaTO4YHO l'IpOCTOI7I €nocob BbIMMCTIEHMS:

y(t,.] ) ={(an1)).(a,1,) (80T,
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rae a, — BO3MOXHble 3Ha4YeHUs CroBa tl.[ T, — €r0 BO3MOXHbIE TUMbI (Hanpmmep, 4aCTb peqm). MoxeT

CNyynTbCA, 41O ’}/(t, )=® B atom Cly4yae 3HavyeHue 3TOro CrnoBa CHUTAETCA HeonpendeneHHbIM U Tpe6yeT
J

MnonoriHeHus crnoeapst S.
OTHOLWeHVe ¢ onpeaenseTcs cnegytoLm obpasom:

B(T)=4(t)..-4(t,),
me 9(1) =0 (1, J7(Ca (8,))) #(r(C. () J1(Ca 1,)) - o ({0 )) (1, )}
o(v(t,))=1((t,)); A(v(cc(t,)))=c(e(v(1)): S(r(m: (P ) = (0 (=) (#(x(p)s7(p))).

rne y(gb(n‘,‘)) UM mipeaukata, TAM KOTOPOTO COTMacoBaH C aprymeHtamin y(p,)....y(p,). V3 atoil

(hopmarnbHoil nocTaHoBKM Npobnembl aHanusa EAO crieayeT, 4TO OCHOBHbIE 3a[a4v aHanmaa CBOAATCS K TakuM:

- KOHKpeTM3MpoBaTb NpeaMeTHY Mogenb M; aTa 3aja4a OCHOBHAs B CBSI3M C TEM, YTO NpeaMEeTHas MOAesb

SBnseTcs no cywecty 6a3oit 3HaHM (KOHKPETU3aLMsi COCTOMT B TOM, YTODbI OMpenenuTbest C
(hopMarnbHbIM MOTUYECKUM S3bIKOM, NPaBKIaMK BbIBOAA, aKCMOMATUKOM U T.M.);

- N0oKa3aTb BbIYACIIMMOCTb OTHOLLEHWIA Y U ¢ Ha npe,qmeTHon moaenu M;

- NOCTPOUTb anropuTMbl BblYUCNEHNA OTHOLLIEHN Y U ¢,’

- [pn BbIMUCNEHNN OTHOLLIEHNA YU ¢ KOHTPONNPOBAaTL COOTBETCTBNE TUMOB apryMeHTOB U NPEaUKaTOB;

- onpenenntb B3aUMOAENCTBIE anropuTtMoB BbIYUCIIEHUA v U ¢ C cuctemamn CUHTaKCU4eckoro wu
CEeMaHTU4eCKOro aHanmaa Tekcra.

PaccmoTpum npumep MCnonb3oBaHUS BBEJEHHOro (hopManuama ansg aHanmsa EA Tekcra. 3apgada coctouT B
TOM, 4TO6bI NONYy4NTH hOpManbHOe NpeacTaBneHNe TEKCTa B NOTyaBTOMATUYECKOM PEXUME B3aMMOLENCTBUS C
nonb3oBaTefieM — 3KCNepToM npegMeTHoO 06nacTu, Npyu MUHUMarbHOM ero y4acTiv B NpoLiecce aHanumsa.

MUcnonb3oBaHue npeanoxeHHoro chopmanuama ansa aHanusa EAO

CrioBapb S, co crioBamu f, v UX OMPe/iENUTENsMA a;, T; CO3[AETCS Ha OCHOBE Pe3yrbTaToB NeKcUKorpacu-

Yeckux muccnegoBaHui [4] W, NO-BO3MOXHOCTU, SBMSIETCA YHWBEPCAmbHbIM, HE3ABUCALLMM OT NpeaMeTHON
obnactn. B kauectee npumepa EA Tekcta Bbibepem HebGonbliOA (hpparMeHT W3 npeaMeTHOM obnacty
"cBepxTBepable Matepuans!” [6]. Cneea oT NpeanioXeHUn ykasaH HOMEp CTPOKW B pparMeHTe TekcTa.

1 [10/TYYEHME M CBOVICTBA MOSIMKPUCTAIIIINYECKMX MATEPUAIOB HA OCHOBE AITMA3A
1.MamepuarbI, cCuHme3uposaHHble U3 HeaIMa3Ho20 yenepoda
Monukpucmannuyeckue Mamepuarb! Ha 0CHOBE anMasa no C80UM (hU3UKO-MeXaHU4eckum ceolicmeam
moeym 6bimb 61U3KUMU K MOHOKpUCManiam, a no HekomopbiM — U npesocxodums ux. Tak,
6onbWuHCMB0 anmasHbIx nonukpucmannos obnadaem usomponueli ceolicms, omauYaemcs 8bICOKOU
U3HOCOCMOUKOCMBIO U hpesocxodum MOHOKpUCMaIibl N0 MpeLuHocmoukocmu (ydapHol esskocmu).
Mo npuHamol e Hacmosiwee epeMs Knaccugpukayuu nomukpucmannuyeckue ceepxmeepoble
mamepuansi (NCTM) Oenamces Ha Yembipe 2pynnkl.
| epynna — CTM, nonyyaembie npu 6bICOKUX QasneHusix u memnepamypax nymem npeepauieHus
2pachuma & anmas 8 npucymcmeuu cneyuanbHbIX cniasos-pacmeopumenel yenepoda. K amol
2pynne omHocsimes, Hanpumep, nonukpucmannsl muna 6annac (ACb) u kapbonado (ACIIK).
Cnedyem ommemumb, 4YmMO 8 MECMOPOXOEHUSIX anma3o8  8cmpeyaomcsi  hpupoOHble
nonukpucmarnsbsi no006HbIX MUnos.
Il epynna — T[1ICTM, nonydaembie nymem ChekaHUsi anMasHbIX NOPOWKO8 8 yC/I08USIX BbICOKUX
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15 cmamudeckux daeneHul u memnepamyp.

16 Il epynna — TICTM, nonydyaembie npu 6bICOKUX cmamudeckux OaeneHusx U memnepamypax Ha
17 nodnoxke uz meepdoeo cniasa unu cmanu, a makxe [NCTM e meepdocnnagHoll unu Memanau4eckol
18 obolme.

9 2pynna — [1ICTM, nonydaembie MemoOdOoM cnexkaHus anMasHbIX nopowkos npu bonee HU3KUX
20  QasneHusx (0o 1, 9 ITla) e npucymemesuu cesa3yrouieeo Mamepuana.

YTOUHUM CUrHaTypbl NpeaukaTtoB npeameTHoi Mogenu. C  NOMOLULIO  MOBEPXHOCTHOTO  CMHTaKTUKO-
CEeMaHTUYeCKoro aHanmaa [7] 4ns Bcex CnoB U3 NPUBEAEHHOrO npuMepa Hangem V(th ) , hcnonb3ays cnosapb S.

[nsa kaxaoro NpeanoXeHust TekcTa CTPOATCS [LepeBbs 3aBUCUMOCTEN, B KOTOPbIX ONPeaensitTCs CUHTaKTUKO-
CEMaHTUYECKMEe OTHOLUEHWS Mexay croBamu. [lanee aBTOMaTUYECKM BLIAENAKTCS M3 TeKCTa TEPMUHBI
npegmetHon obrmacth D B COOTBETCTBAM C 3adaHHbiMK  WwabnoHamu, Hanpumep: abbpeBuatypa,
CYLLECTBUTENBHOE, npunaraTenbHoe_CyLeCTBUTENBHOE, CYLLECTBUTENbHOE_NpUnaratesb-
HOE_CyLIECTBUTENBHOE W TWUMAMKU  CUHTAKTUKO-CEMAHTUYECKMX OTHOLUEHWA: OOBEKTHOE, NPUHAANEXHOCTb
(Mexgy AByMSI CyLIECTBUTENbHbIMM), ONPeAenuTenstHoe (Mexay npunaraTenbHbiM U CyLLECTBUTENbHbIM),
OfHOpOAHble CnoBa. B kayectBe TEPMMHOB, WCMOMb3yeMblX B (HOPManbHOM MNpeACTaBMEeHUM TeKCTa,
aBTOMATUYECKN BbIOMPAIOTCA MPEUMYLLECTBEHHO MHOTOCMOBHbIE CMOBOCOYETAHUS, B KOTOPbIX 3HAYeHMs
CYLLIECTBUTENbHBIX YTOYHSIOTCS C MOMOLLBH CBSA3AHHBIX NpuUnaraTesbHbIX.

MpuBegeM cparMeHT ChuUcka TEPMWUHOB, COCTOSILLErO M3 OTOEMbHbIX COB W CMOBOCOYETaHWiA: csolicmea
NOMIUKPUCMANIUYeCKux Mamepuarnos, anmas, Mamepuasn, HeanmasHbili yanepold, nonukpucmaniuyeckull
Mamepuarn, U3UKO-MEXaHUYecKoe cgolicmeo, anMasHbIli  NOMUKpucmarni, nosukpucmani, u3omponus
ceolicme, 8bIcoKass U3HOCOCMOUKOCMb, mpeuwuHocmolikocmb, ydapHasi 6s3KOCmb, NOMUKPUCMAIuYeckull
ceepxmeepdbili mamepuan, NICTM, | epynna TICTM, Il epynna T1CTM, Ill 2pynna T1CTM, IV epynna TICTM,
gbicokoe QaerneHue, dasneHue, 8bICOKas memnepamypa, memnepamypa, npespaujeHue epaguma, epagpum,
cnnag-pacmeopumens yenepoda, bannac, ACB, kapboHado, ACIIK, npupoOHbIli nonukpucmarnsi, anmasHbil
NOPOWOK, ChekaHue ariMa3Ho20 NOPOWKa, 8bICOKOe cmamu4eckoe dasneHue, nodnoxka u3 meepdo 2o cniasa,
nodnoxka u3 cmanu, mMemannu4yeckas obolma, meepdocnnagHas obolimMa, Huskoe OasneHue, cea3yruwull
mMamepuar.

MCI'IOJ'IbSyFI CnoBapb S, B I'Ipe,lJ,MeTHOIZ obnactn D onpenenarTca OTHOLLEHUA ¢ ana tl./_ C rpaMmmaTnyecknmun

XapaKkTepucTukamu:  maron, CyWecTBUTENbHOE, npuyacte, pgdeenpuyactve. [ns aTtoro  ucnonb3yetcs
NHopmaums 13 nekcukorpadmyeckon 6asbl gaHHbIX. [ns Bonee ToYHOrO BbIGOpa 3HAYEHNS ¢ YYNTLIBAKOTCS

Cx (t,._) nC, (ti ) . Mog npaBbIM 1 NEBLIM KOHTEKCTOM CROBA NOHMMAIOTCS CHOBA HEMOCPEACTBEHHO CBA3aHHbIE
) ]
c t,/_ CWHTaKTUKO-CEMAHTUYECKMU OTHOLUEHUSIMK. TaK Anst COBOCOYETAHWN nosyyaembie nymem (cTpoku 9,14

npumepa), nonyyaemoie memodom (cTpoka 19) OTHOLIEHME ¢ NPUHUMAET 3HAYEeHUEe Cnocod nomyyeHus, Ans
nonyyaemble npu, nonyyaemele & npucymemsuu (ctpokn 9,10) — @ ={ycnosue nonyyeHus}, Ans
CUHMe3UpoBaHHbIe U3 (CTpoKa 2) — ¢ ={cocmas}. B crioBocoveTaHun nosyyaembie Ha nodnoxke (CTpokn 16,17)

NPeArnor Ha B NpaBoM KOHTEKCTE CrioBa NosyyaemMble ykasbiBaeT Ha NPEANOXHbIN Nagex, T.e. OTHOLIEHNS MeCTa,
noaTomy Ans nosy4aembie Ha ¢ ={cnocob nomydeHus). [ins criosa Oengmces (CTpoka 8) xapakTepucTukon ( a; )

SBMISIETCS MCMOMNb30BAHWE €ro B OMUCaHMM OTHOLLEHMIA "knacc-nodknacc” (TMnoHuMMMs) unn "yacme-uesnoe"
(MepoHUMus). KOHKpeTuanpyem 3HadeHue Oesismcs, WCMOMb3ys BblAENeHHble CUHTAKTWUKO-CEMaHTUYeCKne

oTHoweHusi, C, (t,_) nC, (t, ) Haigs B npaBoM KOHTEKCTe cnoBa 0esisimcs CBA3aHHble CNoBa — Ha 2pynnbl
1 /
(Bns epynnei a; ={"knacc-nodknacc"}), onpefensem KOHKpeTHoe 3HaveHune ¢ ={"knacc-nodknacc"}.

Ha ocHoBe CCGOPMUPOBAHHOTO CMWCKA TEPMUHOB, YTOYHEHHbLIX 3HAYEHWA ¢ W MNOCTPOEHHBIX LEpPEBbEB
3aBUCMMOCTEN ONS  NPEONOXeHWA TekcTa, OnpedenstTcs  anemeHTbl  MHoxectBa D:  TPYINA
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MOJNMMKPUCTANIMYECKNX CBEPXTBEPAbIX MATEPWAJNIOB, CIMNOCOB MONYYEHWUA, YCIIOBUE
MOMNYYEHWSA, COCTAB, CBOWCTBA. B npuBeaeHHOM npuMepe B MHOXECTBO D nonamn anemeHThl,
XapaKTepU3YIOLLMe Mepapxuyeckne u atpubyTuBHbIE OTHOLEHMS. OTo obycnosneHo BugoM EAO — HaydHas
npo3a UM 3HAYEeHUSMW WHTEepnpeTauuMnm OTHOWEHWA ¢, ONpeAeneHHbIMM Ans CnoB W3 cnosaps S.

CdhopmMmpoBaHHEIN CICOK 3rIEMEHTOB D yTOUHSIETCS SKCNEPTOM NpeaMeTHONM obnacTu.

/13 noCTpOEHHbIX OEepeBbEB 3aBMCUMMOCTEN hpa3 TeKCTa MOMy4MM MHOXECTBO MPEAMETHbIX KOHCTAHT W WX
cemanTuyeckue 3Havenus: TPYMMNA TMONUKPUCTANNMYECKMX CBEPXTBEPAOBIX MATEPUAIOB = {I
rpynna, llrpynna, Il rpynna, IV rpynna}; CMOCOB MOJIYYEHUA = {cnekaHue anmasHOro mnopoLuka,
npespaLleHns rpaduta, meTannnyeckas oborma, TBepgocnnasHas oborma, NOANOXKKa U3 TBEpAOro crrasa,
nognoxka w3 cranu}; CBOWCTBA = {Bbicokas M3HOCOCTONKOCTb, M3oTponus caoiicte); YCNOBWE
MONYYEHWA = {Hu3Kkoe aaBrneHue, BLICOKOE [aBneHue, cnnaB-pacTBOPUTENb Yriepoaa, BbICOKOE CTaThieckoe
JaBneHue, BbICOKas Temnepartypa, caasyownin matepuany; COCTAB = {HeanmasHbIi yrnepog}.

Ha cnepytoLiem ware 3aMeHUM ykasaTenbHoe MecToumeHne amodl (ctpoka 10 npumepa), CBsi3aHHOE CO CITOBOM
2pynna, Ha ero 3HayeHwe B COOTBETCTBUM C anropuTMoMm, npueeseHHbIM B [7]. VI3 npegpblayluero npeanoxeHns
(cTpoka 9) MOXHO NONYYNTb OAHO3HAYHOE 3HAYEHWEe JaHHOrO MecToumMeHms — | 2pynna MNCTM.

B npuBegeHHOM npumepe UMeeTcs CuHOHMMUS TepmuHoB: MCTM, nonukpuctannnyeckue matepuansl Ha
OCHOBE anMasa, MONMKPUCTaNNNYeckne CBEpXTBepdble  MaTepuarnbl, anMasHble  NOMWUKpUCTansbl;
TPELUMHOCTONKOCTb — yAapHas BaskocTh; 6annac — ACB; kapbonago — ACMK. [ns 3agaHus OTHOLLEHMS
CUHOHUMUM TpebyeTcs MPOCMOTP CMCKa BO3MOXHbIX CMHOHMMOB SKCMEPTOM npeameTHoi obnacTtu. Cnucok
BO3MOXHbIX CMHOHUMOB (DOPMUPYETCS aBTOMATUYECKM, MCNONb3ys NPOCTbIE NpaBuna, Hanpuvep, abbpesnatypa
B Ckobkax MOXeT OblTb CMHOHMMOM OZHOCTIOBHOMO WM MHOMOCMIOBHOTO TEPMWHA, CTOSLLEro B MPEeLnoXeHun
Bnepean abbpesnatypbl. locne YyTOYHEHUS OTHOLEHUS CMHOHWMMM NGO U3 TEPMUHOB CMHOHWMOB MOXET
OblTb MCMONMb30BaH B [JanbHEAWMX onepauusx C TekcToM. B cTpoke 13 BcTpeyaeTcs HeonpedeneHHoe
crnoBocoyeTaHne nodobHbix munos. BbloenuM [aHHOe CroBOCOYETaHWe M MpeabsBAM ero JKCnepTy Ans
YTOYHEHUS 3HAYEHMS CrioBa NOAOBHBIX.

Ha nogmHoxectBax D onpefaenum  OTHOLWEHMS-Npeankatbl:  oTHoweHne «PYMMA NCTM - CMOCOb
MONYYEHUA» — Recnc FTPYMNMA MCTM x CIIOCOB MOJTYYEHWA.
CeMmaHTuyeckoe 3HaveHmne Rr.cn B JAHHOM NPpUMEpE crieaytoLlee:
Rrcn ={(I rpynna MNCTM, npeBpaLLeHve rpacuTa),
(I'rpynna MCTM, cnekaHue anmasHoro nopoLuka),
(I rpynna MCTM, noanoxka 13 TBEpAOro cnrasa, NOAMOXKA U3 CTanu, MeTannuyeckas obonma,
TBEpZOCcnnaBHas 0bonma),
(IV rpynna MCTM, cnekaHue anmasHoro nopoLuka)}

[MOBEPXHOCTHBIN  (hOPMAnbHbIM — aHanM3  MOMYYEHHbIX OTHOLIEHMA NOKa3blBaeT WX  CeMaHTUYECKyto
HeogHopoaHocTb. Tak ana Il rpynnbl MCTM B TepMuHax, 0603Ha4aoWMx Cnocod nonyyYeHns), He cogepxaThes
OTrNaronbHble CYLWECTBUTENbHbIE, B OTAINYME OT APYrux npegMeTHbIx koHcTaHT CMOCOBA MONTYYEHUA. 31o
FOBOPUT O TOM, YTO MNM Mogenb M HemomHa M HeoBXOAMMO MOMOMHSATL CUrHaTypy npegukatos IT, wnu
MOMOMHSATL OTCYTCTBYIOLWMMU NOHATUAMM MHOXeCTBO D. Kpome TOro, Takoi ¢hopmarbHbIi aHanua no3sonset
0bpaTtuTb BHUMaHWe 3KCnepTa Ha TOYHOCTb POPMYNMPOBOK TEKCTA NPEAMETHON 0bnacTy.

OtHowwenve «PYTMA NCTM - YCNOBKUE NONYYEHWA» - R-.ync TPYMNA MCTM x YCIIOBUE MONYYEHUA

Reyn = {(I rpynna MCTM, BbICOKOE AaBneHMe, BbICOKas TemnepaTtypa, CnnaB-pacTBOPUTENb yriepoaa),
(I'rpynna MCTM, Bbicokoe cTaTU4eckoe AaBfieHue, BbICOKas TemnepaTypa),
(Il rpynna MCTM, Bbicokoe cTaTU4eCKOe AaBfieHne, BbICOKas Temnepatypa),
(IV rpynna MCTM, Hu3koe faBneHune, CBA3YIOLWIA MaTepuarn)}

OTU W OpyrMe OTHOLIEHWS MOXHO MOMyuuTb, ucxogs u3 obnactn D, ucnonb3ys onepauun pensiiuoHHON
anrebpbl. AHarnorMyHbIM CrnocoboM MOXHO MOMYyYUTb W LpYrMe MHTEpEeCyloLMe Monb3oBaTens OTHOLIEHWS-
npeamkarbl, T.6. NOSHOCTbIO NOCTPOUTL CUrHATYPY WCXOQHOMO MHOXeECTBA npeamnkaTos [T Ha obnactu D.
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[MokaxxeM ucnonb3oBaHue, NONYYEHHbIX B pe3ynbTaTteé aBTOMATU4ECKOro aHanu3a TeKkCTa, MHOXeCTBa
NPE€AMETHbIX KOHCTAHT U OTHOLIJGHVIVI-I'IpeﬂI/IKaTOB AnA NOCTPOEHNA OHTONOTMKU npep,meTHoﬁ obnactu.

Mpaktuyeckn B mobon MgO 3HaHMA fensaTcs Ha "craTuyecky” W "AMHaMMYEcKyr" COCTaBnswwme, a
cooTBeTCTBYIOWasn oHTonorua MaO npegctaBnsetcs oHTOnNormel o6bEeKTOB M OHTOMOrMen npoueccos. [og

OHTOMOrME 06bEKTOB OyaeM MOHWMATb KOPTEX MHOXECTB O:{X,R,F), roe X — KOHEYHOe MHOXECTBO

KOHLEeNTOB (MOHATWA) 3agaHHOW npeaMeTHOM obnacth, R — KOHEYHOe MHOMECTBO OTHOLIEHUH MeXay
koHuenTamu X, F — KOHEYHOE MHOXECTBO (hYHKLMIA WMHTepnpeTauuu, 3adaHHbiX Ha MHoxecTBax X w/unm R.
MpuyeM AN npuBEdEHHOro npumepa [OCTAaTOMHO PaCCMOTPETb YaCTHbIM Cryyal, Korga MHOXeCTeo F
TOXOECTBEHHO MHOXECTBY aKkcuoMm A, NpeAcTaBnsioWnX WCTUHHbIE BbICKA3bIBAHUA O COOTBETCTBYHOLLMX
NOHATUAX X. AHANOMMYHYH0 CTPYKTYPY NpumeM 1 ans oHTonorin npoueccos Ma0.

Pasgenum Cnucok TEPMUHOB, YYWTbIBas 3EMEHTbl MHOXECTBA D, Ha MOHATUS-00BEKTbI, CBOMCTBA MOHSATUIA-
0OBbEKTOB, MOHATUS-NPOLECCHI M CBOMCTBA MOHATUM-NPOLIECCOB. Pe3ynbTaT Takoro pasgeneHnst npueedeH B
Tabnuue 1.

Tabnuua 1.

MoHATUA-06BLEKTDI CoiicTBa NOHATUN- MoHaTua- CBoiicTBa NOHATUN-
1.1. MonuKpuCTannM4eckuii CBEpXTBEPIbLIN 001LeKToB npouecchl npoteccoB
Martepuan 1. Coictea 1.1. Cnocob nonyyeHust 1. Ycnosue nonyveHus
1.2. MonukpucTannuyeckuit Matepuan NONMKPUCTaNNYECKIX NCTM 2. Bbicokast
1.3. AnMasHbli nonukpucTann mMaTepu1anos 1.2. Mpougcc Temnepatypa
1.4.MCTM 2. du3nko-mexaHmnyeckoe nony4yexus NCTM 3. BbicoKoe fiaBneHve
2. Temnepatypa CBOVCTBO 2. Mpouecc nonyyenns | 4. Buicokoe
3. [lanexue 3. BbICOKast MCTM | rpynnbl cTaTM4eckoe faBneHue
4. Anmas N3HOCOCTOMKOCTb 3. Mpouecc nony4eHus

5. AnMasHbIil NOPOLLIOK MCTM Il rpynnb

4. Vi3oTponus cBocTs
5.1. TpelwmHOCTONKOCTb
5.2. YaapHas BA3KOCTb

6. MpupoaHbIn nonnkpucTann
7. HeanmasHbIn yrnepog
8. Ipachut

4. Tpouecc nonyveHus
MCTM Il rpynnbl
5. Mpouecc nonyyeHus

9. I rpynna NMCTM MCTM IV rpynnbl

10. Il rpynna NCTM 6. Cnekanue

11. Il rpynna NMCTM armasHoro nopoLuka

12. IV rpynna NMNCTM

13.1. bannac

13.2. ACb

14.1. KapboHago

14.2. ACTK

15. MNMoanoxka u3 TBEPLOro cnnaea
16. MNoanoxka 13 cranm

17. TeépgocnnaBHas oboiiMa

18. Metannuyeckas obonma

19. Cnnas-pacTtBopuTenb yrnepoaa
20. Casisytowuuii matepuarn

MHoxectBo A ccopmmpyeM 13 CBOWCTB MOHSATMI-OOBEKTOB U CBOWCTB MOHATMI-NPOLLECCOB. [lonyyeHHble
aKCMOMbI NPUBEAEHBI HUXE.
Akcuomb! 0nsa noHsmud-o06bekmos (1-0).

1 .
1.na N-0 1: A4; = <NCTM umetoT hunKo-MexaH4eckm1e CBOIHCTBA>;
1 - v -
A, = <NCTM nmetoT CBOICTBO BbICOKOI U3HOCOCTORKOCTU>;
1 v .
A; =<duanko-mexaHnyeckue caorictea MCTM moryT obnapaTb xapakTepucT1Koit M30TPONMK>;

1 v "
A4 =<[1CTM obnagatoT CBOMCTBOM yOapHOU BA3KOCTK CO 3HAYEHUEM, OONbLLIMM YeM 3Ha4eHNe y
MOHOKPUCTannoB>.



42 9 — Intelligent Processing

2 . “* ”
2. ins M- (kaTeropum) 2: A4;” = <TemnepaTypa MOXeT UMETb HeONpeenEHHoe 3HaueHue “BbiCoKas™.
3 . “ "
3. Ans M-O (kateropum) 3: A4, = <[laBneHne MOXeT UMETb HeONpeeNnéHHoe 3HaueHue “BbICOKoe™>;
3 o “ ”.
A; =<[laBneHne MoXeT UMETb HEOMPEAENEHHOE 3HAYEHIE “BbICOKOE CTaTU4ecKoe”>;

3 " “* 9
A; =<[laBneHne MoXeT UMETb HEONPEAENEHHOE 3HaueHNe “Hi3Koe™>.
Akcuombi 0nsa noHsmud-npoueccos (M-).
2 “
1.0na N-N2: A4 = <Mpovuecc nonyyetus MCTM | rpynnbl npoTekaeT npu BbICOKO! TeMnepaType>;

Az2 = <[pouecc nonyyerns MCTM | rpynnbl NpoTeKaeT Npy BbICOKOM AABINEHNN>,
2. 0na 11-N 3; Af = <[pouecc nonyyeHus MCTM Il rpynnbl NpoTekaeT Npu BbICOKOW TeMnepaType>;

A23 = <[pouecc nonyyeHus MNCTM Il rpynnbl NpoTekaeT Npu BbICOKOM CTAaTUYECKOM [aBMNEHUN>,
3. Ona M1-M4; A14 = <[pouecc nonyyeHus NCTM [l rpynnbl NpoTEKaET NpK BbICOKOI TeMNepaTtype>;

A; = <[pouecc nonyyerns MCTM IIl rpynnbl npoTEKAET Npu BbICOKOM CTAaTUMECKOM AABIIEHUN>,

4. Ona N-N 5: Af = <[pouecc nonyyeHus NCTM IV rpynnbl NpoTeKaeT nNpu HU3KOM LaBMNEHUN>.

BblaeneHHble MOHATUS-0GLEKTbI, MOHSITUS-NPOLIECChI, OTHOWEHUS ¢ M R MoryT GbiTb MpefcTaBnieHbl Kak

(hparMeHT OHTOMOMK, NOCTPOEHHOM Ha ocHoBe aHanuaa EAQ. Ha pucyHke 1 npeacTaBneH dparMeHT OHTOMoMm
MNoO “CeepxTBépable MaTepuansl’, a TouHee — e€ pasgena ‘“lNonukpucTannuyeckue CBEPXTBEPAbIE
matepuanbl’. OH NOCTPOEH aBTOMATWU3WPOBAHHbIM CrOCOGOM Ha OCHOBE 3HaHWA, COofepxaliuxcs B
npueegeHHoM Beiwe EAO.

 MATEPMAN ) (TEMNEPATYPA) DABMEHME )  MPOLECC )

FEPX e - - - 1=
o \
=
e e e e i e Il e ' s e i e e i i -l
- =3 \
i 5 i
& \

Tecpasss  TBEPOBIN
'\NATEPMAJ'_I,’

,~” Cnnas- ">, { ~
! pacTBOpUTENDL ("
~.yrnepoaa. -

mamepuans:" / Censylowuit ')

e . | “_marepuan .’

“_Yrnepop s
e —y

HeanmasaHbiin

il e rnepo,
+ CeepxTeépasiii Y \p\.ﬂ
~-Marepuan - “a g
——— g Mpadomt
o
| & Sas R n
o T 3 poLEece nony4eHns _ -
JJ Monukpuc g Anmasiud NCTM | rpynnei
[ % i NOPOLLIOK
' cBepXTBEpAbIM MaTepwan
14 Knacc-nogknacc

MpupogHeIA
nonMKpUcTann
Knacc-anemeHt

| rpynna NCTM
Knace<sfigMenT || rpynna MNCTM

Mpouecc nonyyexns
NCTM IV rpynnel

Bannac
Kap6oHago IV rpynna MCTM
Mognowka ws  Mognowka Teépaocnnaewas  Metannuyeckan
TeEépAocro cnnaea W3 cTanu oboitma oBoima

Oumonozus obeekmos I

OHmonozus npoyeccos

PucyHok 1. ®parmeHT onTonoru MgO “CeepxTeépable maTepuans”

lMpouecc noctpoerns oHTonorum MNgO (B TOM yncne 1 aBTOMaTM3MPOBaHHLIM Crocobom) npeanonaraeT aTan
HayarnbHOro pasBUTUS OHTONOMW. Ha 3TOM 3Tane MHXeHep NO 3HaHWSM, COBMECTHO C 3KCMEPTOM B [AHHO
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MaO, onpenenseT CMUCOK KAaTEropuil OHTONOTMM BEPXHEr0 YPOBHA WM MeTaoHTonorMM fgomeHa “Teéppble
maTepuanbl’, KOTOpble HenocpPeACTBEHHO CBSA3aHbI ¢ KoHUenTamu MNaO oTHoLeHMAMM “Bbille-Huxe”. [lanee 3T
KaTeropum CTPYKTYPUPYIOTCS U COCTABMAKT HavanbHOE pa3BuTME (COBMECTHO ¢ 6a3oBbiMK koHuenTamu [1a0)
oHTonornyeckoro rpadha (Or). Ha pucyHke BeplumHbl OF, COOTBETCTBYHOLUME KAaTErOpHaM, 3aKIIOYEHbI B 3IMUMChI
C NYHKTUPHbIMK NHUAMU. Pebpa O, BbINOMHEHHbIE NYHKTUPHBIMU NUHUSMU, B PparMeHTe TekcTa B SBHOM Buae
He ykasaHbl W BBOAATCS kak Hauboree BEpOSTHbIE MHXEHEPOM Mo 3HaHuaMm. [pu nocnegyrowein obpaboTke
OPYrUX TEKCTOB MX CriedyeT YTOYHUTb (nogTBepauTb Unu onposeprHyTs). Ha Puc.1 O MgO pasgenéd Ha
OHTOMOrMM 0GBEKTOB 1 NPOLECCOB LUTPUXMYHKTUPHON NIMHWEN.

BbiBoabl

[aHHas pabota nocBsilieHa NPOEKTUMPOBAHWI) aBTOMATW3MPOBAHHBIX CUCTEM MpuobpeTeHns 1 0bpaboTku
3HaHUI C NPUMEHEHWEM OHTOMOTMI NpeaMeTHbIX obnacten. [lonyyeHHble B pe3ynbTaTe aBTOMATUYECKOrO
aHanmM3a TeKCTa MHOXECTBa MNPEAMETHbIX KOHCTAHT, NOCTPOEHHbIE OTHOLUEHMS-MPeanKaThl  SBNSIOTCS
MCXOOHBIMU AaHHBIMW L1151 MOCTPOEHWS OHTONOMMA NpeameTHoM obnactu. ®opmankHoe npeactaeneHne EAO
nossonseTr obneruntb paboTy 3KcmepTa N0 COCTABNEHWMO WM YTOUHEHMIO OHTonoruu. [anbHenwee
HanpaBreHWe UCCneaoBaHUN CBA3aHO C YTOYMHEHMEM CEMAHTUKW A3blka IOMMYECKOro TMna Ans NpeacTaBieHns
3HaHWA C Lienblo BbLINOMHEHUS Pa3MMYHbLIX Onepauuii fOrMyeckoro BbiBoAA (MOMYYEHMS HOBLIX 3HAHWN) Ha
ocHoBe aHamm3a EAO n ucnonb3osaHneM B onpefeneHnn CEMaHTUYECKUX OTHOLIEHW pe3ynbTaToB paboTbl
cuctembl aHanmaa EAO Ha ocHoBe BxoxaeHus cnos(8).

BnarogapHocTu

Cratbst yacTMyHO (puHaHcupoBanHa 13 npoekta ITHEA XXI WHctutyta WMHOpPMAUMOHHBIX Teopun W
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OBPABOTKA NPEANTOXEHUA ECTECTBEHHOIO A3bIKA
C UCNONb30BAHMEM CNOBAPEW U YACTOTbI MOABNEHWA CNOB

Anekcanap Manarux, Cepren KpbiBbin, AMutpun bubukos

AHHOmauyus: Onucbigaemess 00uH U3 nodxo008 K aHanusy eCcmecmBeHHO-A3bIKOB020 MeKcma, KOomopbili
ucnornb3yem MmorKosbIl Cri08apb €CMEeCMBEeHHO20 fi3blKa, NOKalbHbIU Crlogapb aHanu3upyeMo2o mekcma Uu
4acmomHbIe XapakmepuCmuKU Crio8 8 3MOM meKcme.

Knroueenle cnoea: npedcmasneHue mexkcma, o6pabomka mekcma, hopMaribHas 1o2udeckas cucmema.

ACM Classification Keywords: |.2.4 Knowledge Representation Formalisms and Methods - Representation
languages, 1.2.7 Natural Language Processing - Language models

Conference: The paper is selected from XVt International Conference "Knowledge-Dialogue-Solution” KDS 2009,
Varna, Bulgaria, June-July 2009

BBeaeHue

MMpobnembl, CBA3aHHbIE C aHaNM30M eCTECTBEHHO-A3bIKOBbIX 06bekTOB (EAO) TpagnumoHHO OTHOCAT K obnacTu
NCKYCCTBEHHOrO MHTennekta. OgHako, OBbEKTUBHbIE TPYOHOCTW, BO3HMKaOWMe Ha Nyt aHanusa EAO, He
No3BONSIOT YAOBNETBOPUTENBHO peLlaTb npobemy aBToMaTi3aLmy Takoro aHanuaa. 9Tn TPYAHOCTM CBSA3aHbI C
Tem, 4to npobnema aHannsa EAO oTHocutcs k npobnemam, KOTopble NNoxXo nogdarTcs dopmanusauun. [lo
npobneme aHannsa EAO cywecTByeT orpoMHass nutepaTypa, B KOTOPOW ONUCLIBAOTCA PasiuyHbIE METOAbI U
noaxodbl K PELEHN0 YacTHbIX CriydaeB AaHHOM npobnembl [cM. 1-5]. B gaHHoi paboTe pelwaetcs 3agava
CEMaHTMYECKOTO aHammaa nmpeasiokeHnn eCTECTBEHHOMO S3blka C LiENbI0 U3BMEYEHUST 3HAHWS, UMetLLerocs B
aHanuaupyemom TekcTe. [Mpu 3TOM CeMaHTWYECKMA aHanW3 OrpaHUYMBAETCA OOHWM MPELSIOKEHWEM, WU He
paccMaTpuBaETCA BOMPOC CBS3eN MeXAy MPEANoXEHUSMU, XOTS HEKOTOPble MPEanoNOXEHNst HA 3TOT CYET
Jenatcs.

1. Obwas nocraHoBKa 3agaum aHanusa EAO

OnucbiBaemas Huxe obLyas noctaHoBka 3apaun aHanusa EAO 6bina cdopmynmposaHa B pabote [6] u 3gech
OHa KOHKPETU3MPYETCS N5 PELLEHNS aHanM3a NPeAnoXeHnin eCTECTBEHHOTO A3blKa.

Mycte T =t,t,...t, eCTeCTBEHHO-A3bIKOBbIN TekeT B andasute X , 1.e. T € L(X), rae L(X) - A3blk Hag

ancasutom X ,a ¢, € T - npepnoxenns, i =1,2...,n.

Kexxgoe npepnoxetivie ¢, € 7', B CBOIO O4epefb, UMEET CTPYKTYpYZ, =1, 1, ...t, , TA€ I, COLEpXarTensHo
m J

03HA4aloT rpamMmaTiyecke eMHULbI, W3 KOTOpbIX MOCTPOEHO mnpepnoxeHne ¢,. Ecom ¢, €t,, 10
J

C, (ti]_):tiI ot Gy (tl.j_):tih1 ...1, Oymem HasblBaTb NeBLIM M MPaBbIM KOHTEKCTOM Crosa

COOTBETCTBEHHO B NPEANOXEHNN £, .

C tekctom 7' cBSXeM Takue 0ObeKTblI:

- § -cnosapb a3bika L(X), rae copepxartcs cnosa ¢;, CO CBOUMY OnpepeneHnamy;

- Yy C T xS - oTHOLLEHMe, onpegendtollee BO3MOXHbI€ 3Ha4YEHNA U TUMbI CITIOBa B CI1I0Bape S ;
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A = (D,IT) - npeameTHast Mofienb, Ha KOTOPOIA MHTepnpeTUpyeTcs TekeT 7 ;

@ < T x A - oTHowweHWe uHTepnpeTauum Tekcta 7' Ha mogern A = (D,IT).

Curnarypa npeaukatos I1= {7z ,...,7, } COAEPKUT atomapHble MPeauKaTbl, U3 KOTOPbIX MOXHO CTPOUTH

cnoxHble opmynbl. Cervyac Mbl He Oyaem douKCMpoBaTb 3Ty CUrHATYpy, MOCKOMbKY OHa 3aBMCUT OT
NpPeaMETHON Moaenu. B cBA3M ¢ TeM, YTO MOAENb HE YTOYHAETCS, TO U €€ CUTHATYPY YTOUHUTb HeMb3st. 3aMeTum
TONbKO TO, YTO Kaxzabli aTOMapHbld npeaukat umeeT Tun (T.e. 310 OydeT HekoTopas TWUMM3MPOBAHHas
curHarypa).

Onpesenvm Tenepb NpaBuna BbIYUCIIEHNS OTHOLLEHUA ¥ U @ .

OTHoLleHue Yy UMeeT 40CTaTO4HO I'IpOCTOl7I €nocob BbIYUCNEHMS:

7(@,) ={(a,,7)),(a,,7,),...,(a,,7,)},

rAe a, BO3MOXHbIE 3HA4eHWst CNoBa ¢, , @ 7, - €ro BO3MOXHble Tnbl. MoxeT cnyuntbes, uto y(f, )= . B
J J

3TOM CIlyYae 3HauyeHwe 3TOro CrioBa CYNTAETCS HeonpeaeneHHbIM (1 3To TpebyeT nononHeHus crosapst S ).

OTHoWeHNEe ¢ onpeaensieTcs Heckonbko crioxHee. Ecniv mogens A = (D,IT) onpegeneHa, T

oT)=¢(t)...4(,) , rne

9(t,) = {d(y (&, )y (Cr(t, )), ¢y (Cr (2, (1, )y (Cp (t,))s-- ., 6y (CL (5, N1 (2, )}

npy 3TOM

P(r(,)) = y(@(,));
P(r(C. (1) = CL(r(¢(;));
Gy (7 (Prseees PN = V@A G (D), 7(P2))),

roe 7(¢(7zf )) - MMs npeauKaTa, TR KOTOPOro COrnacoBaH ¢ apryMeHTamn ¥ (p, ),...,7(p,)-

M3 aton chopmanbHOit nocTaHoBKM Npobnembl aHannsa EAQ BbiTekaeT, YTO OCHOBHbIE 3a4aun CBOASATCA K

TaKUM:

MocTPOUTL NpeaMeTHYt0 Mogenb A ; 3Ta 3ajava sBMsSeTCs OCHOBHON M Hanbonee TPYAHOW B CBA3M C
TeM, YTO NpeaMeTHas MoAerb SBNSIETCS Mo cyllecTBy 6a3oit 3HaHWA (NOCTPOEHWE Takol 6asbl coCTOUT
B TOM, 4ToObl OnpegenuTbCsi ¢ OObeKTamW, KOTOpblE W3BNEKAKTCS U3 TekcTa, C hopMarbHbIM
IIOrM4ecKM 3bIKOM, NpaBUamMm BbIBOLA, aKCUOMATUKON 1 Mp.);

noka3aTb BbIYMCTIUMOCTb OTHOLIEHWA ¥ M ¢ Ha NpeAMeTHOM Mopenu AW NocTPOUTb anropuUTMbl
BbIYUCNEHNS OTHOLLEHWA ¥ U ¢ ;
NPV BbIYMCTIEHNM OTHOLLEHUIA ¥ U ¢ KOHTPONMPOBATL COOTBETCTBUE TUMOB aPryMEHTOB W NPEeAMUKATOB;

onpenenntb B3aUMOAENCTBIE anropuTMoB BblHUCNEHUA 7 U ¢ C cucremamn CUHTaKcU4eckoro U
CEMaHTN4EeCKOro aHannaa Tekcra.

BTOpOCTeI'IeHHbIMVI, HO TOX€ BaXXHbIMU, ABNAIOTCA 3afayi CBA3aHHbIE:!

C onpeseneHnem CTPYKTYpbl JaHHbIX Ans CrioBapei;

C onpeaeneHnem WHAOpMALMK, KOTOpast AOMKHa COAEPXKaThCs B CIIOBAPSX;

C onpeseneHnem pexnma B3auMoAeincTBIS C Nomb3oBaTenieM (aBTOMaTUYECKMIA, NONYaBTOMATUYECKUIA,
ANanoroBbli);

13bIK NONb30BATENbCKOTO MHTEPenca 1 anropuTMbl NTOMMYECKOTO BbIBOAA.
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2. KoHkpeTHU3aumsa obLweit 3aaaym n cxema ee peLueHus

Hopmanusaums EAO. OueBugHo, YTO B Takom noctaHoBke npobnema aHarmsa EAO HocuT ouveHb obwymi
Xapaktep, No3ToMy 3agadvy HeobXOAMMO KOHKPEeTU3MpoBaTb. PaccMOTpM ABa NOAXOAA K TaKOWM KOHKpeTM3aLmuu.
BOMbLUMHCTBO CUCTEM  Kak MHGOPMALMOHHOIO MOMCKa, Tak U 06paboTKM TEKCTOBOM MHGOpMALMK COAepKaT B
KayecTBe OCHOBHOTO KOMMOHEHTa CUCTEMY aHanu3a, ChyXalylo AnS BbISBMEHWS «COAEPXaHus»  unu
«3HaYeHUs» 3afaHHON eanHULbl MHGopMaLmuu. B 0Bbl4HbIX CUCTEMAX Takoro poga aHann3 MOXeT BbIMOMHATb
yenosek. [pu 3TOM OH UCNONb3yeT 3apaHee paspaboTaHHble Tabnuupbl UK WabnoHbl Ang onpeaeneHus Toro,
Kakoi uaeHTMUKATOp cogepaHnst Gomblue MOAXOAMT MO CMbICAY AN 3a4aHHON eauHULbl MHopMaLmK.
/13BECTHbI TakXe CMCTEMbI Tak Ha3blBAEMOTO aBTOMATMYECKOro WHAEKCMPOBAHUS, B KOTOPbIX MAEHTU(UKATOPDI
COAEpXaHUs NPUNMUCLIBAOTCA aBTOMATUYECKM, UCXOAA U3 CTPYKTYPbI TEKCTa AOKYMEHTA U 3anpoca.

B cBA3M C TEM, YTO €CTECTBEHHbI $3blk COAEPXUT PA3NMYHOrO pofa HeperynsipHble SBMEHMS, KOTOpble
HabngaTCs Kak B CUHTAKCUCE, TaK U B CEMaHTUKE, TO CUCTEMA CMbICTIOBOrO aHann3a [JOMmkHa NPUBOANTbL
BXO[IHble TEKCTbI K HEKOTOPOMY HOpPManu30BaHHOMY BuAy, Npeobpasys pasninyHble, BO3MOXHO HEOAHO3HAYHbIE,
CTPYKTYpbI Ha BXOAe B (hUKCMPOBaHHbIE, CTAHAAPTHbIE MOEHTU(MKATOPLI CopepxkaHus. Takoro poaa npouemypb
HOpManu3aLum A3blka YacTo UCMONb3YIOT CrIOBAPU W CMIUCKM COB, COAEpXallye LOonyCTUMble UaeHTUdMKaTOpbI
copepXaHus, Mpuyem LIS Kaxaoro MoeHTUdMKkaTopa MpUBOAMTCS  COOTBETCTBYHOLLEE OMpeneneHne ¢ Tem,
4TOBbI PErynupoBaThb 1 KOHTPONMPOBATL €ro MCrofb3oBaHue. CrieayeT 3aMeTTb, YTO O MOSIBIIEHWUS NOHSTUS
«OHTOMOrMSI» npouegypbl aHanmsa EAO pepko BbIXogunu 3a pamkv aHanusa OAHOrO NPEAnoxeHus. OTo
obbsicHaeTCs Tem, YTo npobriema aHanusa EAQ ouyeHb CroxHa W NPUXOAMTCS CUNBbHO OrpaHMuYMBaTL CBOM
3anpocbl MPX MOMbITKE ABTOMATW3ALMM Takoro POAA aHanuaa, BbIMOMHAS HEKOTOPbIA YNPOLUEHHbI aHanm3
TekcTa. PaccmoTpum Takoe ynpoLLeHie, onuckiBaeMoe B JaHHoM paboTe.

KoHkpeTn3aums 3agaum aHanuaa. KoHKpeTU3aLmm 3aaayn aHanmsa B Halem Cryyae CBOAUTCA K CriedytoLiemy.
Crnosapb S, 0 KOTOPOM rOBOPUNOCH BbILLE, SIBASIETCS TONKOBbIM CrioBapem a3bika L(X) (370 MoxeT ObiTb
CroBapb PYCCKOro, YKPaMHCKOrO, aHrMWUMCKOrO WK Kakoro-nbo Apyroro eCTeCTBEHHOO A3bIKa).

Tekct T cocTOMT M3 npeanoxeruii sabika L(X) 1M NpeacTaBnsieT TEKCT, KOTOPbIA HE COAEPXMT HUKaKMX
CUMBONOB, KpoMme cmBonoB andasuta X (T.e. 7 He cogepxuT opmyn, rpacuKkoB, PUCYHKOB U T.N.).
OTHoleHre » COCTOMT W3 Cyneprosvuv ABYX OTHOLUEHWA J, * ¥,, BbIMOMHAEMbIX MOCMENOBATENbHO.
ConepxatenbHo OTHOLIEHWE J, O3Ha4aeT pacno3HaBaHWe NPUHAANEXHOCTM CroBa K [aHHOMY A3blKY U
MPOBEPKY MPaBMUMbHOCTY HaNNCaHNs CnoBa £, €1, Tae ¢, € T B COOTBETCTBUM C HANWUCAHWEM €r0 B TONIKOBOM

crosape, T.e.

I, ecmut €S,
J

t )=
7, 0, ecmut, ¢85.

Ecnm croso ¢, € ¢, pacnosHaHo B criosape S, TO OHO 3aHOCUTCS B CrioBapb T’ MPaBUMbHBIX CMOB, @ €CNK 3T0
J

HE TaK, TO npeaycmatpuBaeTCcda CurHanusauuMa O TOM, 4YTO AaHHOE CnoBO OTCYTCTBYET B CroBape Su
NPMHUMAETCA peLleHne o fobaBneHun JaHHOro crioea B CioBapb uUnn ero ncnpasneHnn (CJ'IOBO MOXET ObITb
MCKaXXeHo, Hanpumep, BCrneacTesmne CKaHMpoBaHNA TEKCTa T)

Criosaput S v T’ ABNSIOTCA BXOAHBIMM AaHHLIMU s OTHOLEHUA ¥, . CopiepXaTesbHblil CMbICT OTHOLLEHNS ¥,

CcBOAMTCS K ToMy, 4yTo ecrm 7, (¢, ) =1, 70 y,(¢, ) onpenenser ero rpaMMaTYeCKyl0 eanHULY A3blka (MMS
J J
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cobCTBEHHOE, CKasyeMoe, CYLLECTBUTENbHOE, YNCTMTENbHOE W T.N.) @ Takke BO3MOXHbIE (DNieKcHW Criosa
t[j €t .

O6nactbto nHTepnpetaunn Tekcta 7' sensetcsa mogens A = (D, I1), rae T - 370 UCXOLHbI TEKCT, BO3MOXHO

PaCLUMPEHHbIN HEKOTOPOW LOMOMHMTENBHOW MHGopMauuei, a curHatypa 1 onpegensieTcs u3 Tekcta 7' B
pesynbTaTe UCMONb30BAHWUS UHGOPMALMKM O PasNUYHbIX BXOXKOEHUSX CroBa t; B NPEAnOXeHua ¢, € T . Mpw

3TOM BbIYMCNEHNE OTHOLLEHNS ¢ OrpaHNiMBAETCs OTAENbHO B3ATLIM MPeanoXeHnem ¢, € T', onpefenseMbim

KaxdblM BXOXeHWeMm crosa ¢, B TekcT 1. B cnyyae TpyaHocTM onpefenenus npegukata =, €11,
J

npeycMaTpUBaETCs AVanoroBbli pexum Bbluncnenns @(r;) v y(4(r,)).

CxematunyHo npennaraemaa cucteMa aHannsa BblrmaauT cnegyowmm 06p630M2

Pesynprartel ananusa T

P 5
oﬁ‘bQ Fi % g
i < , & E S
NS —
& Y =Y1*Y, S| %
& SV &
<0 ///\ k=
Texer. T & Texer, T ~, Hporpamma Crosaps, T
’ MpaBHIIbLHbIH obpaboTku P,
- 2
v A s~ B
¥ g ] > EZ
- CeMaHTHYECKHI Cnogo t; g =
: 55
aHam3 &2
. [EPBOE BXOKCHHUE gt}
BXOJKJIEHHUS: L
basa sHamuil B BTOPOE BXO/KJCHUE
IJI€ 3aIUCHIB. : <
pe3ysbTaThl A R
aHajiMsa :

........... [Tporpamma P,

Puc.1. Cxema cucremsl aHanm3a HpeHHOH(EHHﬁ CCTCCTB. A3bIKa

B atOit CxeMe OTHOLIEHWE ¥ =y, * ¥, BbluMCNSET nporpaMma P,. Pesynbtatom ee paboTbl sBnseTcs Aga
daitna F, n F,, 3anonHeHHble COOTBETCTBEHHO YMCMOBBIMI XapaKTEpUCTMKaMK CIOB BXOAHOrO Tekcta 7' 1

croamn ¢, npeanoxeHui atoro Tekcta. CTpykTypa daitna £, nokasaHa HKe Ha pucyHke 2.
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Cratuctuka daiina DA\Work\lcyb\Konst_rus.txt @
Cnosa TLirHa Yacrora o -
OfLECTEEHHONOAMTHYECKOR |24 1 PacnostHaHn
CNEUMANHEALHAHAWBEICLLIANM 24 1 PacnosHadn
COUMANEHOaKoHOMMYeckorn |24 2 PacnosHaHn
COUMANEHOEKOHOMMHECK MY 23 2 PacnosHano
HAUHOHANEHO-KY NETYURHOMD 23 1 PacnozHaHo
OTBETCTEEHHOCTHPA3AEA 22 1 PacnostHaHo
NPEANPHHHMATENRCK 3 2 1 PacnozHaHo
CaMOYNPAENEHHECTATEA 2 1 PacnosHaHo
NPE0CE0ETENBCTEYOWLEND 21 1 PacnosHaHo
OMEPATUEHD-POSEICK HYHD 20 1 PacnozHaHo
HOPMETHEHD-MDAB0B LI 20 1 PacnostHaHo
0L B 0CY0APCTEEHHEMM 20 1 PacnozHato
HOPMETHEHO-MPAEOELIE 19 1 PacnozHaHo
MPEANPHHAMATENECKYD 15 1 PacnosHaHo
NPEANPHHHMATENLCKOMA 19 2 PacnozHaHo
OB ErOCYLEPCTEEHHEH 18 2 PacnosHaHo
HEYYHO-TEXHKHECKOrD 19 2 PacnosHaHo
NPEANPUHHMATENECTES 19 1 PacnozHaHo
BHELHES KOHOMUNECKN 18 2 PacnosHaHn Do
06 B 0CY0,APCTEEHHEE 19 1 PacnozHato
HOMART RN AR 19 1 Parnnsmann =

Puc. 2. Ctpyktypa paiina F,

Qainbl F; n F, , chopmMnpoBaHHble nporpammon P, cnyxat BXOAHbIMW AaHHbIMU Ang paboTbl Nporpammbl
P, , xoTOpas BblunCnseT oTHowweHne ¢ . Mpn aTom, pabota nporpammbl P, CBOAMTCSA K NOCTPOEHMI0 Tabnuubl
V, nna cnos t, €t 1 e T . 3atem, no atoi Tabnuue w npeanoxeHusm Tekcta 1 onpegensieTcs
CEMaHTUYEeCKMA CMbICIT paccmaTpusaeMoro npeanoxenns. lMpeanoxeune ¢, € T onpenenserca Ha OCHOBE
HOMEpa BXOX/EHNA CNIoBa #; - B TeKCT T’ c nomoLbto Tabnubl V., BUA KOTOPOW NPUBEAEH HIMKE HA PUCYHKE

3..

Cnoso Ne BxoxaeHust | Ne npeanoxenus, t,

ManarnH

Kpusoit

[NeTpeHko

Akosnes

OnaHaceHko

1
2
3
4
1
2
1
2
1
1
1

DO WO N~ DN 2O WO

Kypraes

Puc. 3. Ctpykrypa Tabnuupl V;,
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3. Mpumep paboTbl cucTembl

PaccmoTpum B KavecTBe npumepa Tekcta 1' TeKCT HekoTopoit Gubnuorpadpmyeckoit MHGOpMaLMM 1 aHanms
3TOr0 TEKCTa C NOMOLLbKO OMMCAHHOM CUCTEMbI (HanpuMep, TEKCTbI CTaTeln, MPUCHINAEMbIX Ha KOH(ePEHLMo, 1
nx 6ubnuorpachns). Takoro poga TEKCT MMEET YeTKO HOPMarM30BaHHyK CTPYKTYpy: HyneBas nosuuus —
yHuBepcanbHbld onpefervtens (YOK), nepsas yacTb TekCTa — CMMCOK aBTOPOB, BTOpas 4YacTb — HasBaHue
CTaTby, TPEThSA YaCTb — M3AATENLCTBO, YETBEPTAs — [0 U3AaHus.

Toraa noctpoeHve mogenn A = (D, I1) cBOANTCA K HAanomnHeHuo AaHHbIMM MHoxXecTB YK, ABTOP, CTATbA

unm KHWUIA, M30-BO, rOH, PEL, roe mHoxectBo PEL| 03HayaeT MHOXECTBO PELiEH3EeHTOB, KOTOpOe
NPeanonoXMTENbHO MMEETCS W MOCTPOEHO NOMb3oBaTeNeM CUCTEMbl. OTO HaMoMHEHWe B [aHHOM Cchydae
BbINONHAETCS aBTOMATUYECKW, C WUCMONMb3oBaHUEM WMetowencsa Tabnuubl V7. Bonee Toro, mcnonb3oBaHue
UHOPMaLMK O BXOXAEHWW TOrO UMK MHOTO CrioBa B TEKCT 7' NO3BONSET aBTOMATUMYECKN NOCTPOUTL AEKAPTOBOE
npou3BeneHne
D = YIOKxABTOPx (CTATbA W KHUIA)x N30-BOx MO x PEL.

[OCTPOMB 3TO MHOXECTBO, MOXHO CTPOMTb CUTHaTypy NPeauKaToB, XOTS B [aHHOM Cfyyae B 3TOM HeT
HeobxoauMoCTh. OTO 0OBLSICHIETCS TEM, YTO U3 MHOXeCTBa D cpeacTBaMi PensLMOHHON 6a3bl 3HAHWA MOXHO

MOCTPOUTL OTHOLLIEHNS], KOTOPbIE HAC MHTEPECYIOT. Hanpumep, ncnonb3ys cenekumo npoekumun MHoxectsa D no
atpubyram ABTOP, CTATbA, PEL| nonyyaem oTHoweHue-npesukat R, ,, CoAepxalyee MHhOpMaLmio o
cTaTbsX, aBTOpPaX U PeLeH3eHTax cTaTeit aTux aBTopoB. MprBeaem KOHKPETHbIE 3HA4YEHWS TEKCTa W Pe3ynbTaToB
ero aHanmsa.

MMyCTb UCXOOHbIN TEKCT NPeACTaBASET CUCOK NUTepaTypbl 1 cnucok PELIeH3eHTOB,
KOTOpbIE PELEH3MPOBanK 3Tn paboTsl;
1. MNanaeaun A.B., Kpusoti C.J1., [lempenko H.I'. cmambal. - usd1. - 2009. - C.1-10. - (pey. P1).
2. Manaeur A.B., lemperko H.I". cmambs2. - u3d2. - 2007. - C. 21-30. - (peu. P2).
3. Manaeur A.B., fkosnes F0.C. kHueal. - u3d3. - 2002. - 500 c. - (pey. P3).
4. Kpusoli C.J1. cmambs3. - u3d3. - 2007. - C. 5-17. - (peuy. P4).
5. MNanazuH A.B., OnaHaceHko B.H. kHuea2. - usd4. - 2004. — 300 c. - (peu. P2).
6. Kypeaeg A.®. kHuea 3. - u3db. - 2007. - 450 c. - (peu. P3).
AHanu3 aToro TekcTa AaeT Takue MHOXECTBA NPeAMETHBIX KOHCTaHT M UX CEMaHTUYeCKNe 3HaYeHus:
ABTOP = {lTanaeun A.B., Kpusoti C.11., Mempenko H.I"., Skoenes K0.C.,OnaHaceHko B.H., Kypeaes A.0.},
CTATBA \U KHUITN = {cmamesi1, cmambsa2, cmamba3, kHuz2al, kHuea2, kHuea3),
M3[ = {u301, u3d2, usd3, u3d4, usds},
PEL| = {P1, P2, P3, P4}.
[MpumeHs onepaTop AeKapTOBOTO NPOU3BEAEHUS OTHOLLEHUI PENALMOHHON anrebpbl, nonyyaem MHoXecTso D.
113 3TOro MHOXXECTBa TEM e CNocobOM C NOMOLLbH0 ONEepaToPOB MPOEKLMM 1 CENEKLMN NONYYaeEM OTHOLLEHUS:

R, ={Manaeun A.B., Kpusoti C./1., Mempenro H.I, fikosnes IO.C., OnaHacerko B.H., Kypaaes A.®.},

ANIeMEeHTbl KOTOPOro ynopAao4eHbl Tak, Kak OHW MayT B 3TOM OTHOLLEHUW. BoamoxHast NHTEepnpeTauna KOHCTaHT
B Crosape S MOXET BbIMsALETb TaK:

¥ (asmop1) = (Manazun A.B., ums-cobcmeeHHoe, OmH, npogheccop, akalemux,...)

AHarnorM4Ho no ocTanbHbLIM aBTOpaM.
[anee n3 mHoxecTBa D onpeaenstoTcsa OTHOWEHNUS-NPeauKkaThl: OTHOLWEHME "aBTOp-CTaThs"

R,. < ABTOP x (CTATbU w KHWAT W),

CeMaHTU4eCcKoe 3Ha4eHne KoToporo MMeeT BUA:
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R . ={Manaeun A.B., cmamss1), (Manazun A.B., cmames2),(Manaeur A.B., kHueal),

(Manaeur A.B., kHuea2), (Kpusot C.J1., cmambs1), (Kpusoi C.J1., cmambs3),
(Mempetko H.I"., cmambs1), (Mempenko H.I"., cmames2), (Fkoenes F0.C., kHueal),
(Onanacerko B.H., kHuea?2), (Kypeaes A.@., kHuea3)};

OTHOLLEHMWe "aBTOpP-peLieH3eHT-CTaTbs"

R,., < ABTOPxPEL| x CTATbA\ ABTOP x PEL| x KHUTW,

CEMaHTU4YEeCKOE 3Ha4YeHNE KOTOPOro MMEET BUA:

R ={ (Manazun A.B., P2, cmames1), (Managux A.B., P1, cmambs2),

acp

(Manaeur A.B., P2, knuea), (lManazuH A.B., P3, kHuea2),
(Manazur A.B., P3, knuea1), (lManazuH A.B., P1, kHuea2),
(ManazuH A.B., P4, kHuea), (ManaeuH A.B., P2, kHu2a?2),
(Kpusoli C.J1., P4, cmamesi1), (Kpusoti C.J1., P4, cmambs3),
(Mempenko H.I"., P2, cmamps1), (Memperko H.I"., P3, cmambs2),
(Skosnes KO.C., P2, kHueat), (OnaHaceHko B.H., P3, kHuza2),
(Skosnes KO.C., P3, kHueal), (OnaHaceHko B.H., P4, kHuza2),
(Slkoenes K0.C., P4, kHueat), (OnaHaceHko B.H., P1, kHuea2),
(Kypeaes A.®., P1, kHuzal), (Kypeaes A.®., P2, kHuea3),
(Kypeaes A.®., P4, kHuza3)}.

[epBoe OTHOLEHME OMHApHOe, a BTOPOE - TepHapHOe. AHANMOMMYHLIM CMOCOBOM MOXHO MOMyuYuTb U Opyrve

WHTEpPECYyIoLME NONb30BaTENs OTHOLIEHUS-NPEAUKaThl, T.€. MOMHOCTbI0 MOCTPOUTL CUTHATYpYy npeaukatos [7,
nexoas us obnactm D.

3aknioyeHue

[aHHas paboTta nocBsiLieHa NPOEKTMPOBaHMI0 aBTOMATU3MPOBaHHbIX CUCTEM U3BNEYEHNS U 06paboTKu 3HaHWNA,
a TaKkke OHTONOrMA npeameTHbIX obnactei. OHa sBNSETCA npogorkeHnem pabot [6-8], rae onucbiBanach
TEXHWUYECKME BOIMOXKHOCTM peannsaLi Takoro Tuna CUCTEM.

Kakve 3agaum MOXHO pellaTb C MOMOLLBK NpeanaraeMon cucteMbl? TMOCKOMbKY JaHHas cuctema sBnseTcs
TONbKO NEPBbIM 3TANOM Ha MyTU CO3AAHNS aBTOMATU3MPOBAHHbIX CUCTEM U3BNeYeHUs 1 0BpaboTki 3HaHMI, TO
aTa cuctema usenekaet uHdopmaumio 3 EAO, Heobxogumyro Ans NOCTPOEHWSt OHTOMOMMA NpeaMETHOM
0brnactu, K KOTOPOM OTHOCUTCS aHaNM3MPYEMbI TEKCT. A UMEHHO,

a) pacno3HaeTca CMbICI JAHHOIO KOHKPETHOro CrioBa B 3aBMCUMMOCTW OT TOro, B Kakoe npensioxeHne oHO
BXOANT,

6) crpoutca mogens A = (D, I1), anemeHTbl KOTOPOI pa3buBatoTCa NO TMNam (KOHLENTbI, NpeaukaTsl,

KOHCTaHTbI W T. 1.). lMocne Takoro pa3bueHns ata Mogenb SBNSETCS OCHOBOW ANS NOCTPOEHMS OHTONOMM
[aHHOM NpeaMETHOM 06MacTy UK MOMOSHEHUST YXKe CYLLECTBYHOLLMX OHTONOTIA,

B) NO3BOMSIET BBECTU BPEMS], B KOTOPOM NPOUCXOASAT COOLITUS B AAHHOM TEKCTe.

Crepytowmm waroMm Ha nytv aHanusa EAO sBnsieTcs Mcnonb3oBaHWe OMPEeneneHuin C LENbio MOCTPOEHMS
OHTOMNOTN NPeAMETHON 06MacTV UMK MOMOSHEHS YXe CyLLecTBytowen. JTa uges bbina npeanoxeHa B pabote
[9], koTopas GasupoBanacb Ha MCNOMb30BaHUM TEOPUN KOHEUHbIX aBTOMaToB. [lomorHeHWe MMetoLLelics
OHTOMNOTMN CBS3bIBANOCH C OMepauuen UTepauun, a COeauHeHUe HEeCKONbKAX OHTOMOMIA B OJHY (MHTerpauus
OHTOMNOTUA) — C OnepauusiMi OBbeaUHEHWs, NepecevyeHnst U KOHKATEeHaLuW aBTOMATOB, NPEeACTABMSHOLLMX
AaHHble OHTONOrMM. [lnsi NOSICHEHMUs 3TOMO NOLX0Aa PAcCMOTPUM MpUMED.
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MycTb cTpoutcs oHTONorMs «TpaHCNOPTHbIe cpeAcTBay. /I3BECTHO, YTO TPAHCMOPTHbIE CPeaCcTBa AenATCa Ha
Ha3emMHble, MOpCkMe W BO3ayWwHble. B CBOW oyepeab Ha3eMHble TPaHCMOPTHble CPeacTBa AENATCs Ha
PEenbCoBbIE, KONECHbIE (6e3penbCcoBbIe) U ryxesble. K penbCoBbIM TPAHCMOPTHBIM CPeACcTBaM OTHOCUTCS Noe3a,
TpamBail, kK 6e3penbcoBbiM — aBTOMObWNb, aBTOOYC, Tponnembyc, K ryxesbiM — Bepbntog, nowags. JTa
Knaccudmkaumst 4aeT BO3MOXHOCTb NOCTPOUTD TaKyK OHTONOMIO:

Tpaucn. cpejcrio

/ \

Boszaymnoe Hazemuoe Mopckoe

/ Konecnoe

PenbcoBo I'y:keBoe
© & (6espenbcoBoe) Y

/| / N\ L\

[Toesn  Tpamsait Asromobuns  Tpouneiidyc Konr Bepbmion

bJ/I(aBrom00.)  BJI(Tponeii6.)

MycTb B TEKCTE BCTPEYAOTCS OMPEeAeNeHIs:
Tponneli6yc - 6e3penbcoeoe mpaHcnopmHoe cpedcmeo, npusoduMoe 8 d8UXeHue
anekmpodeu2amesnem.
Asmobyc - konecHoe mpaHcnopmHoe cpedcmeo, npusodumoe e deuxeHue deuzamesiem
6HYMpPEHHe20 C20PaHusl.

Toraa cuctema aHanmaa CTPOUT Takyr KOHCTPYKLIO:

Tponelibyc(x) < TpaHcn.cpedcmgo(x) A —(Penbcogoe) A Ay (lpus —e — sux(x,y) A 3nekmpode(y))

[Mo 3TOM KOHCTPYKUMM CHUCTEMA HAXOAMT B MMEILLEACH OHTOMOTMM KOHUENTbl «TpaHCn. CPeacTBoy,
«(6e3penbCcoBOE) KonecHoe» u «Tponnenbycy. OTCyTCTBIE B JAHHON OHTONOMMM KOHLIENTa «3IIEKTPOABUraTENbY
NPUBOANT K TOMY, YTO CUACTEMA WLLET OHTONOMK «[BuraTenu» unn «dnektpogsuratenuy. Ecnm Haxogut, To
ctpoutca npepukat 3y (llpue —6— Jeuoc(x,y)), roe Xx W )  KOHKPETU3MPOBAHHbIE KOHLIENTbI-
nepemeHHble. B NpoTUBHOM cryyae cucTeMa CUrHanNM3MpyeT O HEMOMHOTE CYLLECTBYIOLLEN OHTONOrNM, KOTOPYHO
HeobX0AMMO MOMONHUTL NOHATMEM «[lBuratenu». Mocne NONONHEHUs UMEKOLENCS OHTONOMW, aHannu3 BTOPOro
OnpeaeneHns yxe He NPUBOLAUT K CUTYaLMM HENOHOTbI UMEIOLLENCS OHTOMOTUN.

/ ABRCETSIH
BHYTPEHHEro
peaKkTHBHbBIE yTP 9JIEKTPO/IBUTaTE/IN

\ /o /N
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3ameTuMm, YTO CUCTEMA aHanuaupys onpepdereHne, ecTeCTBEHHbIM 00pa3oM HaxoauT WepapxXuio MOHSATUIA.
Hanpumep, B onpegeneHun Tponnenbyc noHatue “TpaHcn.cpefctBo” sBnsetcs Gonee obLuM, Yem NoHATME
«bespenbcoBoex. OTcloga Crneayet, YTo HopManuaaLms TekcTa JOmKHa CBOAMTCS K TOMY, YTO B ONPEAeneHmsx
OTHOLLEHWE CneaoBaHust HeobxoanMmo 3agaBaTh OT «bonee 06Lero» Kk «6onee KOHKPETHOMYY.
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ONPEAENEHWUE NOHATUA «CMbICIT» YEPE3 OHTONOIUIO.
CEMAHTUYECKWUN AHANW3 TEKCTOB ECTECTBEHHOIO A3bIKA

Neonup Cesitorop, Buktop MapyH

AHHOmauyus: [lpednoxeH Hoebili NOOX00 K NOHAMUK «CMbIC» U 0aHO €20 (hopMarbHO-2pPaghUYECKoe
onpedeneHue yepe3 oHmMonoauto. PaccmompeHa 3adaya ceMaHMU4YeCcKo20 (CMbIC/I08020) aHanu3a MeKcmos
EAl, komopas ocHosaHa Ha npouedype noucke nodzpagha KoHuenmyanbHo20 epagha, omobpaxatouie2o 3HaHusi
0 Mupe.

Knioyeenie cnosa: oHmonozus, CMbICIT, MeKcm, ceMaHmMUYeCKuli aHanus.
ACM Classification Keywords: 1.2.4 Knowledge Representation Formalisms and Methods

Conference: The paper is selected from XVt International Conference "Knowledge-Dialogue-Solution” KDS 2009,
Varna, Bulgaria, June-July 2009

BBeaeHue

MpakTuyeckn BocTpeboOBaHHLIM B NpoBnemMe MCKYCCTBEHHOTO WHTENNEKTa M B CO3A4aHUM MHTENNEKTYasnbHbIX
KOMMbIOTEPOB SIBNSETCA PELUEHWe 3aauum CEMaHTWYECKOro aHanusa eCcTecTBEeHHO-A3blkoBbIX (EF) TekcToB. B
N3BECTHbIX MHDOPMALMOHHBIX CUCTEMAX 3Ty 3aAady pacCMaTpUBAIOT HA YPOBHE apXUTEKTYPbI IMHIBUCTUYECKOTO
npoLeccopa, BbIMOMHSIOLETO CUHTAKCUYECKMIA, MOPONOrNYECKUI U CEMAHTUYECKWIA aHanM3 ¢ MCMNONb30BaHWEM
oHTonoruu [1]. MpeanoxeHbl Takke WHbIE CXEMbI, B KOTOPbIX aHanM3 TeKCTa OCHOBBIBAETCS Ha UCMONb30BaHUM
CMCTEM penpeseHTaLmmn 0BLmMX Unu NpodeccroHanbHbIX 3HaHWA B BULE OHTONOMMN [2].

Pa3BuTWe B 3TOM HarnpaBliEHWM HaTasKUBAETCs HA OCHOBHYIO TPYAHOCTb: YTO HYXHO CYMTATb Pe3ynbTaToM
CEeMaHTMYeckoro aHanusa Tekcta? B maHHoM paboTe MocTaBneHa 3agadva — ONpefenuTb pesynbTaT aHannsa
TEKCTa Yepe3 KaTeropuio «CMbicn». [Ins 9Toro, BO-MEPBbIX, MHTYUTUBHOE NOHMMAHWE «CMbICA COOBLEHNS»,
WM €ro  «cofepkaHusi», 3aMeHsieTcs (hopMaribHbIM - OMPeAerneHneM [OaHHOTO MOHATMS.  Bo-BTOpbIX,
npeanaraeTcsi KOHCTPYKTUBHAs Mpouesypa OBHapyXeHWs 1 NneKkcukorpacuyeckoro oTobpaxeHusi CMbICTOBOTO
COpEpXaHus TEKCTOB, NPeLbsSBIEHHbIX AN CEMAHTUYECKOrO aHann3a.

MpeanocbInkk Ans nepecMoTpa YCTOABLUMXCA NPeACTaBNEeHNH

WHTYWTMBHO Mbl MOHMMaeM CMbiCT kak Mepy «BnaropasyMHOrO» TMOBELEHWS WHTENNeKTa, aneKBaTHyto
CrIOXMBLUENCS CUTyaLuW, a NP KOMMYHWKaLWM — Kak afiekBaTHoe oTobpaeHue peanbHocTW. [ns cospaHus
MaLUWMHHOTO MHTennekTa HeobXoauMo pelunTb amBuUMO3HYI0 3adady: OMpenenuTb CMbICH Kak dhopManbHy
KaTeroputo, He yaanssicb OT €8 NPUBLIYHOTO YESIOBEYECKOTO MOHUMAHMS.

Bnarogaps ycunusM MCUXOMOroB, a@ TaKkKe IMHIBMCTOB, PELIAOLMX MPaKTUYECKY 3adadvy MaLUMHHOMO
nepesoAa, Obinn BbIABUHYTHI ABE (UNOCOGICKIE KOHLEeNUMV: (a) (PYHKLMS eCTECTBEHHOMO A3blKa 3aKMo4YaeTcs B
«codepxamenbHoll opeaHusauyuu u npedcmasneHuu 3HaHully (Topogeuxnin B.KO., 1989) u (6) uenbto
KOMMYHMKaTUBHOTO akTa SBRSETCA nepeaada 3ambicna oT aBTopa k notpebutento [6]. He kacasch TpyaHocTe
0bLeHms, CBA3aHHbIX C cornacoBaHMem 0a3 3HaHMIA KOMMYHWKAHTOB M MX BblpasuTENbHbIX CMOCOGHOCTEN,
LieHTpanbHoM NpobieMoin Ha30BEM OfHY: Kak CPOPMYNMPOBaTL MCKOMbIN MapameTp COOOLLEHNS — €0 «CMbICTY,
4T0bbI €ro MOXHO ObIrio 06HaPYXMTb B COOBLLEHMM aBTOMATUYECKK, Be3 NoAcKa3ok aBTopa.
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C nosiBneHnemM Teopuu NpeavKaToB, MaTEMATUYECKON NMUHIBUCTUKA W KOHTEKCTHO-CBOBOAHLIX rpammatuk H.
XOMCKOrO Hagexabl Ha peleHWe AaHHOW npobnembl okpennu. MosBMNacL yBEPEHHOCTb, 4TO Ans
NpeacTaBneHNs eCTECTBEHHO-A3bIKOBbIX OOBEKTOB «Haubonee npuemnemMbiM Ha ce200HAWHUU OeHb sensemcs
A3bIK 102U4ECKO20 MUNa, 8 KOMOPOM NOHSIMUE C8A3b N0 CMbICy  hbopmanusyemcsi ¢ MaKCumasbHOU
nonHomol»  (Kpmeom C.J1., 2009). W BCE xe oOTMevaeTcss, YTO «8 obracmu /102U4EeCK020 aHanu3sa
3MNUPUYECKOR20 3HaHUSI ycnexu fo2uku 6oree yem CKPOMHbI». Ha Haw B3rnsg, 370 0ObsACHAETCA TeM, YTO
(hopMarnbHO-rpaMMaTYECKME  KOHCTPYKUMW PELIAKT YMCTO MaTeMaTWYecKyld 3ajady — BbIBOAUMOCTU W
HENPOTUBOPEYMBOCTW CMIOB 3afaHHOr0 andasuta C MpaBunaMni BblIBOZA W CUCTEMOM akcuomon. [lo
onpeaenexnto, opmanbHble A3bIKM SABNAKOTCA HECKOHTEKCTHBIMU, TO €CTb — HE aAEKBATHLIMI XWUBOMY A3bIKY.
Onpepenexne «peanbHOro CMbICHa» NEPEeHOCUTCS B MHYH0 06MacTb pacCMOTPEHNS.

Knaccuyeckas NMHrBMCTMKA BbIABMHYNA HA MEPBbIA MMAH NMHMBUCTUYECKYI0 Mogenb «CMbICr—TeKeT»
(Menbuyk W.A.,1974). Kpome cuHTakcuyeckoro, Mopdornormiyeckoro 1 hOHOMNOMYeCKoro KOMNOHEHTOB B MOAEN!
NPUCYTCTBYET CEMAHTUYECKUA KOMMOHEHT, B KOTOPOM MOHSITUE «CMbICA» NPeACTaBeHo rpadoM npeamukaTHbIX
OTHOwWeHun. B mopenu «CMbICn-TeKCT»  CMbICTT  ONPEAenseTcs Kak MHBAPUaHT  CUHOHUMUYECKNX
npeobpasoBaHnin oTAenbHON dpasbl. ([3], cTp. 10). OgHako npakTuyeckas peanusauns onpegeneHnsl, 0CobeHHo
npu nepexofe OT pasbl K TEKCTY, peanbHO HEBO3MOXHA. KpUTUYECKMA aHanW3 MMHMBUCTUYECKON MOAENM
«CMmblcn-TeKCT» NPUBEAEH HUXE.

B nocnepgHee Bpems B TeOpPUM WCKYCCTBEHHOrO MHTENNEKTA MONYYUNM pPa3BUTME CUCTEMbI NpeAcTaBreHus
3HaHUNA ( knowledge representation ) B BULE CEMAHTUYECKMUX ceTel — oHTonormin. OHTONoMMS npeacTasnser
coboit Takylo CeTb, B KOTOPOA BepLUMHaMK SBASIOTCS MOHATUS, BbIPAXEHHbIE NEKCUYECKUMU CpefcTBamu, a
OTHOLUEHUS OTPaXaloT CBA3N TEOPETUKO-MHOXECTBEHHOTO MK HedopManbHO-CEMaHTUYECKOrO XapakTepa.
OHTOMOrMM  ABNAKOTCH  MOLUHBIM MHCTPYMEHTOM OMWUCAHUS BHELUHEro W MEHTarbHOr0 Mupa, B KOTOPbIN
norpyxeHa AesTernbHOCTb Yenoseka. B npuHUmMne, a1a [eATenbHOCTb ABMSETCH OCMbICTIEHHOW, TO €CTb —
LieneHanpaBneHHon. MoaToMy MOXeT ObiTb BbIABMHYTA MMMOTe3a O TECHOM CBA3W 3HAHWW CO CMbICIOM. OTa
runoTesa nonoxeHa B OCHOBY AaHHOTO UCCNEA0BaHNS.

Llenb paboTbl

[Jo cux nop pa3paboTumki OHTONOTUIA HE CTaBUNKM neped coboi 3adady CBA3aTb 3HaHWS CO CMbICioM. [losTomy
HEM3BECTHbI NOMbITKA 4aTb Takoe ONpedeneHne MOHATUS «CMbICMY, KOTOpoe Bbino Gbl KOHCTPYKTUBHBIM Npu
aHanu3e TEKCTOB AMCKYPCMBHOMO Xapaktepa. B paboTte npegnaraetcs KOHUENTyanbHO HOBbIA NOAXod K
ONpeAeneHnIo NOHATUS «CMbICH.

Llenblo HacTosilwel paboTbl SBNSETCS HalTU Takoe (hopManbHOE MPEeACTaBNEHME «CMbICNay, KOTopoe
YAOBNETBOPANO Obl CEAYHOLLMM YCIIOBUAM:

1. CMbICI AOIKEH BbipakaTb B CKaTOM BiAe HEKOTOPOE 3HaHUe, T. €. — ONMpaTbCsl Ha OHMOJI02UYecKull
6asuc.

2. CMmbicn pomkeH 6bITb (bopmanusoeaH. Ero wu3BneveHne u3 TeKcTa AOMKHO Mpon3BOAUTLCA
aneopummuyecku.

I'quemy NUHrBucTUYecKan mogenb «Cmbicn-TekcT» HenpurogHa ana npoueaypHoOro aHanunsa
TeKCTa

KroueBbIM NOHATUEM paccMaTpUBAEMON SIMHTBUCTMYECKO Moaenn «CMmbicn—TekeT» [3] ABnsieTcs rpadmyeckas
CTPYKTYpa, oToBpaxaiolas Ans 3afaHHOro NpeanoxeHns ero cMbicn. Mpad HanoMHAETCS CroBaMu, B3ATbIMU
HenocpesCcTBEHHO 13 MPEANOXEHNS, a CrIoBa CBA3bIBAIOTCA MeXay COB0M C MOMOLLbH CrieuuasnbHbIX CUMBOMOB
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HETepPMUHANLHOTO andgasuTa, KOTOPble Ha3BaHbl «CMbICTIOBLIMM aTOMaMu», UMK cemamu, BeplumHamu
CeMaHTMYeckoro rpada CnyxaT Cembl [JBYX TWMOB: WMeHa NpeaukaToB M UMEHa OOBEKTOB UMW KNaccoB
06bekToB. CeMbl — 3T0 He HabmnoaaeMble, a NOCTYNMPyEMble CYLUHOCTW; WX BBOAST AMNs Npeobpa3oBaHui,
coxpaHstoLLmx cMbicr. OHM cocTaBnsitoT 6a30BbIil andaBUT CEMaHTUYECKOTO CrIOBAPSt MOZENM.

Mo3nums aBTOpa MOAENM 3aKMOYAETCH B TOM, YTO «ECMECMBEHHO CMPEMUmMbCS K momy, Ymobbi 6a308bIi
angasum codepxan cpedcmea, docmamoyHble 05151 IKCNAUYUMHO20 8bIpaXEHUS 1t00bIX, CKOMb Y20OHO MOHKUX
CMbICII08bIX Pa3uYull, Kakue mMosibKo Mo2ym 8cmpemumbCsl 8 MeKCMe U Kakue Mbl noxenaem 8bipa3umby ([3],
CcTp. 64). dakTU4ECKM 3TO 03HAYAET, YTO CEMaHTUYECKMIA CrIOBapb AOMMKEH OTpaXaTb camble LUMPOKME 3HAHUS O
BHESI3bIKOBOW AEMCTBUTENLHOCTU. B TO Xe Bpems Mofgenb He COAEPXUT HWUKAKOTO KOHCTPYKTUBHOMO 3afaHust
9TOI AENCTBUTENBHOCTY: OHa obpalleHa HeNOCPEACTBEHHO K TEKCTY U K MHTYMLMW UCCrieaoBaTens.

Ona Toro, utobbl M306pasuTL rpacuyeckn CMbICIIOBOE copepxaHune (pasbl, TpebyeTca u3BneYb U3
CEMaHTU4ECKOrO CroBaps Takoe KONMYEeCTBO «CMbICIIOBbIX aTOMOB», KOTOPOE HAMHOTO NpeBbillaeT
cOBCTBEHHOE KOMMYECTBO CrOB B 3afaHHOM MpeanoxeHnn. W3-3a a1oro rpadp CTaHOBUTCS [OCTATOMHO
rpomosgkuM.  Hanpumep, 4tobel oTobpasnts cmbicn dpasel «Kocte yaanock nobegmtb», notpeboBanoch
MCMonb30BaTh Takue NpeankaTHble N 0ObEKTHbIE CEMbI: «MMETb MECTOY, «Kay3MpOoBaTb», «LENbY, «3aBUCETbY,
«HEBEPHOY», «PECYPChI», «<MMSI» U HEKOTopble apyrne — Bcero 15 nekcem. CemaHTUYeckuin rpad NpuBeLeHHON
BbilLe chpasbl cogepxut 22 yana u Tonkyetesa ([3], ctp. 99) cneaytowmm obpa3om:

3mom myxyuHa no umeHu Kocms kay3upyem delicmeoeamb (m.e. nyckaem e x0d) Uzpek,
siensAowulicss e2o pecypcamu, ¢ yenbto nobedums Ukca e Uzpek, u amo — Hapady ¢ 3em, He
3asucsauwum om Kocmu - kaysupyem no6edy Kocmu, komopasi umeem Mecmo 0GHOKpamHo 30
MOMeHMa peyu.

B TepmuHOnornnM Mcnonb3oBaHbl «YKPYMHEHHbIEY CEMbl. «ECIU nonbimambCsi pasnoXumb Kaxobil dnemeHm
3mo20 CceMaHmu4eckozo epaga 00 ceM, Mo OH, BEPOSIMHO, HEe ymecmumcs Ha neyamuol cmpaHuue» ([3],
CcTp.64).

C TOYKM 3pEeHMs NMHTBKUCTA YyKasaHHas MHTEPNpeTauns MpeasioxXeHusl, BEeposiTHO, ABMSETCS Heobxoammo
nonHoi. OgHaKo CTpemrieHne 0TpasnTb Ha CEMaHTMYEeCKOM rpadpe B3auMHO-NPOTMBOPeYMBble TpeboBaHus, a
WMEHHO — COBMECTUTb €r0 MPeAernbHO «TOHKY» CMbICNIOBYH BbIPA3NTENbHOCTL M MakCUManbHyH
WHBAPWAHTHOCTb K CUHOHUMUM TEKCTa — NPUBOASAT K rPOMO3AKUM MOCTPOEHUSM, HECOBMECTUMbIM C MPAKTUKON.
Tem Gonee, 4TO MpW aHanmM3e TeKCTa Kak CBS3aHHOW COBOKYMHOCTW (hppa3 noTpebyeTtcs kakum-To 0bBpasom
COEAMHSATbL CMbICTbI OTAESNbHbIX MPEANOXEHUA, U TOrda BCS CMbICNOBas rpadpoBast KOHCTPYKLUMS «PYXHET».

B atom cBsi3M ymectHO 00paTuTb BHWMaHWe Ha CyWecTBEHHOe 3ameyaHue K. XOKMHCA OTHOCUTESNBHO
NPOLECCOB MbILLNEHNS:  «BcnoMuHaHue coxpaHsiemcsi 8 (hopme, oxeamblgalowell CyuwsecmeeHHble cesa3u
mexQy areMeHRmamu Uesnoeo, a He npexodsuue 0emanuy ([4], ctp. 84).

BTopoe 3ameyaHne OTHOCUTCSA K akcuomaTiyeckon base mogenm «Cmbicn-TekcT». CogepxaTtensHas CTOpoHa
aKCOM 1 COOTBETCTBUE CEMAHTUYECKOrO MPeACTaBneHns peanbHON LeACTBUTENBHOCTU He paccMaTpuUBaloTCS.
CemaHTHyeckuit A3bIk MOAENM «npedHa3HadyeH eoece He Ofs /102UYECKO20 aHanu3a 3anucaHHoU Ha HéM
uHgpopmayuu, a 0na ydobHozo npedcmagneHus codepxaHusi obbIX 8bicKasbieaHUll — MPUBUAIbHBIX,
HeonpedenéxHbIx, npomusopeyusbix U becembicneHHbix». ([3], ctp. 73). Ho B Takom cnyvae ocTaértcs
HEsACHbIM, KaK MPOBEPUTb «CMbICH (hOPManbHOMO CMbICRay, TO €CTb — Kakoe pelueHne notpebutens Gyget
npaBuUbHbIM?

HakoHel, npuHUMNManbHbIA, HA Haw B3rnsd, HEAOCTATOK NIMHIBMCTUYECKON MOZENW KPOeTCs B e€ OTpbiBe OT
©a3bl 3HaHUi. GopManbHbIA cMbicn dpasbl paccMaTpUBAETCsl He B KOHTEKCTE OOLLEYENIOBEYECKOrO 3HaHUS, a
NOTOMY BbICTYNAET KaK YACTas KaTeropus TEOPETUYECKON JIMHTBUCTUKY.
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Takum 06pas3om, B pesynbTaTe aHanusa NUHIBUCTMYECKOn Mofenu  «CMbICI-TeKCT» Oblfo BbIICHEHO, YTO
rpacudeckoe NpeacTaBreHne CMbICHa SBNSETCS rPOMO3KAM, 0COOEHHO Koraa peyb MAET O CIIMTHOM TEKCTe.
AkcnomaTiyeckas 6asa GespasnuyHa K 3HaHUSM, @ CeMaHTUYECKU aHanM3 TeKCTa BbIMONHSETCS B OTPbIBe OT
peanbHot JeNCTBUTENBHOCTY U NOTOMY NIULLEH KOHTEKCTA.

AJ'IbTepHaTVIBHbIM NOAXO0A0M K onpefeneHnto n HaxoxXgeHuo CMbiCna ABAETCA OHTONOMMYECKN NOAXOA.

OHTOnoOrMA Kak MHCTPYMEHT KOHueﬂTyaﬂbHOﬁ opraHusauuu 3HaHWUM

WHopmaLmoHHasa (YHKUMS OHTOMOTrMM BbipaxeHa [K. XOKMHCOM:  «EQUHCMBEHHbIU ¢nocob, KomopbiM
Yesio8eK MOXem NOHAMb 3MOM U3MEHYUBbIL MUp, — Hallmu UHeapuaHmHy cmpykmypy 05 NepeMeHH020
nomoka uHghopmayuuy ([4], cTp.85).

MonbITKM NPUBECTW B CUCTEMY MOHATMS O MUPE, KOTOPble «pacchiNaHbly B €CTECTBEHHbIX si3blkax,
npeanpUHAMAnCh [ABHO M 3aBEPLUMNUCL CO3AaHNeM Si3bIKOBbIX TesaypycoB. OBpaTHas 3afaya — NOHsITb, Kak
YenoBeK CTPYKTYPUPYET CBOM 3HaHUs O MUpe, NpuUBeNa K paspalboTke NEKCUYECKMX OHTONOMMIA, 0CBOBOAMB STOT
TEPMUH OT €ro YACTO UMOCOCKOrO COIEPXKaHMS.

dopmanbHO Nekcuyeckasi OHTONOMMSI MPEACTABNAETCS CEMaHTUYECKO CETblo, B KOTOPOIL: (a) BepluMHamu
CryaT MOHSTUSI eCTECTBEHHOTO s3blka, (0) CBSA3sMK SBMAKOTCS [OMYCTUMble B s3blke OTHOLUEHWS W (B)
3MEMEHTbI OHTONOMMM UHTEPNPETUPYIOTCS BHYTPU ECTECTBEHHOTO SI3bIKA.

K oHTOMOrMSM uccnegoBaTeny WM OBYMSt BCTPEYHbIMM nyTsiMu. AGCTpakTHble oHTonorum (CYMO,
Mwukpokocmoc, k. CoBbl M [Op.) ONepupytoT pecypcamu BbICOKOTO YPOBHS OBLWHOCTM 1 Ha 3TOM YPOBHE
ocratotcs. [lpegmeTHble OHTOMOMMK, HA0BOPOT, CTPEMSATCS ONKUCATb KOHKPETHYHD NpodeccuoHanbHyto obnacTtb
(MpO). Mexay obwmmn 1 NpeaMETHbIMI NPEACTABNEHNAMM BO3HUK «BakyyM». OpHaKo, NOCKOMbKY 3HaHUS
NpeacTaBnsAT coOO0M LENOCTHYI0 CUCTEMY MUPOBO33PEHNS, TO pasMexeBaHne MOXeET ObiTb ONpaBAaHO TONLKO
Lienblo U3y4eHust ero no 4acTam, HO Npu 3TOM 0653aTeNbHO B KOHTEKCTE OBLUEro 3HaHWS.

HenabexHO BO3HMK BOMpOC: Kakum 06pa3om 06beanHNTb BCE 3HAHWS B pamKkax eauHoi cuctembl? OTBETOM Ha
NOCTaBNEHHbI BOMPOC SABUNOCH CO3A4AHME KOHLENTyarnbHO-MepapxmM4eckon TpEXYPOBHEBOW OHTOMOTMM, KOTOpas
OnMcaHa HUXe.

Wepapxuueckas TpéxypoBHeBasi OHTONOUs

Uepapxuyeckoli mpéxyposHegol oHmosnozuell  (MNO*3) Ha30BEM CEMaHTWYECKYD CETb, B KOTOPOW
BepLMHAMMN CnyXaT Nekcuyeckne 00O03HAYEHWS KaTeropuidi M MOHATMIA €CTECTBEHHOrO $i3blka, a CBA3M
OpraHM3oBaHbl MO MPUHLMMY CeMaHTUYecKo LenecoobpasHoctn [2].  Jlekcuyeckue eauHuLbl HasBaHbl
koHuenTamu. Kaxgbli KOHUENT 0603Ha4aeTCs MMEHEM W MOXET ObiTb MHTEPNPETUPOBAH Ha MHOXECTBE
CrNOBapHbIX CTaTel €CTECTBEHHOrO fi3blka, UMM OnMpedenéH akcnepToM. CyliecTBEHHO, YTO WMs KOHUenTa B
NPEASIOKEHHO OHTONOMM OTOBPaXaeT B Si3blke Takoe MOHSATHE, KOTOPOE MUMEET COAEPXaTesNbHbIA CMbICT
y4acTByeT B (pOPMUPOBAHIN 3HAHWI W NPELCTABNEHMI YENOBEKA O BHELUHEM W BHYTPEHHEM MIUPE.

KoHuenTbl v cBSI3WM ycTaHaBnMBaeT akcnepT. B onTomorum accoumaumn WO*3  cBasm  moryT ObiTb Kak
hopMarbHbIMK  («4acTb—LieNnoey», «3NEMEHT—MHOXECTBO», «SIBNAETCA»), Tak W HedopmarbHbIMK («MMeeT
NPU3HaKWy», «CBA3aHO accoumaTBHo» 1 Ap.). C Nornyeckoi TOYUKM 3PEHWS 3TV OTHOLLEHUS ABMSIOTCA ABYX- U
MHOTOMECTHbIMW NpeaukaTami. B T0 e Bpems Bce 3T TUMbl CBA3EH MOXHO HUBENNPOBATb W paccMaTpuBaTh B
OHTOMNOrMM TOMbKO OAWH YHUBEpCanbHbIW Npeankar — « ces3b (A, B) », rae A n B — nekcuyeckue KoHLenTb.
YHuBepcanbHblil npeaukat Ha rpade MO*3 npuHUMaeT TOMNbKO OAHO 3HAYEHWE — «EAMHULAY.

KoHuenTbl OHTOMOrMM MOTYT TPYNnNMpoBaThCs B KracTepbl NOHATWA. UTO kacaetcs akcuombl, 70 B NO*3 enn
COOTBETCTBYET MMS1 CaMOW BbICLLEN KaTeropus 3HaHus — Mamepusi.
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Hanbonee cyuwectBeHHoN cTopoHom oHTonorun NO*3 aenseTca e€ TpéxypoBHEBaAs Uepapxuieckas CTpyKTypa,
KoTopast OTpaXaeT CROXHbIA NPOLECC OCBOEHUS, HAKOMMEHWs 1 0606LLeHMs YenoBeyecknx 3HaHun. OHa umeeT
nUpammaanbHyto apxuTekTypy. Ha camom BepxHeM ypoBHE nupammabl 0603Ha4YEHbI OCHOBAHWS! MUPOBO33PEHMS,
Ha HWXHEM — KOHKPETHbIE 3HaHUS NPeaMETHbIX obracTeit.

Ha BepxHem ypoBHe OHTOMOrMKW 0603Ha4YeHbl 0OlWMe pecypebl 3HaHWS, Takue kateropum kak Mamepus,
OHepaus, XKusHb W apyre. B oCHOBY AeneHust NonoxeHa maTepuanucTMyeckas napagurma akagemuka B.W.
BepHagckoro o geneHun matepum Ha KocHoe u Kusoe sewjecmso ¥ 0 [eneHun XuBoro Ha buocgepy u
Hoocepbepy. 3pecb, bnarogaps hakTy MOHATUAHOM HEMepecekaeMoCT eCTECTBEHHO-HAaYYHbIX KaTeropuin,
KOTOPbINA NPUHSAT COBPEMEHHON HayKOM, peann3oBaH NPUHLMN KnaccuukaLmm NoHATUN.

HvxHMI YPOBEHb, HaOGOpOT, ncnonb3dyeTcd Ana npeacrabBieHns ﬂpO(beCCVIOHaﬂbeIX 3HaHUM, OdJOpMJ'IeHHbIX
B MNpeaMeTHbIX obnactax. Yanbl u cBsiau OTpaxXalT KoHuenTyanbHble MNOHATUA, Kro4YeBble CnoBa W
TEPMUHOJIOTUIO [JaHHON l'IpO, KOTOpbIE€ Cneunannuct CYUTaeT HYXHbIM BHECTW B OHTOMOIUIO.

EcrecTtBeHHO, 4TO Kpome O6LWMX M MPOdeccHOHanbHbIX 3HaHWA LOMKeH ObiTb NpeacTaBfeH U Cnon Tak
Ha3bIBAEMOrO «MPOMEXYTOYHOTO 3HAHWS», CBA3LIBAIOLLETO BEPXHWA YPOBEHb C HUKHWUM. TMoatomy B 1O*3
BBOAMTCA CPEAHMI YPOBEHb OHTONOMU. 3A4eCh (POPMUPYETCS KOHLeNTyanbHas cpeaa MeXaucLmniuHapHoro
obLeHNsA, TO eCTb — Takue MOHATUS, KOTOPbIE LUMPOKO YNOTPebnaTCcs B UHGOPMALMOHHON U TPaZMLIMOHHON
YenoBeYEeCKO AeATENbHOCTH.

Hanpumep, oanWH 13 BapuaHTOB KOHLENTYanbHOrO PacKpbITUSi OHTOMOTMYECKOro TepMuHa «YenoBeyeckoe
o6LWwecTBO» Ha CpegHEM YPOBHE MOXET ObITb TakMM (pparMeHTapHo):
Couyuym = (NnuHocTb; Opranusaums; baswuc; HagcTpoiika; ...);
JluaHocms = (MpaBa; Obs3aHHocTH; CBoboaa; Pabota; OTablX; ...);
OpeaHusayus = (MHcTUTyTbI; CTPYKTYpUpOBaHUE; OYHKLMOHNPOBAHUE; ...);
MHemumymsr = (OpraHbl Bnactu (BbiClne; CyAeOHbIE; MCMOMHUTENbHbIE; PErvoHanbHble; ...);
OpraHbl ynpaenenus (Mpokypatypa, Munuuus, AgMmuHnctpauns; ...); 3poposbe (...); ObpasoBaHwe
(...); Otabix (...); ...);
CmpykmypuposaHue = (basuc; Hagctponka; ...);
OyHKYUOHUpoBaHUe = (JKkoHOMUKa; MonuTuka; busHec; 3akoHodaTensCTBo; ...); U T. 4.
Ha rpacbe moryT BbITb NOKa3aHbl NepekPECTHbIE CBA3N MEXIY KOHLEeNnTamu OAHOTO YPOBHS NOAYUHEHHOCTH.
Mo cyTn ckasaHHOro, npeanoxeHHas Mepapxuyeckast TPEXYPOBHEBAs OHTONOIMS SBNSETCA rpaduyeckoi
cxemoit ans obbeanHeHus noHaTuin EA, npegctaBneHHbIX Mx umeHamu. OHa CIyXuT YHUBEPCanbHbIM COCo6oM
CTPYKTYPHO-MepapXn4eckomn penpeseHTaLun 3HaHuil pasHoro Tuna u pasHom cTeneHn obLLHOCTM, KOTOPbIe MOryT
OblTb 0603HAYeHbl NEKCMYECKUMW €AMHULAMM — KOHLEnTaMW W CBA3aHbl Mexay coboi CeMaHTUYecKumu
OTHOLUEHMAMKW. FBRAACH AeKnapaTUBHOA CTPYKTYPOW, TPEXYPOBHEBAs OHTOMOMMS BLICTYNAeT B Kayectse
coctaBnstoLer 6a3 3HaHWit W, MO HALLEMY MHEHMIO, peLatoLLm 0bpa3om yyacTByeT B npoLecce 0bHapyxeHus
CMbICra COOOLLEHNIA.

Huxe 6y,ueT NoKa3aHo, Kaknm o6pasoM onncaHHasa OHTOMOrMA CBaA3aHa C UCKOMbIM onpeneneHueMm noHATUA
«CMbICIT».

Yrto Takoe «cmbicn»? MHeHMs cneuManucToB

Obwiero onpegenexns 34eCb HET, U BPSA N OHO MOXET ObiTb Nony4eHo. CMbICT BbICTYNAET, C OAHOW CTOPOHbI,
kak OObEeKTMBHAs (SKCmepTHas) OueHka Habnwgaemoi cuTyauuu, a C [OPYyron — Kak MeHTanbHas,
HeHabnoaaemas kaTeropusi Co3HaHus.
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C _ncuxonornyeckon TOYKW 3pEHUS CMbICT — 9TO KaTeropust Ans OLEHKW MOBEAEHWS! pasyMHOro CyllecTsa.
OcCMbICNEHHON ABNSETCA CUTyaLUMUsi, B KOTOPOM OOBLEKTHI M CBSA3M OTBEYAOT peanbHOi AEMCTBUTENBHOCTY.
OcMbICNEHHbIM SIBASIETCA  LieneHanpaBneHHoe MOBedeHWe, afekBaTHOe cuTyauun. B KOMMYHWKATMBHOM
MCUXONOrMYECKOM aKTe€ — 3TO KaTeropusi Takoro MOHMMAHWS, KOTopoe MOXeT ObiTb nposepeHo [4]. B
WHTennekTyansHon KoHdmkTHon mogerm B.A. Tledbespa  ([5], 2003) cmbicn TpakTyeTcs Kak pasymHoe
MoBeAeHNEe MNYHOCTN B JAaHHON 3TUYECKOW CUCTEME.

C NWMHIBUCTMYECKON TOYKM 3DEHWS CMbICIIOM SIBMISIETCS KATEropusi CEMAHTUKM si3blka, KOTOpasi OTBEYaeT 3a
COrNacoBaHHOCTb NIEKCUKM C BHELUHMM MWUPOM W OTPaXEHHbIMWA B A3bIKE 3HAHWAMM, a TaKke ynpaBnseT
nparMaTMkon NS npuBefdeHus e€ B COOTBETCTBME CEMaHTUKE. HaxokgeHue CMbicna yBs3aHO C
«pacno3HasaHueM cmpameauyecko2o 3ambicnia 208opswe20» ( [6], cTp. 26).

B nuTepatype no HEMPONMHIBUCTUKE PacCMaTpUBAOT CMbICH B KOHTEKCTE MpoLiecca 0TOBpaXeHNs CyxoBbiX U
3puTenbHbIX 06pa3oB (BHELIHMX AaHHbIX) B CTPYKTYPbI NaMSATH, SIOKanU30BaHHbIe MK pacnpeaenéqHble B MO3re
[7]. MeHTanbHbIM CMbICIT NPEeACTaBReH «MbICUTENBHBIMIA €AMHALAaMMY, KOTOPbIE MOSyYalTCa B pesynbraTe
npeobpasoBaHns A3bIKOBbIX €OMHUL, U COTMacoBaHWA UX C BHYTPEHHUMU MPEACTaBNEHWNAMMU (MEHTamnbHbIMU
MOZENsAMU 3HaHWS). B unMcre MbICIUTENbHBIX €AMHWL, BbIAENSIOT y3yanbHbIA CMbICH, KOTOPbIA anpuopu
COrnacyeTcs C BHYTPEHHEN KapTWHOW MWpa, M OKKa3WOHaMbHbIW CMbICH, KOTOpbIA anocTePUOPHO
accouumpyeTtcs ¢ y3yanbHbiM CMbICAIOM MYTEM MbICNIEHHOMO HanpshkeHWs. OKkasWMOHambHbIA CMbICT SBNSAETCS
peakuyen MHaMBMAYyma Ha cooblyeHne; oH nnbo n3enekaetcs u3 rnybuHbl namaTy, nubo 3akpennseTcs Kak
HOBOE 3HaHue.

C TOYKM 3peHmns Hempodnanonormm 06LEKTOM 3HaHUS SIBNSIETCA «CUTYaLMsI», KOTOpask MOXET ObITb (hOpManbHO
onpegeneHa uvepe3 «0ObLEKTbI», «aTpubyThl» M «adencTeus». ([8], ctp. 82) Obpa3 BHelHel cpeabl
otobpaxaetcs (Bepbanu3yetcs) B CTPYKTYpHOE OMUCaHWe, KOTOpOe 3afaHO COBOKYMHOCTbKO OTAEMbHbIX
00pasHbIX NPeACTaBNEHNN 3NeMEHTapHbIX CUTyaLui. XapaKTepHo, YTO oTaenbHoe obpa3Hoe npefcTaBfieHne
npeacTaBnsieT cobol Kknactep «MbICIIUTENbHbLIX €AMHULY, KOTOPbIA OXBaTbiBaeT He Goree cemn BeplyH. B
TaKoN WHTEPNpEeTauun MOHATUIO «CMbICMY, MO-BUAMMOMY, MOXHO NOCTaBWTb B COOTBETCTBME MOACTPYKTYPY
MbICIIUTENbHBIX 4MHWL, — COBOKYMHOCTb HEMPOHHBIX KNAcTEPOB, CBA3AHHBIX MEXay COBOM aKTUBHBIMU CBA3SMM.
Takve NoLCTPYKTYPbl HOCAT MEHTasbHbIN XapakTep, HO CMOCOBHbI reHepUpOBaTh TEKCTOBOE OMUCAHWE CUTYaLUM.

Y10 TaKkoe OHTONMOrMYeckuit cmbicn?

Ha choHe ykasaHHbIX BblLLE NPeSCTaBNEHNA HOBas KOHUeNYUsi CMbIC/Ia 3aKIYaETCs B CIEAYIOLLEM.

B akTe KOMMyHWKaLWW ABYX WHTENNEKTOB B3aMMOAEMCTBYIOT pasHble MeHTanbHble CTPYKTYPbl OTOBpaXeHus
mupa. Ycnex obLieHns 3aBUCUT OT ABYX (DAKTOPOB: «B3aMMOMNOHUMaHWS», TO €CTb, OT «nepeceyeHus» 6as3
3HaHWA MHOMBWOYYMOB, W OT «M3MNOXEHUS», TO €CTb, OT BepbarnbHON peanusauuu 3ambICOB KOMMYHUKAHTOB.
Hac wHTepecyeT pelleHMe NOCTaBMEHHOW 3adayM — CEMaHTUYECKWA aHanW3 TEeKCTOB, WHaye roBops —
n3noxeHue Mbicnu. Moatomy 06bEKTOM UccnenoBaHus ByaeT TOT napameTp TekcTta ESA, koTopblil CyLecTBEHHO
otobpaxaeT Temy 06LeHus. JTOT mapameTp HA30BEM NPOABNEHHbIM CMbICIOM. [1POSBMEHHBIN CMbICT
[OCTYMEH WM3y4yeHUIo JKCnepTamu, B TOM YMCNEe — KOMMbIOTEPHOMY aHanndy. Takoe M3yyeHue, unu aHanms,
BO3MOXHbI TOSIbKO Ha A13blke penpeseHTauun obLumx 3HaHui. MalnHHbIE 3HAHUS NPEACTaBNEHbI OHTONOIMEN
MO*3, noaTomy yMECTHO BBECTW MOHATUE OHTONMOrMYECKUN CMbICH. B npuHUMne, NposBREHHbIA CMbICH, €ro
3KCMEPTHOE TONMKOBAHME M OHTOMOMMYECKUA CMbICA — HE COBMAJAloT, HO PacXOXAEHUEe AOMKHO CBOAMUTLCS K
MUHUMYMY.

Y10 e npencTaBnsieT coboil OHTOMNOrMS C Mo3nUMin NpeacTaBneHnst cvbicna? ObLwas akcuoma, YTo «3HaHus
HecyT B cebe cMbicn» 0BOCHOBaHA KOPEHHbIM OMbITOM OOLIECTBEHHOrO pas3suTus. OCTaETcA YTOYHUTL U
(hopmann3oBaTh CBA3b MEXIY HUMMU.
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lMof4epkHEM, YTO KOHLIENTaMW OHTOMOMAW CMyXaT CNoBa €CTECTBEHHOrO A3blka. [ins HOCUTENS A3blka Ha3BaHMS
NPEAMETOB U AEACTBUAN UMEIOT M3HAYanbHbIA CMbICN [aXe BHE KOHTEKCTA CUTyauuu. OTO 3HAYMT, YTO Mpu
CrOBE «KYBLUMHY» Y HaC Cpa3y BO3HWKAET MOHUMAHME, «4YTO 3TO TaKoe», XOTs 6e3 NPOAOIIKEHUS! OHO JINLIEHO
Bonee rnybokoro — KOHTEKCTHOro cMbicna. Obpa3s KyBLMHA 4aBHO OCDOPMIEH B HALLEN NamMsATV B BUOE VMEHN
(nekcembl), obpasa w aTpubyTOB NMpeaMeTa; OH COCTaBMSET «MaTpuLy» JIMYHOTO OMbiTa W B TO XK€ BpEMS
SBNAETCA nemMeHToM 0asbl 3HAHWA YenoBeYecKoro obLiecTBa. OHATUE «KYBLUMH® COREPXMT Yy3yasnbHbIi
(TPaaMLMOHHBII) CMbICTT.

TpVBMaNbHOCTb AaHHbIX PACCYXAEHWA NMPUBOLWT K HETPUBMANBHOMY BbIBOAY: KOHLEMTbl OHTONOMM JOMKHBI
BbIOMPaTbCA M3 MHOXECTBA OCMbICIIEHHBIX 3IEMEHTOB 3HaHWS. [MOHATME «OCMBICTIEHHbI 3NEMEHT 3HAHWS»
PacnpoOCTPaHAETCA W Ha Takue MOHSATUS, KOTOpble HEOYEBUAHbI, HO KaXgoe WX HUX MMEET CMbICIOBOe
TONKoBaHWe nnbo B cnoeape EA, nnbo B GUONMOTEYHbIX MCTOYHMKAX M yuebHMKax. B npuHuune, cmbicroBas
nekcema ormkHa 6biTb NOHATHA NOMb30BaTEN0 6e3 MEHTANBHOIO HAMPSKEHNS.

Takum 00pa3oM, B Halleil, OHTOMOTMYECKOM KOHLENUWW 3a KaXObIM OHMOSI02UYECKUM MEPMUHOM
CKpblgaemcsl U3HayanbHbIl CMbICA. OTOT CMbICN NogaepxuBaeTcs 6a3oi 3HaHWM YenoBeYecTBa U B Hel
WHTEPNPETUpPyeTCS.

®opmanusaums

1. BBeaém NoHATME 3NeMEeHT CMbICNA, UM KOHCTPYKT oHTonoruun. [log atum Oygem noHMmaThb napy pasHbix
nekcem: A u B, koTopble Mexay coboit cBa3aHbl. PopmaT 3anucy KOHCTPYKTa OHTONMOMK: 3TO rpad ¢ AByMs
BepwuHamn: A—B. Kakum 06pa3om cBs3aHbl y3nbl — NOka He YTOYHAETCA. KOHCTPYKT MOXHO MOHWMATb Kak
[BYMECTHbIN npeaukat: «A cesizaHo ¢ By.

2. K anemeHTy cmbicnia MOXET ObITb MpUCOeaWHEH Opyron KOHCTPYKT: A—C, KOTOpbIN MMEET C NEpPBbLIM
O[MHaKoBbI y3en. [Ba oauHakoBbIX y3na crmBatoTcs B oguH. MNonyvaetcs nekcuyeckas uenouka: ( A—B—C ),
nmbo  nekcuyeckuit  rpad:  (A-B, A-C). [llpouecC MHOroKpaTHOrO  MpUCOEOMHEHUs  MopoXgaeT
OHTONOrMYecKyto ceTb (rpadp) u orpaHnyeH MHOXecTBOM noHaTMM Ef.  Tpady oHTOnmOrMM sBnseTcs
HanpaBeHHbIM, OAHAKO AOMYCKAOTCS NOKamnbHbIE LMKMNYHble 3amblkaHus: B-C .

3. CemaHTMueCcKOW TpaeKTopueW HasbiBaeTCs nogrpad) OHTOMNOTMYECKOro rpadha, KOTOPLIN HauyMHaeTcs B
HEKOTOPOM Y3Ne 1 3aKkaHuMBaeTcs B BepluMHe OHTonorun. CemaHTMYeckas TPaekTopus OCyLLecTBnseT
OVCKPETHbIA Nepexoq 0T Ha4anbHOro CoBa K KOHEYHOMY.

Mcnonb3ys dopmarnbHble NPeanochiiki 1 ONpedeneHne «3rieMeHTa CMbICNa» Kak KOHCTPYKTa OHTONOTUM:
A—B, nagum criegyloulee onpeaeneHne NOHATUS «MPOSIBIIEHHBIA CMbICIT», KOTOPLIN OTOOPaXEH B TEKCTOBOM
LOKYMEHTE.

MposieneHHbIM  CMLICIOM HEKOMOPO20 CES3HO20 MmeKcma senaemcss  CO8OKYNHOCMb
ceMaHmuyeckux mpaekmopull, —Kawxdas U3  KOMOPbIX HayuHaemcss 6  eepuuHe,
aKmueu3UpPOBaHHOU KIOYe8bIM CI08OM MeKCma («Ces3aHHOM KOHuenme») u .sensemcs
nodzpaghoM OHMoON02UYECKO20 2pacha.

3afaya CeMaHTUYeCKOro aHanu3sa Tekcra.

3aaaHa KoHLEeNTyarbHasi OHTOMNOMS U CUCTEMa MHTEPNPETaLW KOHLIENTOB W CBS3eM.

3apaH TekcT EA 1 COBOKYMHOCTbL KHOYEBbLIX CIIOB [AHHOrO TEKCTa, KOTOpble BblAeneHbl NMHMBUCTUYECKUM
MPOLIECCOPOM B Ka4eCTBe 3HaUMMbIX CMOB Auckypca. KnioueBble CrioBa akTUBM3NPYIOT CBSI3aHHbIE KOHLENTHI.

Ana Kax0020 CB5f3aHHO20 KOHUenma OHmMoso2uu Heob6xo0umMo  Halimu Ha OpuUeHMupPo8aHHOM
OHMOI102U4€CKOM epad)e ece CceMaHmMu4yecKue mpaeKkmopuu, Komopbie Ha4YuHaromcss e CesA3aHHOM
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KoHyenme, u cpedu Hux ébl0enumbL OOHY MPaeKmopur 02PaHU4eHHOU ONUHbLI, NPOXOOAWYO Yepe3
MaKCcUManbHOe YUC/10 KOHUenmoe oHMon02uu.

[Hns 3a0aHHO20 mekcma mpebyemcs no COBOKYNHOCMU K/TOYe8bIX C/108 NOCMPOUMb CO80KYNHOCMb
8bl0eJIeHHbIX CeMaHMUYecKUX mpaekmopull OHMOoI02UYeCK020 2padgha.
3apaya npuBeaeHa B 00LLEN (OPMYNMPOBKE. YMECTHO NPUBECTI HEKOTOPbIE MOSICHEHUSI.

1. Kaxpgas cemaHTM4eckas TpaekTopust IBNSETCS NPOEKLMENn TEKCTa Ha OHTONOTMYECKNE 3HAHUS W NIEKCUYECKU
BblpaXeHHble CMbICnbl. OHa HEMOCPEACTBEHHO YkasblBAaeT Ha TO, kakue cnosa BbiOpan aBTOp TekcTa Ans
BbIpa)XEHWS1 CBOEN MbICIM U KaK OH UX CBA3an Mexay coOou.

2.B npouecce aHanmn3a TekCTa AonyckaeTCa NONONHEeHNe OHTONOrN HOBbIMIA KOHLIENTAMU U CBA3AMU. I'IpM 3TOM

cTpenkam rpacga mMoryT ObiTb NMPUCBOEHbI 3HAYEHUSI, B3ATbIE HEMOCPEACTBEHHO M3 TeKkCTa. Torga KOHCTPYKT
A — B npespatutca B npeaukat: «A —Oelicmeue- By». Hanpumep: «CyGbekT — ybun — bpat». bnarogaps
AaHHOW npoueaype opManbHO-OHTONOMMYECKMN CMbIC TEKCTa MOXET ObiTb CyLIECTBEHHO YrnybneH u nyyie
MOHSAT.

AHanorum un pe3ynbTathbl

MMpeanoxeHHbIn  OpManbHO—OHTONOMMYECKUA NOAXOA K OOHApYKEHWIO MPOSIBMIEHHOrO B TEKCTE CMbICna
npeanonaraeT psg onepauui, KOTopble MOryT ObITb COMOCTaBMEHbI C NPOYEccaMu NO3HaHUS CYLHOCTEN.
[encTBUTENbHO, KaK CReayeT M3 HeMpodU3NONOrNYECKUX M HEMPOMMHIBUCTUYECKUX NpefcTasneHuit [7, 8],
YenoBeK BblAensieT CYLWHOCTb cumyayuu n GopmupyeT e€ embicn. CyLHOCTb CUTYaLuM acCouumpyoTes ©
cucTemon BO3OYKOEHHBIX MEHTanbHbIX MOZENel — BHYTPeHHen 0a3oi 3HaHMIA, U ecru roTtoBasi CMbICHOBas
CTPYKTYpa (MaTpuua) MMeeTCs, TO OHa «Yy3HaETCA» U He MeHsIeTCs. B npoTMBHOM criyyae B namMsiTu Yenoseka, B
cuctemMe Mogenen cpefbl, BO3HWKAKT HOBbIE CBA3M, HOBbIE MOHATWSA U KNacTepbl MOHATUIA. VX MOXHO NOHMMATb
KaK HOBbIE 3HAHUS.

Ecnu npoBoanTb (hyHKUMOHANbHbIE Mapannenu, TO OHTONMOMMS CRYXWUT BHelWwHen 6a3oi 3HaHWW. AnroputMm
CEMaHTUYECKOrO aHann3a HaxoguT B TEKCTE KIYEBbIe CMOBa, KOTOpble MPOSBASIT «CYLWHOCTbY CUTYaLUM.
Ecnun cnoBo «y3HaETCsA» OHTOMNOrMEN, TO aKTUBM3MPYETCA afeKBaTHbIN EMY KOHLENT, KOTOPbLIN, B CBOK o4epesb,
«B030yKOaeT» cocepHne KoHLenTbl. Bo3HMKaeT «uenHas peakuus» COeAMHEHUS «M3HAYanbHbIX», KOHTEKCTHO-
cBOBOAHBLIX CMbICIIOB (3aAaHHbIX CBOMMM WMMEHaMu) B CBSA3HYIO CUCTEMY — CEMAHTMYECKYID TPAEKTOPMIO.
CemaHTH4eckas TPAeKTOpUs OpraHU3yeT «MOHMMAaHWE» Kak CMbICMOBYIO VHTEpPNpPeTaLmio TeKCTa B KOHTEKCTE
0BLLMX OHTONOTMYECKUX 3HAHWH.

Ecrv o6reyb BbiAENeHHyK rpaduyeckytlo CTPYKTYpY B rpaMMaTUYeckit NpaBuIbHOE YTBEPKAEHUE, TO NOMyYnM
OHMoso2uyeckuli CMbIC K04Ye8020 cr108a. COBOKYMHOCTb TPAEKTOPUA, KOTOpas MonyyeHa B pesyrbTate
CEeMaHTMYeCcKoro aHanu3a MONHOMO TEeKCTa, SBNSIETC UHMe2pasibHbIM  OHMOJI02UYECKUM  CMbIC/IOM
mekcma.

CBA3HOCTb CEMAHTMYECKOrO TONKOBAHWS 3adaHHOrO TEKCTa (I'IpVI yCnoBuu, 410 NINHIBUCTMYECKNIA npoteccop
npasuibHO BbI6paJ'I KIlo4eEBLIE cnosa) rapaHTUPyeTCa CBA3AMU BHYTPU OHTOJIOTUM.

KroueBble CnoBa TekcTa, KOTOpble B OHTOSOrMKU HE NpoABNEHbl, HO UMEKT NpeanKaTBHble CBA3N C APYrMU
cnosamu, NpoABNEeHHbIMU B OHTOSTOTUK, MOTYT ObITb 3aKpenneHbl B CTPYKTYpe HOBbIMM KOHLENTaMn 1 CBA3AMMN.

BbiBOAbI

HoBbIn noaxog K hopmanbHOMy NPEACTABMNEHMI0 CMbIca 0a3upyeTcs Ha NMPsAMON CBS3W CMbicna ¢ ofLwmMm
3HaHWAMM YenoBeka 0 Mupe. 3HaHusi NPEACTaBNEHbI KOHLENTyanbHON OHTONMOMEN, a dreMeHTapHble CMbICTbI
npeacTaBnexbl KOHCTPYKTaMU CeTU — OBYMECTHbIMU npefukatamu. 3a KaxabiM KOHLENTOM 3aKpennéH ero
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MMEHOBAHHbIN (M3HaYanbHbIN) CMbICH, KOTOPbI 63 MEHTAMNBHOMO HANPSKEHUS ACEH YESOBEKY, U B TO Xe BpeMs
B [€eKnapaTuBHOW (hOpMe OH packpbiBaeTcs B ONyONMKOBAHHLIX WCTOYHWMKAX — MHTEpMpeTaTopax 3HaHui.
lMpouedypa cemaHTMYeckoro aHanusa EA TekCTOB BbIMMSAWMT Kak «MpopacTaHue» B OHTONOMMYECKOW CETM
CBSi3eM, aKTUBM3MPOBAHHBIX KMKOYEBLIMM CIOBaMM TekcTa. PelueHneM 3agayn KOHTEKCTHOTO aHanmaa 3HaumMMmoro
CrnoBa SBRSeTCs nogrpad OHTONOMMYecKkoro rpada, Has3BaHHbLIN CEMaHTUYECKON TPaekTopueit, a pesynbTaToMm
CEMaHTWYECKOrO aHammaa BCEro TeKCTa CRYXWT COBOKYMHOCTb TpaekTopui. CemaHTudyeckas TpaekTopus
PEKOHCTPYMPYET MPOSIBAEHHbIN B TEKCTe CMbICn B hopMaTe AMCKPETHO-KOHLENTyanbHOro npeacTaBneHns,
KoTOpOe 3aTeM (Npu HeobX0AMMOCTM) MOXKET ObiTb NPeobpa3oBaHO B hopMaT eCTECTBEHHOMO A3bIKa.
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Neural Nets

SELF-LEARNING FUZZY SPIKING NEURAL NETWORK
AS ANONLINEAR PULSE-POSITION THRESHOLD DETECTION DYNAMIC SYSTEM
BASED ON SECOND-ORDER CRITICALLY DAMPED RESPONSE UNITS

Yevgeniy Bodyanskiy, Artem Dolotov, Iryna Pliss

Abstract: Architecture and learning algorithm of self-learning spiking neural network in fuzzy clustering task are
outlined. Fuzzy receptive neurons for pulse-position transformation of input data are considered. It is proposed to
freat a spiking neural network in terms of classical automatic control theory apparatus based on the Laplace
transform. It is shown that synapse functioning can be easily modeled by a second order damped response unit.
Spiking neuron soma is presented as a threshold detection unit. Thus, the proposed fuzzy spiking neural network
is an analog-digital nonlinear pulse-position dynamic system. It is demonstrated how fuzzy probabilistic and
possibilistic clustering approaches can be implemented on the base of the presented spiking neural network.

Keywords: computational intelligence, hybrid intelligent system, spiking neural network, fuzzy receptive neuron,
fuzzy clustering, automatic control theory, analog-digital system, second order damped response system.
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Recognition]: Models — Fuzzy set, Neural nets; 1.5.3 [Pattern Recognition]: Clustering — Algorithms.

Conference: The paper is selected from Seventh International Conference on Information Research and Applications —
i.Tech 2009, Varna, Bulgaria, June-July 2009

Introduction

Among a variety of computational intelligence means for data processing in the absence of a priori information
[Haykin, 1999; Sato-llic, 2006], self-learning spiking neural networks (SLSNNs) are attracting growing attention
both as biologically more realistic models than neural networks of the previous generations [Hopfield, 1995;
Gerstner, 2002] and as considerably fast and computationally powerful processing systems [Natschlaeger, 1998;
Maass, 1997]. For the last decade, SLSNNs have been successfully used in complex data processing problems
solving, particularly in satellite image processing [Bohte, 2002]. Moreover, hybrid intelligent systems combining
SLSNNs and fuzzy methodology approaches, known as self-learning fuzzy spiking neural networks (SLFSNNSs),
revealed a new area where spiking neural networks can be successfully applied, namely fuzzy clustering tasks
[Bodyanskiy, 2008a-d].

Although spiking neural networks are becoming a popular computational intelligence tool for various technical
problems solving, their architecture and functioning are treated in terms of neurophysiology rather than in terms of
any technical sciences apparatus.
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In this paper, a technically plausible description of a spiking neural network is introduced. It is proposed to define
a spiking neural network in terms of well-known and widely used apparatus of classical automatic control theory
based on the Laplace transform. It is shown that a spiking neural network is a pulse-position threshold detection
system based on second-order damped response units. Such kind of description allows of, on the one hand,
using it as an analog-digital system in technical problems solving. On the other hand, spiking neural network
architecture and functioning formalizing simplifies the further spiking neural networks theoretical research.

Self-Learning Fuzzy Spiking Neural Network Architecture

A self-learning fuzzy spiking neural network is depicted on Figure 1. As illustrated, it is a heterogeneous three-
layered feed-forward neural network with lateral connections in the second hidden layer.

by (x(K))

Fuzzy Clustering :
Layer Mé(X(k))
H (x(K))

Figure 1. Self-learning fuzzy spiking neural network architecture

The first hidden layer performs pulse-position transformation of nx1-dimensional input patterns x(k) (here,

k=01,...,N is a pattern number) to the input vector of spikes S(t—t[O](x(k))) where each spike is defined by its
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firing time (8(-) is the Dirac delta function). The transformation is performed by population coding that implies
that an input x;(k), i=12,..,n, is processed at the same time by a pool of h fuzzy receptive neurons FRN;,
[=12,..,h.

Clusters detection takes place in the second hidden layer that consists of m spiking neurons SN;, j=12,...,m
(m is a number of clusters to be detected). They are connected with neurons of the previous layer by multiple
synapses MS; . After learning phase, a spiking neuron SN; emits outgoing spike 8(t—t5.1](x(k))) for each input
pattern x(k), and the neuron firing time defines the distance of the input pattern to the neuron’s center.

The third layer processes distances of the input patterns to spiking neurons’ centers, performs fuzzy partitioning,
and produces the membership levels uj(x(k)), j=12,...,m.

It is worth to note that two first hidden layers form conventional architecture of SLSNN [Bohte, 2002]. In case of
such network using, the cluster that an input pattern belongs to is determined by the earliest fired spiking neuron.

Fuzzy Receptive Neurons

Architecture of fuzzy receptive neurons of the first hidden layer [Bodyanskiy, 2008¢] is identical to the one of
receptive neurons that were proposed to perform population coding in SLSNNs [Bohte, 2002]. The difference
between them is an interpretation of their functioning and the method of activation functions setting.

As a rule, a receptive neuron activation function is bell-shaped (Gaussian usually), and activation functions of the
neurons within a pool are shifted, overlapped, and of different widths. In a general case, firing time of a spike
emitted by receptive neuron lies in a certain interval [0, t},?;x] referred to as a coding interval and is defined by the

expression
190060 = 182, - w6 - o )] ()

where \_oj is the floor function, ys(e,e), c,[io], and o; are the receptive neuron’s activation function, center, and
width respectively.

One can readily see that the layer of receptive neurons pools is identical to a fuzzification layer of neuro-fuzzy
systems like Takagi-Sugeno-Kang networks, ANFIS, etc [Jang, 1997]. Considering activation function (x,-(k))

as a membership function, the receptive neurons layer can be treated as the one that transforms input data set to
a fuzzy set that is defined by values of activation-membership function v, (x,-(k)) and is expressed over time
domain in form of firing times t,[,-O](x,(k)). In fact, each pool of receptive neurons performs zero order Takagi-
Sugeno fuzzy inference [Jang, 1997]

IF x;(k) IS X; THEN OUTPUT IS ¢!, 2)

where X is the fuzzy set with membership function v (x;(k)). Thus, one can interpret a receptive neurons
pool as a certain linguistic variable and each receptive neuron (more precisely, fuzzy receptive neuron) within the
pool - as a linguistic term with membership function v, (x,-(k)). This way, having any a priori knowledge of data

structure, it is possible to adjust activation functions of the first layer neurons to fit them and thus, to get better
clustering results.

Spiking Neuron as a Nonlinear Dynamic System

Spiking neuron as a nonlinear dynamic system is depicted on Figure 2. As illustrated, multiple synapses of
spiking neuron SN, transform the incoming pulse-position signal to a continuous-time form, and its soma

transforms the incoming continuous-time signal back to pulse-position form.
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In a scope of automatic control theory [Goodwin, 2001; Phillips, 2000; Dorf, 2001], multiple synapse MSj; is a

dynamic system that consists of different time delays, second-order damped response units, and adjustable gains
that are connected in parallel. Each group of time delay, second-order damped response unit, and gain form a
subsynapse of multiple synapse. As a response to incoming spike, the subsynapse produces delayed weighted

postsynaptic potential uf,,(t) , and the multiple synapse produces total postsynaptic potential u;(f) that arrives

to spiking neuron soma.
Transfer function of a second-order damped response unit with unit gain factor is
1 1
G(s) = = ,
(145 +1) (o8 +1) risz + T35 +1 ©

[ 2
. T T b .
where s is the Laplace operator, T, = ?31 73— 1, 1421y, 13> 21,,and its impulse response is

g(t) = 1 [e_é—e_é) (4)

Putting 74 =, (that corresponds to a second-order critically damped response system) and applying I'Hopital's

rule, one can obtain

g(t) :ge i (5)
Comparing a spike-response function [Gerstner, 2002]
elf) = Lot 6)
T
where 1 is the membrane potential decay time constant, with (5) leads us to the following expression:
g(t) = etg(t). (7

Thus, transfer function of the second-order critically damped response unit whose impulse response corresponds
to a spike-response function is

s) = L 8
(ts+ 1)2 . ®)
Taking into account (8), transfer function of the p -th subsynapse of MS; takes form
rWple1—d”s
UB(s)=——, 9)
I (’CS + 1)2

where wﬁ, and d” are synaptic weight and time delay of the subsynapse.

The Laplace transform of a spike 6(1‘ - t,[,-o](x,-(k))) is

{101
Liple— %, (k)= 002, (10)
so taking into account transfer function of multiple synapse MS;

_gP
q Twpe1ds

Uj,,-(s)=iju;;,(s) = (11)
p=1

where qis a number of subsynapses within a multiple synapse, the Laplace transform of the multiple synapse
output can be expressed in the following form:

b 1-d%s p I K0)+d?

(ks _
p=1 (TS + 1)2 p=1 (TS + 1)2

uj(s)=e ji(s)=e
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Here it is worth to note that since it is impossible to use 6 -function in practice [Phillips, 2000], it is convenient to
model it with impulse of a triangular form as shown on Figure 3. Such impulse is similar to a biological spike and
satisfies the condition

A"To p(t, A)=3(t). (13)

p(t,A)

>[N

A 0 A
2 2

Figure 3. Triangular impulse

The Laplace transform of spiking neuron SN; membrane potential can be expressed as follows:

0 b g e

us) =y 3>~ - (14)

i=1 1= p=1 (x5 +1)

Spiking neuron soma firing behavior is modeled by an element relay with dead zone 0, that is defined by
nonlinear function
_sign(u —0;) +1

f(u) 5 ; (15)

and a derivative unit with transfer function

Gp(s)=$ (16)
being connected in series.
At the instance when soma membrane potential u;(t) reaches the firing threshold 0, the element relay triggers
and emits the Heaviside step functions on its output. Differentiating the latter gives an outgoing spike
6(1‘ —tE.”(x(k))). Thus, spiking neuron soma functions as a threshold detection unit.
During learning phase, on each learning epoch, the temporal Hebbian rule updates weights of the spiking neuron-
winner in the following way [Natschlaeger, 1998; Bohte, 2002]: the weights of those subsynapses which
contributed to the neuron’s firing are strengthened, whereas weights of subsynapses which did not contribute are
weakened. Thus, weights are adjusted to move the center of the neuron-winner closer to input pattern. Lateral

inhibitory connections in the second hidden layer are used only during the learning to implement ‘winner-takes-all
mechanism. After learning phase is complete, the lateral connections are disabled.

Output Fuzzy Clustering Layer

The output layer, namely output fuzzy clustering layer, takes firing times of spikes S(t—t[”(x(k))) arriving from
the second layer, and either performs fuzzy partitioning of the input patterns x(k) using probabilistic approach
[Bodyanskiy, 2008a, b]
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2’ (17)

where C is the fuzzifier that determines boundary between clusters and controls the amount of fuzziness in the
final partition, or possibilistic approach [Bodyanskiy, 2008d]
N

wi(x(k)=| 1+ M - , (18)

A =2 : (19)

It is readily seen that the output layer evaluates fuzzy membership similarly to well-known fuzzy c-means or
possibilistic c-means algorithms [Bezdek, 2005] — depending on the used approach.

Output fuzzy clustering layer is disabled during learning phase and is used on classification phase only.

Conclusion

Spiking neural networks are more realistic models of real neuronal systems than artificial neural networks of the
previous generations. Nevertheless, they can be described in a strict technically plausible way. Treating a spiking
neural network in a scope of automatic control theory, it is easily seen that spiking neuron synapse is nothing
other than a second-order damped response system, and the soma is a threshold detection system. Spiking
neural network implemented on their basis is an analog-digital nonlinear dynamic system that conveys and
processes information both in pulse-position and continuous-time forms. Such precise formal description of
spiking neural network architecture and functioning presents a significant step toward evolving of artificial neural
networks theory as a part of computational intelligence paradigm.
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PERFORMANCE COMPARISON OF MATLAB AND NEURO SOLUTION SOFTWARE
ON ESTIMATION OF FUEL ECONOMY BY USING ARTIFICIAL NEURAL NETWORK

Hakan Serhad Soyhan, Mehmet Emre Kilic, Burak Gokalp, Imdat Taymaz

Abstract: In the world, scientific studies increase day by day and computer programs facilitate the human’s life.
Scientists examine the human’s brain’s neural structure and they try to be model in the computer and they give
the name of artificial neural network. For this reason, they think to develop more complex problem’s solution. The
purpose of this study is to estimate fuel economy of an automobile engine by using artificial neural network (ANN)
algorithm. Engine characteristics were simulated by using “Neuro Solution” software. The same data is used in
MATLAB to compare the performance of MATLAB is such a problem and show its validity. The cylinder,
displacement, power, weight, acceleration and vehicle production year are used as input data and miles per
gallon (MPG) are used as target data. An Artificial Neural Network model was developed and 70% of data were
used as training data, 15% of data were used as testing data and 15% of data is used as validation data. In
creating our model, proper neuron number is carefully selected to increase the speed of the network. Since the
problem has a nonlinear structure, multi layer are used in our model.

Keywords: Artificial Neural Network, Fuel Economy

Conference: The paper is selected from Second International Conference "Intelligent Information and Engineering Systems"
INFOS 2009, Varna, Bulgaria, June-July 2009

1. Introduction

Since the advent of the diesel engine over a century ago, a huge number of research studies have been
conducted to improve the engine performance, decrease the engine fuel consumption and reduce the unwanted
exhaust emissions. The il crisis of the 1970s accelerated the interest of using alternative fuels for diesel engines
although diesel fuel has remained as the main fuel [1].

ANN technique has been used for modeling the performance of various thermal systems [2-5]. Recently, ANNs
have been applied to estimate various performance parameters of internal combustion engines. This approach
was used to predict the performance and exhaust emissions of diesel engines [6,7]. Several studies may be
found in different areas of science making use of artificial neural-network [8]. The ANN approach has been
applied to predict the performance of various thermal systems. [2]

In this study of a work already in Neuro Solution program using data on fuel economy with the help of Matlab
NNTOOL convergence has been made.

2. Modeling with the ANN

Engine characteristics as the number of cylinders, displacement, power, weight, acceleration and vehicle
production year and a miles per gallon (MPG) values as data is used. 70% of the data are the training data
values, 15% are the test data and the rest are validation data. Training for data entry in the matlab environment
can be transferred after transpose "input" will be saved with the name. Same target values in the "target" will be
saved with the name. Test data input and target values "test_input" and "test_target" names, validation of data
input and target values "validation_input" and "validation_target" is saved as. In this study, type of network as
feed-forward back prop, education function trainlm as the performance criteria used as the MSE, and this was
accepted as constant parameters. Experience and experimentation has been identified as 3, after the number of
layers. One will be used between layers of neurons and activation function is the selection of.
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The architecture of the ANN for the engine with the input and output parameters is schematically illustrated in
Fig.1. The input layer has six neurons corresponding to the three input parameters: cylinder numbers,
displacement, engine power, engine weight, acceleration and distance with one-gallon fuel. The number of
neurons must be considered in selection. Increase in the number of neurons slows down the neuronal network.
This is why we try to capture the optimum number of neurons.

- L (o~

=] ] 12 1

Fig.1. Structure of the ANN for modeling the test

The performance of an ANN model is noticeably affected by the number of hidden layers and the number of
nodes in each hidden layer. By trial and error with different ANN configurations, the optimal number of hidden
layers and that of neurons in the hidden layer were selected as one and five, respectively. The activation function
in the hidden and output layers was chosen as hyperbolic tangent sigmoid function.

In order to develop an ANN model for the engine, experimental data was divided into training data, test sets and
validation data. While 70% of the data set was randomly assigned as the training set, the remaining 15% was
employed for testing the performance of the ANN predictions. The input vectors with three variables and their
corresponding target vectors with six variables in the training set were presented to the network for training it in
three separate groups.

The training set of each group consisted of 63 input-output pairs, corresponding to 70% of the data set containing
the results of 20 tests in each group. Using the training process was terminated when the maximum number of
epochs was exceeded or the performance goal was met. Finally, the input vectors from the test data set were
presented to the trained network and the network predictions were compared with the experimental outputs for
the performance measurement.

=) Network: network

Wiewy Initialize Simulate Train Adapt | Weights
Training Infa Training Farameters Optional Info
epochs B3 mu_dec 01
goal 0 mu_inc 10
max_fail ] mu_max 10000000001
mem_reduc |1 show 25
rmin_grad 1e-010 time In®
gl 0.001
Manager |[ close | Train Netwerk

Fig.2. Training parameters are entered

The test data set contained 6 input-output pairs for each group, corresponding to the 15% of the data set
containing the results of 63 tests in each group. The computer code for training the ANN and measuring its
performance was implemented under MATLAB environment.
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10°
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Fig.3. Network error values in Matlab

Under the training curve of Figure 3 test curves that are seen as having less value error. The above network has
a problem such as going to memorize. The error in the program for solution of neuron 2.33601 x 10-# obtained
better results have been obtained (Figure 4).

0.25
0.2

015 4
w ini L]
@ —— Training MSE
= . —— Cross Validation MSE

0.05 _L

1] f t t t f f f t f t

1 a0 1% 178 237 286 355 414 473 532 59

Epoch

Fig.4. Network error values in Neuro Solution
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Fig.6. Desired output and actual network output in Neuro Solution

As seen in Figure 5 and figure 6 desired values are reached but some peak points couldn’t be reached. It is not
possible to reach actual values one to one. Purpose is to reach for the nearest target. This data set excluded from
the next peak value is considered, as seen in Figure 7 result in suspension of the target value has been opposed.
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Fig.7. Desired output and actual network output in Matlab after deleted peak values

The ANN is trained, any data input from outside the training set according to the values to generate output. This
process is called simulation. During the simulation normalized inputs are simulated in ANN. Be obtained from the
value for normalizing the output value will be converted back to normal values are obtained. The following section
shows how to make the simulation process:

input(;,275)=[8;302;139;3570;12.8;78];
a=premnmx(input);
b=sim(network1,a);
c=postmnmx(b,mintn,maxtn);
result=c(:,275)
result = 19.3208 (in Matlab)
result=20.2 (in Neuro Solution).

Final result have been obtained in Neuro Solution

3. Results and Discussion

Comparisons between the ANN-predicted and experimental output parameters of the engine are shown in Figs
1-7. The comparisons in all graphics were made using data only from the test set, which was not introduced to
the ANN during the training. In this work we show that ANN can be trained with engine characteristics and target
MPG values. Here, we trained ANN to simulate the data set from outside the engine to the engine characteristics
by estimating the MPG.
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THE USAGE OF NEURAL NETWORKS FOR THE MEDICAL DIAGNOSIS

Kateryna Malyshevska

Abstract: The problem of cancer diagnosis from multi-channel images using the neural networks is investigated.
The goal of this work is to classify the different tissue types which are used to determine the cancer risk. The
radial basis function networks and backpropagation neural networks are used for classification. The results of
experiments are presented.

Keywords: neural networks, backpropagation, RBF, uterine cervix, cancer, classification.
ACM Classification Keywords: 1.5.1 Pattern Recognition - Neural nets

Conference: The paper is selected from XVt International Conference "Knowledge-Dialogue-Solution” KDS 2009,
Varna, Bulgaria, June-July 2009

Introduction

The possibility of uterine cervix cancer diagnosis is considered in this work. Such problem appeared from the
necessity of early diagnostic of disease using the computer system, which would help the doctor to define the
tissues with the high risk of the cancer transformed tissue appearance. The system is based on the assumption
that the optical characteristics of healthy cells and diseased cells differ and this difference is more significant then
variations in such characteristics among cells that belong to different people. At medical university of Arizona
(USA) the optical system which in addition to the usual colposcopy testing provides multichannel images of
uterine cervix tissue was introduced. Multichannel images of 108 patients were produced. Simultaneously, the
same patients were examined by a doctor. The examination consisted of biopsy of certain tissue areas which
were sent to a pathologist for an analysis. Biopsy areas were defined on the image and compared with its results.
This information was used to develop the risk areas recognition algorithm based on comparison of a multichannel
picture, biopsy results, and doctor’s diagnosis. Based on obtained information, it is possible to create the system
that allows to perform early diagnostics [Schoonmaker J. 2007].

Statement of the problem

According to the medical statistics, the uterine cervix cancer takes the fourth place among women oncological
diseases, (after the stomach, skin, and breast cancer). Primary colposcopy examination of the patient defines the
necessity of making biopsy and the further consultation of the oncologist [Bopobbesa J1. /. 2008]. The computer
system considered in this work can be used by a doctor for preliminary diagnostics of a cancer by determining the
presence of certain tissue types without conducting a biopsy. The European Expert Group developing the
European generalized training program, has offered the following classification of UC epithelium transformation:
SEA (squamous epithelial abnormalities) - benign changes of the flat epithelium, columnar without the changes,
allowing to assume CIN, Squamous cell changes - changes flat epithelium without accurate signs of a tumor,
CIN-I - the least risky type, represents only mild dysplasia, or abnormal cell growth, CIN-Il - moderate dysplasia
confined to the basal 2/3 of the epithelium, CIN-III - severe dysplasia that spans more than 2/3 of the epithelium,
and may involve the full thickness (CIS - carcinoma in situ).[ Koss L.G. 1989] The purpose of this work is the
development of computer system which can correctly classify different tissue types (SEA, CIN-I, I, 1ll) by
multichannel images using neural networks (NN).
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Methods

Backpropagation neural networks employ one of the most popular neural network learning algorithms, the
Backpropagation (BP) algorithm. It has been used successfully for wide variety of applications, such as speech or
voice recognition, image pattern recognition, medical diagnosis, and automatic controls.

The backpropagation algorithm trains a given feed-forward multilayer neural network for a given set of input
patterns with known classifications. When each entry of the sample set is presented to the network, the network
examines its output response to the sample input pattern. The output response is then compared to the known
and desired output and the error value is calculated. Based on the error, the connection weights are adjusted.
The backpropagation algorithm is based on Widrow-Hoff delta learning rule in which the weight adjustment is
done through mean square error of the output response to the sample input.[3aiueHrko F0.M1. 2004]

RBF Neural Networks

Radial Basis Functions are powerful techniques for interpolation in multidimensional space. A RBF is a function
which has built into a distance criterion with respect to a centre. Radial basis functions have been applied in the
area of neural networks where they may be used as a replacement for the sigmoidal hidden layer transfer
characteristic in Multi-Layer Perceptrons. RBF networks have two layers of processing: In the first, input is
mapped onto each RBF in the 'hidden’ layer. The RBF chosen is usually a Gaussian. In regression problems the
output layer is then a linear combination of hidden layer values representing mean predicted output. The
interpretation of this output layer value is the same as a regression model in statistics. In classification problems
the output layer is typically a sigmoid function of a linear combination of hidden layer values, representing a
posterior probability. Performance in both cases is often improved by shrinkage techniques, known as ridge
regression in classical statistics and known to correspond to a prior belief in small parameter values (and
therefore smooth output functions) in a Bayesian framework. [Domagoj Kovacevic, Sven Loncaric 1997]

Approximators with local basis
RBF NN looks like perceptron with one hidden layer, carrying out nonlinear reflection

R = R" VT Zhi¢(wi,x) , being a linear combination of basic functions. But unlike perceptrons where

these functions depend on projections to a set of hyperplanes O (Wx) | In the RBF NN functions which depend

Jo(@)=e

on distances to basic centers (often Gaussian) are used: y= Zhi¢f Qw,- -

Both sets of basic functions provide
possibility of approximation of any
continuous function with any accuracy.
The main distinction between them is the
method of information coding on a
hidden layer. If perceptrons use global
variables (sets of infinite hyperplanes)
RBF networks depend on the compact
spheres surrounding a set of basic Fig. 1. Global (perceptron) and local (RBF NN)
centers (fig. 1). methods of approximation.

In the first case all neurons of hidden

layer participate in approximation in a area of any point, in the second case - only the nearest neurons. As
consequence of such inefficiency, in the latter case the quantity of the support function necessary for
approximating with set accuracy exponentially increases with dimension of space. It is the main disadvantage of
networks of radial basis [5].

Advantages RBF networks have the advantage of not suffering from local minima in the same way as Multi-
Layer Perceptrons. This is because the only parameters that are adjusted in the learning process are the linear
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mapping from hidden layer to output layer. Linearity ensures that the error surface is quadratic and therefore has
a single easily found minimum. In regression problems this can be found in one matrix operation. In classification
problems the fixed non-linearity introduced by the sigmoid output function is most efficiently dealt with using
iteratively re-weighted least squares.

Data preprocessing

Many indicators have high correlation. It can have negative impact on the neural networks work and classification
of the tissues on normal/abnormal. For this purpose in order to avoid potential problems in two cases indicators
have been changed. In one case, only a subset of indicators with correlation <0,95 was used for neural network
training (defined experimentally). In other case, the Principal Component Analysis was used, indicators have
been transformed to a set of independent non correlated indicators. [M.C. Jones and R. Sibson 1987]. These
methods should improve the functioning of a neural network and increase accuracy of classification.

Experiments results

There are the diagnoses of two doctors representing presence of each of 6 possible types of tissues (Squamous,
Columnar, SEA, CIN1, CIN2, CIN3). The following tables present the results of applying the neural networks.
During the experiments, the Cross validation method was used. Cross-validation is a technique for assessing
how the results of a statistical analysis will generalize to an independent data set. It is mainly used in settings
where the goal is prediction, and one wants to estimate how accurately a predictive model will perform in practice.
One round of cross-validation involves partitioning a sample of data into complementary subsets, performing the
analysis on one subset (called the training set), and validating the analysis on the other subset (called the
validation set or testing set). To reduce variability in the overall assessment of generalizability, multiple rounds of
cross-validation are performed using different partitions, and the validation results are averaged over the rounds.

Tables 1 through 6 show the mean square error (MSE) for four types of neural networks (NN), namely
Backpropagation Conjugate gradient NN, Backpropagation Quasi Newton NN, Backpropagation Scaled
Conjugate gradient NN, and RBF NN each with two methods of data preprocessing (a subset of indicators with
correlation <0,95 and the indicators transformed using PCA) for the following tissue types: Squamous, Columnar,
SEA, CIN1, CIN2, and CIN3.

Table 1. RMSE for the 1-st tissue (Squamous)
BP Conjugate gradientBP Quasi NewtonBP Scaled Conju-gate gradientRBF NN
RMSE(>0,95) 0,0607 0,0593 0,0499 0,0325
RMSE(PCA) 0,0502 0,0621 0,0507 0,0326
As seen from Table 1 RBF network gives the least error, thus both methods of data preprocessing are equivalent.

Table 2. RMSE for the 2-nd tissue (Columnar)
BP Conjugate gradientBP Quasi NewtonBP Scaled Conjugate gradientRBF NN
RMSE (>0,95) 0,0459 0,0457 0,0449 0,0295
RMSE (PCA) 0,0471 0,0480 0,0408 0,0297
As seen from Table 2 RBF network gives the least error, thus both methods of data preprocessing are equivalent.

Table 3. MSE for the 3-rd tissue (SEA)
BP Conjugate gradientBP Quasi NewtonBP Scaled Conjugate gradientRBF NN
RMSE (>0,95) 0,0561 0,0530 0,0492 0,0244
RMSE (PCA) 0,0580 0,0577 0,0582 0,0247
As seen from Table 3 RBF network gives the least error, thus both methods of data preprocessing are equivalent.
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Table 4. MSE for the 4-th tissue (CIN1)
BP Conjugate gradientBP Quasi NewtonBP Scaled Conjugate gradientRBF NN
RMSE (>0,95) 0,0462 0,0852 0,0408 0,0220
RMSE (PCA) 0,0817 0,0958 0,0458 0,0224
As seen from Table 4 RBF network gives the least error, thus both methods of data preprocessing are equivalent.

Table 5. MSE for the 4-th tissue (CIN2):
BP Conjugate gradientBP Quasi NewtonBP Scaled Conjugate gradientRBF NN

RMSE (>0,95) 0,0427 0,0497 0,0345 0,0158
RMSE (PCA) 0,0392 0,0500 0,0352 0,0158
As seen from Table 5 RBF network gives the least error, thus both methods of data preprocessing are equivalent.

Table 6. MSE for the 4-th tissue (CIN3):
BP Conjugate gradientBP Quasi NewtonBP Scaled Conjugate gradientRBF NN

RMSE (>0,95) 0,0734 0,0789 0,0739 0,0305
RMSE (PCA) 0,0656 0,0755 0,0877 0,0306
As seen from Table 6 RBF network gives the least error, thus both methods of data preprocessing are equivalent.

Conclusion

- The results of experiments proved that NN are applicable for solving problems described in this paper.
- Experiments showed that RBF network always gives the best results.

- Different methods of data preprocessing improves the NN performance. Both methods proved to be
sufficiently effective.

- The developed approach of uterine cervix cancer diagnostics using NN can be recommended for further
clinical approbation.
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WHCTPYMEHTANbHAS CPEA ANA UCCNEOOBAHUA 3BONIOLUMOHHbBIX
CTPATEIMA C UICMNONIb30OBAHWEM HEMPOCETEBbLIX METAMOJEJEN

Masen AdoHuH

AHHOmauyus: B cmambe npedcmagneHa UHCmpyMeHmarnbHas cpeda 0ns uccredosaHusi 380THOULOHHbBIX
cmpameautl, Komopble UCNOMb3YIOM MexaHu3M annpoKcumayuu ueneeol (hyHKUUU ¢ NOMOWbK annapama
HelpoHHbIX cemed. lMpusodumces onucaHue anzopumma 380/1ILUOHHOU cmpameauu U NodXodbl K NOCMPOEHUI0
memamodenel. PaccMompeHbi cywecmsyroujue Ha ce200HAWHUU OeHb an2opummbi ONMUMU3ayuU Ha 0CHOge
980/IOUUOHHBIX cmpameauli u memamodened. Ommedaemcsi akmyanbHOCMb NPUMEHEHUS MeXaHU3MO8
adanmayuu 8 makux anzopummax. OnucaHbl OCHO8HbIE hYHKUUU U 803MOXHOCMU UHCMPYMeHmarnbHoU cpedb!.
Cpedcmeom peanusayuu sensiemcs npoepammHbIl nakem MatLab v.7.1.

Knioyesnie cnoga: UHCMpPpyMeHmaribHas cpeda, 380/MHOYUOHHAs cmpameausi, HelpoHHas cemb, Memamoders,
onmumu3ayus.

Conference: The paper is selected from XVt International Conference "Knowledge-Dialogue-Solution” KDS 2009,
Varna, Bulgaria, June-July 2009

BBeaeHue

B nocnegHme HeCKOMbKO NET 3BOMIOLMOHHbBIE anrOpUTMbI HALLMW LWMPOKOE NPUMEHEHWe ANs peLleHns 60nbLIoro
yucna CNOXHbIX 3a4ay ONTUMM3ALMN, TaKUX Kak: 3a4a4qv ONTUMArbHOrO NPOEKTUPOBaHMS, 3a4aduu ONTUMAnbHOro
yNpaBneHusi, 3a4ayu ONTMMW3aLMM Ha OCHOBE MMWTALMOHHOTO MOLENMPOBAHWS W MHOTMX APYrUX 3ajau,
TpeOyHoLMX NPUMEHEHNSt METOOB rnobanbHoi onTumMmuauumu. OgHaKko, BO MHOTUX cryyasix, TpebyeTcs Gonbluoe
YMCMO PaCcYeTOoB LieNeBoil YHKLWM 471S CXOAMMOCTM 3BOMIOLMOHHOrO anroputma. MNpobnema ycyrybnsertcs Tem,
YTO AN MHOTWX 3adad Lenesas (OyHKUMS MPeAcTaBneHa HesIBHO, T.€. B BUAE HEKOTOPONA PaCHETHOM Mopen,
WMWTALMOHHON MOLENN WNW KOMMbIOTEPHOW NpOrpamMmbl, YTO TpebyeT npoBedeHUst LUTENbHbIX PacyeTos,
KOTOPbIE BO MHOTUX CIly4asx HEBO3MOXHO BbIMOMHUTL 3a NPUEMIIEMOE BPEMSI.

OCHOBHbIM Cnoco6oM peLLeHUst JaHHOW Npobnembl SBMSETCS MCMONb3oBaHWe MeTamoaenei. MeTtamopernbto
MPUHSATO Ha3biBaTb NPUOIIMKEHHYID MaTEMaTUYECKY0 MOAEMb, MOMYYeHHY B pe3ynbTaTe JKCNepUMEHTOB C
MOZENb0 CUCTEMbI C LIENbIO 3aMeLLEHNs MocneaHen npu onTuMuaaumn. MpuMeHsIoTes creaytolme noaxoabl K
MOCTPOEHUI0 METaMOAENENA: NONMUHOMBI, KPUTMHT MOAENM U HEPOHHBIE CETH.

Takum oOpa3om, akTyanbHOM 3agayein sBnsietcss pa3paboTka 3GEKTUBHLIX SBOMIOUMOHHBIX anropuTMOB
ONTUMW3aLMK, KOTOpbIE WCMONb3YT MEeTaMoZenu W, Kak Ccrnefacteue, pas3paboTka WHCTpyMeHTapus Ans
NpoBeAeHUs UCCIe0BaHNS TakuX anropuTMOB.

B cratbe NpuBOAUTCS OMMUCaAHWE MHCTPYMEHTambHOW Cpedbl AN MCCMEeA0BaHUS SBOMOLMOHHBIX CTpaTervn,
KOTOPbIE UCMONb3YKT MEeXaHW3M annpoKCYMaLmMK LeneBoit PyHKLMM C NOMOLLbIO annapaTta HeMpoHHbIX ceTel. B
ka4ecTBe 3BOSMOLIMOHHOIO anropuTMa BbibpaHa 3BONKLMOHHAS CTpaTErus, NOTOMY YTO 3TOT anropuTM paboTaet
[OCTaToyHO ObICTPO M obragaeT BO3MOXHOCTbIO afanTauuu napameTpoB. B kayectBe MeTamopenem
NCMONb3YKTCS HEMPOHHBIE CETW, MOCKOSbKY OHM SBASIKOTCA MOLLHBIM annapaToM NS anfnpoKCUMaLmi CIOXHbIX
3aBMCMMOCTEN. B cTaTbe [aHO omMcaHue anropuTMa 3BOMIOLMOHHOM CTpaTeriu, Moaxoabl K MOCTPOEHWH
MeTamogeneit ¥ CyLecTBYIOLME anropuTMbl ONTUMM3ALUMM HA OCHOBE 3BOSMKOLMOHHBIX CTpaTernit w
metamogeneit. OTMevaeTcs aKTyanbHOCTb MPUMEHEHUS MeXaHU3MOB ajanTauuM B TaKuX anropuTmax.
VIHCTpymeHTanbHas cpefa peanuaoBaHa C NOMOLLbH nporpammHoro cpegctea Matlab v.7.1. TMpeactaBneHb
utorn paboTbl 1 NnaHbl Ans byaywen paboTsbl.
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OnucaHune 3BONKOLMOHHON CTpaTernu

3apaueit 3BomoUMOHHON cTpaTerun (OC) ABnsSeTcs MUHUMMU3AUMS LENeBoM GyHKUMM F(X1,X2,...,Xn), TOE Xi—
BeLLecTBEHHbIE nepemeHHble (i=1,2,...,n). B 3C kaxpas ocobb xapakTepusyeTtcs:

e (pyHKuuei npurogHocTm (M), koTOpas 3aBMCUT OT LieNeBOr (yHKLMM ONTUMU3ALMOHHON 3adauw;
®  CTPOKOM-XPOMOCOMOIA, BKITOYALOLLEN:
O BEKTOP X (X1,X2,...,Xn), KOTOPbIN NPEACTABNSAET COOON HEKOTOPOE PELLEHME ONTUMM3ALMOHHON 3adauw;

O CpefHeKBafpaTUYeCKkoe OTKNOHeHWe (war MyTaumu) o (61,62,...,0m), 1SMSN, OT KOTOPOro 3aBUCUT
BENNYMHA MyTaLWK;

O yron poTauum o (a,0ta,...,0t), o[-, ], k=n*(n-1)/2, koTOpbIN ABNSETCA HEO6XOAMMBIM NAapaMeTPOM AN
peanusaum Koppenupyemorn MyTawum, No3BoNSoLLEN YYnNTbIBaTb NaHALAgT Lenesoi QyHKLmK.

B npouecce pabotbl anroputma OC npoucxoauT afantauus 3HaYeHut Wwara MyTauui 1 yrna potauuu. Takum
0bpa3om, NpoMCXOauUT ABYXYPOBHEBbIA MPOLECC ONTUMM3ALMW: Ha OLHOM YPOBHE OCYLLECTBASETCA MOWUCK
ONTUMAIbHOrO 3Ha4YeHUs NEPEMEHHbIX, Ha APYrOM — HAacTpoiika napameTpos 3C.

[anee onuiwem o6LLyio cxeMy 3BOMIOLMOHHON cTpaTerim [3]:

War 1. MHuyuanusayus. 3agaetcs HavanbHas nonynaums n3 | ocoben. B 60nbLUMHCTBE CRy4vaeB 1CNONb3yeTes
CnyyYanHasl reHepauusi HavanbHOW NOMyMALMM N0 PaBHOMEPHOMY 3aKOHY pacnpegeneHus. Takxke BO3MOXHO
paBHOMEPHOE 3afaHue nonynauuM, 3agaHue B obrnactu npeanonaraemMoro ONTUMyMa, 3ajaHue METOAOM
NaTUHCKNX KBaapaToB W Ap. 3HaYeHue Lara MyTauun onpeaensieTcs, kak npasuno, paspaboTumkom. 3HadeHue
yrna poTauun BblbupaeTcs cnyyaiiHbiM 0Bpa3om Ha wHTepBane [-1, T C MOMOLLb) PaBHOMEPHOrO 3aKoHa
pacnpegenexus.

LWar 2. Pacvem @1 ocobel. OAns Bcex p ocobeit monynsumm ocywectsnsetca pacyeT Of1. [aHHbin war
BbINOMHAETCS TOMLKO B CMy4ae NpUMeHeHUs (U+A)—cenekumm (cM. Lwar 6).

LWar 3. CkpewusaHue. Pe3ynbTaToM [aHHOMO Luara SBMSETCS reHepauus A mOTOMKOB W3 | poguTenen. [ns
nomny4YeHnsl OAHOTO MOTOMKA CHayana MPOMCXOAWT CryyanHblil BbIGOp ABYX poauTeneit W3 nomynayum c
BEPOATHOCTLIO 1/U ANs kaxporo. 3aTem OCYyWEeCTBMSETCA pekoMOMHaLMs, npu KOTOPO NOTOMOK Hacnegyet
(hEHOTUMNYECKME NpU3HAKKM poauTeneil. PekombuHaums peanusyetcs Ons BCEM CTPOKM-XPOMOCOMBI, BKITOYas
Luar MyTaLuv 1 yron poTauum.

War4. Mymauyus. Peanusyetca MyTaums A notomkoB. CHayana npou3BOAMTCSA W3MEHEHWE napameTpoB
cTpaTervu: wara MyTauuy ¢ NOMOLLbK JIOTHOPMaribHOrO 3aKOHa pacnpedeneHns 1 yrna potauuy ¢ NoMOLLbH
HOpMarbHOrO 3aKkoHa pacnpegenenus. Mlocne aToro peanusyetcs MyTauus NEPEMEHHbIX PELLEHNS Ha OCHOBE
Cny4aitHoro BEKTOpa, NOSTy4YeHHOTO C MOMOLLbIO U3MEeHEHHbIX napameTpoB IC:

o’i=oisexp(t’ *N(0,1) + 7 +N;(0,1));

aj=oj+BN(0,1);

x'=x+N(0,C);

roe N(0,1) — 3HauyeHne Cny4vanHoi BENUYMHBI, MOMYYEHHOE C MOMOLLbK0 HOPMANBHOTO 3aKOHA pacnpeneneHus ¢
matemMaTnyeckum oxmaaHuem 0 u cpefHekBagpaTUYeCKUM OTKMOHEHWEeM 1; T’ — NOCTOSHHBIA KOADPULNEHT
(pekomeHayemas BenuumMHa: T ~ 1/(2°n)%%); T — KO3(UUMEHT, BapbUpYeMbIN MPU  Kaxdoi MyTauum
(pekomeHayemas BenuunHa: T~ 1/(2en'%)'s); B°- NOCTOSHHBIN KO3I(MDULMEHT (PeKOMeHOyemMas BenuyuHa:
B ~5°); C' - koBapuaunoHHas MaTpuua, nonyvyeHHas nocne mytaumu 3Havenun o 1 a; N(0,C’) — cnyyaiHbin
BEKTOP, NOMyYeHHbIN 13 KOBap1aLMOHHON MaTpuLbl N-MEPHOr0 HOPManbHOTO pacnpeaenieHus.

LWar 5. Pacdem @1 nomomkog. Ocylectansetcs pacyeT @I ana A NOTOMKOB TEKyLLEN NONyNALun.

LWar 6. Cenekyus. CywectyeT ABa Tuna cenekumm: (u, A)-cenekums u (u+A)—-cenekums. B cnyyae (y, A)-
CENneKUMM B CREAyILLYI0 NoNynsumio BeIOGMPaTCS nyylwine | poguTenen (Mmerowme nydwue 3HaveHus @)
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TOMbKO M3 MHOXecTBa A MOTOMKOB. [pu (U+A)-cenekumn HoBas nonynsums obpasyetca u3 06beauMHEHHOro
MHOXeCTBa poauTened M noTomkoB. boree npegnoytutensHoW sBNseTcs (M, A)-cenekumsi, MOCKONbKY
peannayeT MexaHn3M BbIXO4a M3 NTOKaNbHbIX ONTUMYMOB.

War7. [llposepka ycnosus ocmaHogsa O3C. [IpUMEHSIOTCA KNacCUMYECKME KPUTEpUM OCTaHoBa Ans
nonynAUMOHHBIX aNroOPUTMOB, Takie Kak: MakcuMarbHOe Y1cho utepaunin (pacyetos ®f1), MakcmanbHoe Bpems
paboTbl anropuTMa, YNUCIo NOKONEHNN 6€3 M3MEeHeHUs Ny4Llero 3HaveHust O, Manas pasHuua Mexay nyywum
N cpepHnm 3Hauenmem I u ap. Ecrv ycnoBue OCTaHOBa He BLIMOJHSIETCS, TO OCYLLECTBNSETCA NEpexoq K
wary 3 ans pean1aauuu CNeayoLero NoKoNeHus.

Cnocob6bI nocTpoeHns metTamopenen

MonnHombl. Hambonee 4yacto MCMOMb3ylOTCS MOMMHOMbI BTOPOM CTEneHU. Yucrno ko3dhUUMEHTOB Takom
mMoZenu paccumtbiBaetcs kak: (n+1)*(n+2)/2, roe n — uynacno nepemeHHbIX. [ns pacyeta HEW3BECTHbIX
K03(h(ULMEHTOB MONMMHOMA MOXHO WCMONb30BaTb METOL HaWMEHbLUMX KBAZpaTOB WM TPaaMeHTHbIA MeToa.
OCHOBHbIM HEAOCTaTKOM METOA4A HaMMEHbLUMX KBALPaTOB SBMSIETCA 3HAYUTENbHBIE BPEMEHHbIE 3aTpaThbl Ha
pacyeT KOIPULNEHTOB MOLENM B Cryuae peLueHns 3aayqm BonbLIoi pasMepHOCTH.

Kpurunr mogenu. MpeacrasnatoT coboi komOGuHaLmMio rnobansHO MOAENN 1 NOKaNbHBIX «OTKIOHEHUIA»:

y(x) = g(x) + Z(x),

roe: g(x) sensetca yHKunen rnobanbHo Moaenn Ans Lenesom yHKumm; Z(X) npeactaBnseT cobon gyHKLmIo
laycca ¢ HynesbIM MaTeMaTU4eCKUM OXWUAaHWeM W KoBapuaLumeil, MoLenupyoLLen nokanbHble OTKIOHEHUs OT
rnobansHon mogenu. OBbluHO, dyHKUMS g(X) 3apaeTcs MOMMHOMOM WM, BO MHOMMX Criyyasix, 3afaeTcs Kak

koachpuumeHT B.
PacyeT napameTpoB MOZENW OCYLLECTBASETCS C NOMOLLbIO METOAA MaKCUManbHOMo NpaBAonoaoous.

OCHOBHbIM [OCTOMHCTBOM KPUTUHT Mopenen SBNSIETCS BO3MOXHOCTb pacyeTa JOBEPUTENTbLHOIO NHTEpBana Ges
JOMNONHUTENbHBIX BblYMCEeHN . OgHako H806X0ﬂ,MMO BbINOMHATL MaTpu4HbIE npeo6pasoBaH|/|$| anga pacyeta
BbIXOAa MOAENN, YTO 3HAYUTENBHO YyBENNYMBAET BPEMA BbIYMCTIEHWI C pOCTOM pa3mMepHOCTU 3aadn.

HepoHHble ceTn. SBNAOTCA MOLLHLIM annapaToM Ans annpokCUMauMK CriokKHbIX 3aBucumocTen [4]. 3aech
MPUMEHSIIOTCS TPX TWUNA CETEN: MHOMOCIOMHbIA NEPCENTPOH, CETU HAa OCHOBE pagnanbHbiX 6a3UCHBIX YHKLWA K
MaLUMHbI OMOPHbBIX BEKTOPOB.

MHOroCnoNHbIA NepPCenTPOH NPSIMOro PacnpOCTPAHEHUS COCTOUT W3: BXOQHOTO COS, COCTOSLLENO 13 MHOXECTBA
CEHCOPHbIX 3MEMEHTOB; OAHOTO WM HECKOMbKMX CKPbITBIX CIIOEB BbIMMCMUTENbHBIX HEWPOHOB (Kak NpaBsusio, ¢
CUrMOMZAnbHOM (OYHKUMEN aKTMBALMM) U BbIXOAHOTO Crosi HepoHoB. OByyeHMe Takon CETW BbINOMHSETCS C
NOMOLLb0 anroputMa obpaTHOro pacnpocTpaHeHns owmbkn (BP-anroputm). [ns nosbiweHns 3heKTUBHOCTH
peleHnss 3agadn C MOMOLLBID MHOMOCHOWMHOMO MEepcenTpoHa MPUMEHAT Moaudukaumm BP-anroputma u
MeTOAbl ONTUMM3ALIMM CTPYKTYPbI CETW 4115 KOHKPETHOM 3aAaun.

CeTb Ha 0CHOBe paauanbHbix 6asncHbIX GyHKumin (RBF-ceTb) cocTonT 13 Tpex crnoes. BxoaHoi crnoi BkntovaeT
CEHCOpPHblE 3MEMEHTbI, KOTOpble CBA3bIBAOT CETb C BHELUHE cpefdoi. [MpOMEXyTOYHbIA Croi ABNsSeTCs
€OMHCTBEHHbIM CKPbITbIM crioemM ceT. OH COCTOMT W3 paguanbHbiX SNEMEHTOB, KaXdbl M3 KOTOPbIX
BOCMPOW3BOANT rayccoBy MOBEPXHOCTb OTKNMKA W BbINOMHAET HEnuHenHoe npeobpas3oBaHue BXOAHOMO
npocTtpaHcTBa. [Ang 60MbWwKWHCTBA 3a4a4 Pa3MEepPHOCTb CKPbITOrO CroSt 3HAYMTENbHO MPeBbILAET pa3MepHOCTb
BXO4HOrO crosl. BeixogHoit crion RBF—ceTu BKMOYaeT HEMPOHbI C FIMHEMHBIMU (PYHKLUMAMW aKTUBaLMW K
BbINOMHSET NMHENHOe Npeobpa3oBaHue NPOCTPAHCTBA CKPLITOrO Cr0St HEMPOHOB.

MalumHa onopHbIX BEKTOPOB MpeacTaBnsieT cobon NMHEHYI0 CUCTEMY, KOTOpasi pellaeT 3agady pasgeneHus
06BEKTOB B NPOCTPAHCTBE MPU3HAKOB C MOMOLLBIO MANEPNIOCKOCTH. TEOPUS TaKUX CUCTEM MUCXOAUT U3 TeOpUU
cTaTMcTYeckoro obyyeHnsi. OCHOBHBIMM [JOCTOMHCTBAaMM MalUWHbI OMOPHBIX BEKTOPOB SBMSTCS: OTCYTCTBUE
OKanbHOro MUHUMYMa OLWMOKM B npouecce o0yyeHnsi, a Takke TO, YTO olwMbka 060BLIEeHNs He 3aBUCUT OT
pa3MepHOCTM 3agaum.
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3BONIOLUMOHHbIE anropuTMbl ONTUMKU3ALUKM Ha OCHOBE MeTamogernen

WMHTerpaums Metamopenel B 3BOMNOLMOHHbIE anropuTMbl. CyllecTBYET [Ba OCHOBHbIX Mogxoda kK
WHTErpauum MeTamogenein B 3BOSOLMOHHbIE anropuTMbl. B nepeom nogxoae cHavyana onpegensercs onTuMym
Nno MeTamogenu, a 3aTem peanuayeTcs pacyeT OnTUMM3MPYEMON (OYHKLMKM B TOYKE ONTUMyMa. HoBble AaHHbIe
MCNONb3yloTCA AN MOCTPOEHUS HOBOWM (Boree TOYHOM) MeTamoZenn M Npouecc onpedeneHus onTumyma u
oOHOBNEHMA MeTamoaenu nosTopseTcs. BTopoit noaxoa OCHOBaH Ha KOHLENLMM 380/THULOHH020 KOHMPOIs [5],
B pamKax KOTOpPOro NpUMEHSIIOTCS 4Ba METOAA: 3BOMIOLMOHHbIN KOHTPOMb Ha YPOBHE 0COOEN 1 BOMIOLMOHHBIN
KOHTPOJb Ha YPOBHE MOKOMEHU. B MeToae SBOMIOLIMOHHOMO KOHTPOSS Ha YPOBHE 0cobeit YacTb 0cobent TekyLen
nonynsauyMn paccUMTbIBAETCS C MOMOLLBIO LieneBoil dyHKumK. ng ocTanbHbIX ocobelt B nonynsumn pacyeT @Il
peanuayeTcs ¢ 1CNOoMb3oBaHEM MeTamodenu. B MeToae aBOMIOLMOHHOMO KOHTPOMS Ha YPOBHE MOKOMEHMI BCe
0cobM HEKOTOPOW MONyNsLUMM PacCYUTLIBAKOTCA MAM C MOMOLbHO LieNneBOn (YHKUMW WM C  MOMOLLbIO
metamogenu. Ocobu, @I KOTOpbIX pacCUMTHIBAETCA C NOMOWbK LieneBon  (oyHKUMM, Ha3biBaKTCA
KOHmponupyembie, a AN KOTOPbIX C NMOMOLLbIO METAMOLENN — HEKOHMPOSIUPYeMble.

OBONIOLUMOHHLIN KOHTPONb Ha YpPOBHe 0cobel. B HacTosiliee Bpemsi AaHHbIA MOAXO4 NPEeACTaBnseTcs
WHTEPECHbIM 1 ManouccneaoBaHHbIM [1, 2, 5, 6]. 3oeck rmaBHoOW 3agayel SBNSETCS ONpPeAeneHne Toro, kakue
0cobM B KaxagoM NOKoneHuu ByayT pacCuMTbiBAaTbCA C MOMOLLBbK) LENeBO (hyHKUWMW, @ Kakie C MOMOLLbH
metamogenu. Onuwem ABa 6a3oBbix METOAA 3BOIOLMOHHOMO KOHTPONS Ha ypoBHE 0cobeil: MeToad Ha OCHOBE
oueHkn nyywmx ocoben (best ctpaterns) u MeToa C MPUMEHEHMEM NpeaBapuTenbHOro oTbopa (pre-selection
cTparerus).

B best ctpateruu [5], N' = A NOTOMKOB pacCUMTLIBAKOTCA C NMOMOLLLIO METAMOAENM U Ny4Lumne N* paccumTbiBalOTCs
¢ nomowpto M. Mocne o6HOBNEHUs mMeTamoaenu octaBlimecs A — A* NOTOMKOB CHOBa PacCHMTLIBAKOTCA MO
metamogenu. Jlyywme p ocoben 3 A NOTOMKOB CTAHOBSATCS POAUTENAMM CedyoLero noKoneHuns.

B pre-selection ctpaterum [6], N> A NOTOMKOB reHepupyloTcs U3 [ POAMTENEN C MOMOLLbLIO OnepaTopos
pekoMOMHaLMM 1 MyTauuM W 3aTeM pacCuMTLIBAIOTCS C MOMOLLbO MeTamogenu. [lydwwue A*=A ocobei
npeaBapuTENbHO OTOMPAOTCS M3 A’ NOTOMKOB M PacCuMTLIBAIOTCS € NOMOLLbo .

Mo pesynbTaTam MCCNEAOBaHWNA, OnMCaHHbIX B paboTe [2], CAENaHO BaXHOe 3akMoYeHWeM O TOM, 4TO
cTabunbHOCTb 3BOSMIOLIMOHHOMN CTPATErM Ha OCHOBE 3BOSTHOLIMOHHOTO KOHTPOMS Ha ypoBHE 0cobeit MOXeT ObiTb
yNyylleHa, eCNM POAUTENN ONS CMedyHoLWero NoKoNMeHUs BbIOMPATCS U3 KOHTPONMpYeMbIX ocobelr, nogobHo
TOMY, KaK 3TO peann3oBaHo B pre-selection ctpateruu.

OpHako Ha CerogHsILHNUA OeHb OCTaeTCs OTKPbITbIM BONPOC O TOM, CKOJIbKO ocoben 1 kakue ocobu TeKyLero
NOKONEHNA OOMKHbI KOHTPOJTIMPOBATLCA.

Mexanuambl agantauum. OCHOBHbIM MEXAHWU3MOM ajantauuu aBndeTca cneayowne npasuno: ecrim Ka4eCcTeo
MeTamodenun ynydwaemcd B npouecce MNoucka, TO bonblee 4Mcno 0coben AOMKHO paccynTbiBaTbCA C
MCNoJib30BaHMEM MeTamoenu.

B pabote [6] npemnoxeHo npaBuno onpedeneHus vucna ocoben Ansa npeaBaputenbHOro otbopa Aee B
3aBMCUMOCTM OT KayecTBa CenekLuW, paccyuTbiBaemMoro no metamopenu. B pabote [2] onucaHbl MexaHW3Mm
ajantauMM Ha OCHOBE pacyeTa CpefHEeKBagpaTUYecKoro OTKMOHEHWS, MexaHu3M ajanTauum Ha OCHOBE
CeneKkLMmM 1 MexaH13M afianTayui Ha OCHOBE KOppensiLum.

CyLIJ,eCTByeT TOYKa 3pEeHndA [2, 6], 4YTO NPU UCNos1b30BaHUKU MeTamoaenei B OBOMIOLMOHHBIX anroputmMax BaxXHbiM
ABNAETCA TONbKO NpaBlJibHasA CeNnekund, a He owubka annpokcumaumm MeTamoaenn.

OnucaHne MHCTPYMEHTaNLHOMU cpeabl

Ha pucyHke 1 npeAcTaBneHo OUanoroBoe OKHO MHCTPYMEHTaNbHOW cpedpl AN UCCNeA0BaHNS SBOMIOLMOHHBIX
CTpaTerMn C WCMONMb30BaHUEM HEMPOCETEBLIX MeTamodenel. Tekyllas Bepcus MOAAEPXKMBAET anropuTMbl,
peanuaylolue MeTOA 3BOMIOLMOHHOTO KOHTpONs Ha ypoBHe ocobeit. Cpeaa paspabotaHa B cpege Matlab 7.1,
MPOrpPamMMHbIA KoL, COYHKLMIA W anropuTMOB COAEMXKUTCA B 5-TM m-chainax.
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- J MccneqoBaHWe 3B0NHLMOHHEIX CTRATENHA C MCNONE30BaHMEM
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Puc.1. inanoroBoe 0KHO MHCTPYMEHTanbHOW cpeabl

Onuiem BO3MOXHOCTY 1 COOTBETCTBYHOLLME BNOKM MHCTPYMEHTamNbHON Cpeab!:

LleneBaA ¢yHkuma. 3agatoTcs napameTpbl OMTUMWU3MPYEMON dyHKUmMK. MoxHO BbIOpaTb CTaHAAPTHYIO
TECTOBYIO (PyHKUMIO (BKNMagka cmaHOapmHas) Wnn 3arpyautb M3 anna (ykasatb M-thain, B KOTOpOM
COAEPXMTCA onpegeneHne GyHKUMK). MpeaycmMOTpeHbl cTaHgapTHele TecToBble (yHKUMM: Sphere, Schwefel,
Ackley, Rosenbrock, Rastrigin v gp. VIMeeTcs BO3MOXHOCTb NPOCMOTPA B OTAENbHOM OKHe mnaHAwwadTa
(NOBEPXHOCTY) CTaHAAPTHBIX TECTOBbIX (DYHKLMIA B TPEXMEPHON CUCTEMe KoopauHaT. B dhaitne MoxHO 3agathb
onpegenexue Kak NpocTorn GyHKLMKM ((DYHKLMS 3aaeTCs aHanuTYeCck), Tak 1 CrokHoM (PyHKUMS 3afaeTes Kak
KOMNbIOTEPHAs Nporpamma, paboTaiolas no onpegesieHHoMy anroputMy). Takke MOXHO 3aaaTb Pa3MepHOCTb
nccnegyemoin hyHKUMM (NapameTp YUCTO NEPEMEHHBIX).

MapameTpbl IBONMIOLMOHHON CTpaTernn. 3afaloTca napameTpbl anropuTMa 3BOSIOLMOHHONM CTpaTerun: Tun
cTpaterun (u,A) u Wwar mytauum g, a Takke yucno utepaumi (pacyetos Li®) pabotbl anroputMa u MHTEpBanN, C
KOTOpPbIM OcCyLiecTBnsieTcs HabniogeHne 3HadeHnin O B npouecce paboTbl anroputMa, HeobXOAMMbBIN ANs
cbopa CTaTUCTUYECKNX AaHHbIX MO pe3ynbTaTam OTAENbHbIX 3KCNEPUMEHTOB.

MapameTpbl MeTamoaenu. 3aatoTcs NnapaMeTpbl HEMPOCETEBON MeTaMmozenu. Bo Bknagke mun Memamodenu
MOXHO BbiOpaTb TWM HEMPOHHON CETW, Ha OCHOBe KOTOpoW OyaeT peanun3oBaHO MOCTPOEHWE METaMoZenu:
MHOTOCIOMHbIA MEPCENTPOH, CETb Ha OCHOBE paamnanbHbiX 6asvCHBIX (DYHKLWA, MallMHA OMOPHLIX BEKTOPOB.
MoxHO 3agaBaTb NapameTpbl HEMpOHHOW CeTM W YUCNO NpumepoB 0OydeHust. Tak, Hanpumep, Ans
MHOrOCMOMHOTO NEPCENTPOHA MOXHO 3aAaTb YMCIIO CKPbITbIX CIIOEB U YACIO HEMPOHOB B KaXAOM CKPbITOM CMOE.

MapameTpbl rmbpuagHoro anroputma. Tekyllas Bepcus NOAAEPKMUBAET Criedylowye anropuTMbl: purecmaes
(ba3oBbIli anropuTM 3BOMIOLIMOHHON CTpaTern 6e3 Ucnonb3oBaHMs MeTamogenei), pre-selection ctpaterus,
best cTpatervsi 1 BHOBb paspaboTaHHbI anropuTM «my_cmaesmmy, B KOTOPOM YWCIIO KOHTPONMPYEMbIX
ocobeil Ans OQHOTO MOKOMEHNS MOXET U3MEHATLCS B 3aBUCUMOCTW OT TOYHOCTU MOAENM, a BbIbop Y poauTenen
ANS CrnegyioLero nokoneHns BCeraa OCyLLECTBNSETCS U3 KOHTponMpyeMbix ocoben. B Gyayuwiem, nnaHupyetcs
onybnukoBaTb pe3ynbTaTbl MCCnenoBaHUi APEEKTUBHOCTN [LAHHOTO anroputMa no CPaBHEHWKO C APYrUMU
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CTpaTernsamu. Takke uccnegoBaTento npenocTaBnaeTCad BO3MOXHOCTb 3afaBaTb YUCNO KOHTPONUPYEMbIX
ocoben. VmeeTcs BO3MOXHOCTb 33aaTb YMCHO npuMmepoBs a1 06y‘-IeHVI$| HC nocne KOTOpOro Ha4YMHaeTcA
NOCTPOEHNe MeTamoenu.

PesynbTartbl. /IMeeTcs BO3MOXHOCTb NPOBEAEHNS CEPUM SKCNIEPUMEHTOB C 3aaHHbIMW NapameTpamu, a Takke
pacyeT CpefHWX 3Ha4yeHWd No pesynbTaTaM Cepuu 3SKCMepuMeHToB. [lnaHupyeTcs peanusauus pacdeta
[OBEPUTENbHBIX WHTEPBANOB M CPeaHeKBagpaThyeckux OwnboK. PesynbTaTbl MOXHO NpeacTaBuTb B BUAe
TEKCTOBOTO dhaiina, B KOTOPOM OMMCaHbl CPeaHUE M NydLumne 3HadyeHns O ans kaxgoro skCnepuMeHTa (MMeeTcst
BO3MOXHOCTb 3a4aTb YMCIO 3KCMEPUMEHTOB) Yepe3 OnpeaerieHHoe uucro utepauuin. B otaenbHom 6noke
NPUBOAATCA pesynbTaTbl paboTbl anropuTMOB, KOTOPbIE MOXHO WCMONb30BaTb ANS OKOHYAaTENbHOM OLEHKA WX
3hHeKTUBHOCTU. Pe3ynbTaTthl N0 KaXgoMy 3KCMEPUMEHTY COXPaHSIOTCA B MAcCHBe AaHHbIX, KOTOPbIA MOXHO
1CNONb30BaTh B AANbHENLEM.

3aknoueHue

CraTbs nocesiLyeHa pa3paboTke MHCTPYMEHTaNbHOW Cpedbl AN UCCMEeAOBaHWS 3BOMIOLUMOHHBIX CTpaTErui,
KOTOpbIE UCMONbB3YIOT MEXaHWU3M annpokcumaLuu Lenesomn yHKLMM C NOMOLLbO annapaTa HeMpoHHbIX ceTen. B
KayecTBe 9BOJIOLIMOHHOMO anroputMa BbiOpaHa 9BOMIOLMOHHAsA CTpaTerus, a B KayecTBe MeTaMOAenen
NCMONb3YIOTCH  HEMPOHHbIE CeTW. PacCcMOTpEeHbl 9BOIOLMOHHBIE anrOPUTMbl  OMTUMM3ALMKM Ha OCHOBE
meTamogenei. MIHCTpymeHTanbHas cpega peann3oBaHa ¢ MoMOLLbH nporpammHoro cpegctea Matlab v.7.1.

B panbHeiwem nnaHvpyeTcs paclumpeHue cpegbl M JobaBneHne Criedytowyx BO3MOXHOCTEN: BKIHOYEHWE
anropuTMOB, Peanu3ytLMX METOS 3SBOJHOLMOHHOMO KOHTPOMS Ha YPOBHE MOKONEHWiA, AoOaBneHune apyrux
cnocoboB MOCTpoeHUs Metamogenen (MONMHOMbI WM KPUTUMHT MOAENM), BKIKOYEHWE APYrMX SBOMHOLMOHHBIX
anropuTMOB, B YaCTHOCTM, Pa3MMYHbIX CXEM Peann3aLym reHeTUYECKOro anropuTMa.
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MPUMEHEHUE HEAPOHHOWN CETU XEMMWUHIA U HEYETKOM NIOT UKW
K OBHAPY)XEHUIO KPAEB OB BEKTOB
HA U3OBPAXEHUAX B OTTEHKAX CEPOIO

Hukonan Mypra

AHHomauus: B daHHol pabome uccrnedyemcs npuMeHeHue HelpoHHOU cemu XemmuHea Onsi 0BHapyXeHus
Kpaée 06bekmos Ha usobpaxeHuu. M306paxeHue 8 ommeHKax cepo2o, nocmynarowee Ha 8xod npednazaemol
cucmembl, no0gepaaemcs npeobpasosaHuld ¢ NPUMEHeHUeM Heyémkol noesuku 6 0gyugemHoe. [locne amozo
u3 usobpaxeHus nocnedosamesnbHo ebidensromes 6roku nukcenel 3adaHHoOU pa3mepHocmu u nodaomes Ha
8x00bl npedsapumesnibHO  UHULUANU3UpogaHHol cemu  XeMMuHea. HelpoHHass cemb  8bINOHAEM
udeHmucpukayuro kpaée e br10Ke, U 8 HOBOM U30DpaxeHUU acmasnisiem Ha Mecmo 610ka wabsoH, KOmopbIt
omeeyaem kody, nony4eHHOMY Ha 8bixode cemu. Pabomy 3asepliaem npakmuyeckoe npumMeHeHue memoda.

Knroyeenie cnoea: [JemekmuposaHue kpaég 06bekmos u3obpaxeHus, Memod pasHoCmHO20 2pynnuposaHus,
HelipoHHas cemb XemmuHea, Heyémkas noauka.
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BBeaeHue

B npouecce MeOMUMHCKOM AWMArHOCTUKM 4YacTO BO3HMKAET HEODXOAMMOCTb CErMeHTauuu 1300paxeHui.
MeauunHckme — 1300OpaxeHns, a B YaCTHOCTU  PEHTTEH-M300paKeHNs,  XapaKTepuaylTCs  CUNbHOM
3allyMNeHHOCTbIO. 1S NpeoaoneHns aToro HeraTMBHOMO (pakTopa BbllLeyKa3aHHbIe METOAbI AOKHbI 0bnagaTth
HW3KOW YYBCTBUTENBHOCTBIO K Wwymam. OfHMM W3 NOOXOAOB K paspelleHuo JaHHOW npobnembl sBnseTcs
NPUMEHeHNe HENPOHHbIX ceTeln. B faHHoN paboTe npeanaraeTcs MeTog, KOTOPbIA UCNONb3yeT HEYETKYHO STOTUKY
W HENPOHHYK CeTb XeMMUHra Ans obHapyxeHus KpaéB OOBEKTOB Ha peHTreH-n3obpaxeHusx. M3obpaxeHue,
nonajarollee Ha BXo4 nNpeanaraeMon CUCTEMbI, MOABepraeTcs npeobpas’oBaHMio B ABYLBETHOE, MyTEM
NPUMEHEHNsT HEYETKOM norvku. Mpexae Bcero, NMKCENM n3obpaxeHns NOABEpratoTCs Knactepusaumm MeToaoM
PA3HOCTHOMO TPYNNMPOBAHMA MO NPU3HaKy LBEeTa. BbioensoTcs UEHTPbl KMacTepoB WM W3 HUX BbibuparoTes
HanbOMbLUMA M HaMMEHbLWWA (OOHAKO NpU MoaMMUKALMSX MeToda BO3MOXHO MCMOMb30BaHWE M GOMbLUEro
yucna LEeHTpoB). OyHKLMM NpUHAANEXHOCTW ANS KNacTepoB BblGMpaloTCs rayccoBckoro Buaa. Onpegenaorcs
CpeaHeKkBagpaTUyecKme OTKITOHEHNS. Tak CTPOUTCA HEYETKOE NpaBUio, NO3BONSIOLLEE NPUHATL PELLEHUE O TOM,
K Kakoi KOHKPETHO LIBET MMEEeT [JaHHbIN NuKCenb. PelueHne NPUHUMAETCS Ha OCHOBE MaKCUMamnbHOrO 3Ha4YeHus
NPUHAANEXHOCTW KnacTepy cpeau knactepos. Iocne 3Toro NPUMEHSETCS HEMPOHHAs CeTb XEMMMHra, MPUHLMN
(DYHKLMOHMPOBAHWS KOTOPOM ONMWCaH B NepBOM pasgene ctatbi. 10 u3obpaxeHuo nepemellaeTcs okHo. B
NaHHOM paboTe ANs MpaKTUYecKWx MPUMEpPOB OKHO BbibpaHo pasmepom 4 x4 . [laHHble OKkHa nuKcenei
npeobpa3oBLIBAOTCA TakuM 06pasom, uUToObl MX MOXHO ObINO nogatb Ha BXoAbl ceTM XemmuHra. Cetb
XemMMmuHra BblgaéT Homep ofpasua, KOTOpbld Haubonee MOXOX Ha MOAaHHbIM Ha Bxogbl. Ha ocHose
MOny4eHHOro Homepa 13 6asbl WabnoHOB BbIOMPAETCA COOTBETCTBYHOLMIA LWABMOH M 3an1cbiBAeTCs HA MECTO B
HOBOM, Nepeq 3TUM CO3OaHHOM, M300paXeHnM, KOTOPoe (MECTO B HOBOM M300paKeH) COOTBETCTBYET MECTY B
n3o6paxeHnn NOAAHHOTO Ha BX0g CeTu npumepa. locne «npoxoaay» BCEX OKOH NOMyYaeTcs HOBOE N306paxeHuUs



88 9 - Intelligent Processing

C [OEeTeKTUPOBaHHbIMU KpasaMW, HO He LerbHbIMU. Pa60Ty 3aBepllaeT npumMmeHeHne metoda Ha CerMeHTax
peHTreH M306pa)KeHI/1I;1 C CUINbHbIMU LLYMaMW.

MocTaHoBKa 3apaun

Ha Bxoge nmeeTtcs n3obpaxeHue B OTTEHKaX CEPOro.
Heobxoaumo:
1.MpeobpasoBatb gaHHOe n3obpaxeHue B n3obpaxeHune, koTopoe ByaeT MMETL ABa OTAMYAOLLMXCS LBeTa.

2.Ha ocHoBe nony4yeHHoro B nyHkTe 1 1306paxeHns, NPUMEHSSt CETb XEMMUHTA, NPOU3BECTU NAEHTUMUKALMIO
kpaéB 0OBEKTOB Ha M306paKEHNN.

HenpoHHasa ceTb XeMMuUHra

OnucaHue CTpyKTYpbl 1 anroputMa yHKUMOHMPOBaHUS JAHHOM HEMPOHHOW ceTu npeanaraetcsa B pabotax [1],
[2], [3], [4]. B Tekywem pasgene AaéTCA ONMUCaHWE CTPYKTYPbl M (DYHKLMOHMPOBAHMS CETU XIMMUHIA,
obbeaunHsioLLee MHPOPMALMIO U3 BbILLEYKa3aHHbIX TPYOOB.

CeTb COCTONT W3 [BYX CMOEB. [NepBbIi U BTOPON CIIOU UMEIOT MO 72 HEMPOHOB, rae m - 3TO YUCIO NPUMEPOB.
HeipoHb! NepBoro Cost UMEKT MO 7 CMHAMCOB, COEAMHEHHBIX C BXOAAMU CETH (KOTopble 0BpasytoT MKTUBHbINA
HyneBoi Ccnom). HelpoHbl BTOPOrO Crost CBA3aHbl Mexay Co0oi MHTMOWTOPHbIMM (B3aUMHO OBpaTHLIMM)
CUHaNTUYeCKNMM CBSA3AMW. EOWHCTBEHHbIN CUMHANC C NO3WTUBHOW OOPaTHOM CBA3BbKD ANS KaXAOro HeMpoHa
COEAMHEH C €ro Xe akCOHOM.

Wnes paboTbl CETW COCTOMT B MOWCKE PacCTOsHAS XeMMUHra OT Npumepa, KOTOpbIii TECTUPYETCS, KO BCEM

npumepam. ObpartHas cBs3b
> ¥
» Y,
> ¥,
> Y.
Bxoa 1-# cnoit 2-iA crioi Bbixog

Puc. 1 CTpykTypHasi cxema CeTt XeMMUHra

PacctosHuemM XeMMWHra Ha3blBAeTCs YMCMO OTMYHbIX OUTOB B ABYyX 6MHaprIX BEKTOpax. CeTb [HOomxHa
Bbl6paTb 06paseu C MMHMMaIbHbIM PAaCCTOAHMEM XeMMWUHra OT HEM3BECTHOTO BXOAHOMO CUrHana, B pesynetare
yero 6y,qu aKTUBMPOBAH TONbKO OAWH BbIXO CETH, KOTOprI7I 0TBEYaeT 3TOMY o6pa3uy.

Ha ctagnv mHMuManusaumn BecoBbIX KOIWEPUUMEHTOB NEPBOTO CHOS U MOpora akTMBALMOHHOM (OYHKLUMW UM
OyayT NPUCBOEHBI CreayroLme 3HaYEHNS:

ik

k
o, =%‘,i=o...n—1,k=0...m—1, (1)
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T, :g,k:O...m—l, 2)

rpe x| — i-it anemeHT -ro npumepa.

BecoBble KOS(*)(*)VILI'VIGHTbI TOPMO3ALLNX CMHAMNCOB BO BTOPOM Coe NPUHUMatOTCA paBHbIMU BEJTMMUHE, — & TE

1 . N
& e |:O,— . CuHanc HEeupOoHa, CBA3aHHbIN C €ro e akCOHOM, UMEET BEC +1.
m

Anroput™ (hYHKLMOHMPOBAHUS CETU XEMMUHTA CrIEAYHOLLWA.

llae 1. Ha Bxogpbl ceT MOAAETCA HEWU3BECTHbIN BEKTOP, MCXOAS U3 KOTOPOrO PacCYWTLIBAKOTCH COCTOSHMS
HENPOHOB NEPBOrO CMos (BEPXHWU UHAEKC B CKOBKaX Haj nepeMeHHON 0603Ha4YaeT HOMEP Cros)

n—1
y0 = rls)= f(Za)yxi +Tjj, j=0.m-1. 3)
i=0
lMocne 3Toro, NOMy4YeHHbIMI 3HAYEHUAMU MHULMANW3NPYIOTCS 3HAYEHS aKCOHOB BTOPOrO CHOS.
YW=y j=0.m-1. (4)
a2z 2. BblMUCNNTL HOBbIE 3HAYEHNSI BXOLOB HEMPOHOB BTOPOrO CII0st
m—1
sP(p+1)=y(p)-eX v (phk# j,j=0..m~1 (5)
k=0
1 3HAYEHWS NX aKCOHOB
Y (p+1)= f(sP(p+1))j=0.m—1. (6)

AKTVIBaLWIOHHaﬂ (byHKuMﬂ f MMEET BUA nopora, npu 3ToOM BeNn4MHa nopora AoJkHa ObITb [OCTaTO4HO GonbLuoit,
4TOBbI NHOObIE BO3MOXHbIE 3HAYEHNS aprymeHTa He npuBoAUNN K HacCblLLEHWUIO.

lllaz 3. MpoBepsieTcs, U3MEHWNNCEL NN BXOAbI HEMPOHOB BTOPOrO CrOsi 3a MOCMEAHK utepauumio. Ecnm ga —
nepemnTy k wary 2. MiHaue — KoHeLl.

v

T

Puc. 2 Bug noporoBoii chyHkumu aktuBaumm. T cnegyeT 6paTb AOCTaTOYHO GONbLLKUM

MeToa pa3HOCTHOrO rpyNNMPOBaHUS

[anee onucbiBaeTCa METOL Pa3HOCTHOMO PYNNMPOBaHUS, B3ATbIA M3 paboTbl [2]. ANrOpuUTM pPasHOCTHOMO
rpynnupoBaHMs — 310 MOAMGMKaLMS anroputMa nKOBOrO PYNMMPOBaHUs, B KOTOPOM BEKTOPbI, MOANEXallme

KTIacTepu3aumm X, paccMaTpuBaloTCsi Kak MoTeHUManbHble LeHTpb! kractepos. MukoBas (yHKLMs D(xi)

3apaéres hopmynom:
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ks

Zexp , (7)

rae 3HayeHue koadduLmMeHTa 7, onpepensieT chepy coceActsa. Ha sHaueHus D(x,.) 3HAYNTENbHO BNUAKOT

TOJTbKO xj , KOTOPbl€ HAX0AATCA B npeaenax [JaHHoON CCbepr.

Mpu 6OMbLLOI MMOTHOCT TOYEK BOKPYr X, 3HAYeHWe yHKLMN D(xi) BonbLuoe. Mocne pacyéta 3HayYeHWit
MMKOBOA (DYHKUMM ANSA KaXOOM TOWKM X, Bbl6MpaeTcs BEKTop X, [N KOTOPOro Mepa MnoTHOCTY D(x)

OKaxeTcs camoit 6onbLLON. IMEHHO 3Ta TOYKa M CTAaHOBUTCS NEPBbLIM LIEHTPOM ¢ .

BbiBop cneaytoLero LeHTpa ¢, BO3MOXEH MOCIe MCKMIOYEHNS NpeaplayLLEro LEHTPpa 1 BCex TOYeK, Nexallyux B
€ro OKPeCcTHOCTU.

MukoBas YHKLWS NepeonpeaenseTcs cneayoLwmm 0opasom:
(8)

Mpu HoBOM OnpeaeneHnn PyHKUMM D KoadPuLMeHTbI ¥, 0003HAYAKOT HOBbIE 3HAYEHNS KOHCTaHTbI, KOTOpas

3a0aéT chepy cocencTBa o4epeaHoro LieHTpa. OBbINHO NPUAEPKUBAIOTCS YCTIOBUS, 4TO 7, > 7, .

lMocne mogmdukaumy 3Ha4eHUs NUKOBOW (OYHKLMKM WLETCS HOBAs TOYKa X, ANs KOTOPOW Dnew(x)—> max.
OHa CTaHOBUTCS HOBbIM LIEHTPOM.

Mpovecc noucka 04epeaHoro LeHTpa BO30OHOBNISIETCS MOCHE UCKIIOYEHNS BCEX KOMMOHEHT, KOTOpble OTBEYalT
yke O0TOBpaHHbIM Toukam. MHuWuManuaauus 3aBepliaeTcsl B MOMEHT MKCaLyM BCeX LIEHTPOB, KOTOpblE
npeaycMOTPEHbI HauanbHbIMU YCTOBUSIMU.

B cooTBETCTBUN C OMUCAHHBLIM anropuTMoOM MnpPouCxoanT CamoopraHn3auna MHOXeCTBa BEKTOPOB X, KOTOpas

COCTOMT B HaXOXOEHWM ONTUManbHbIX 3HAYEHUI LleHTPOB, KOTOPble NPeACTaBNAT MHOXECTBO [aHHbIX C
MUHUMAMbHOM NOrpeLLHOCTbIO.

Mpepnaraemblit METOA W €ro NpaKkTMYeckoe NpUMeHeHue

CyTb mMeToga coctouT B criegytowem. Ecnn u3 nsobpaxeHus BblAeNsATb U3006paxeHus, KOTOpble ABISAKTCS
YacTblo NepBoro (B danbHenwem B paboTe Takune u3obpaxeHus OyayT HasbiBaTbCS MOANM3006paxeHnsmMu), To
KONMNYECTBO BUOOB KpaéB noauobpaxerus OyaeT, B cuny usnyeckux o6CcToSTENbCTB (KONMYECTBA NMUKCENEN),
MeHblue pasHooOpasns KpaéB WCXOQHOTO u300paxeHns. Ecnu B3dTb pasMepHOCTb  Moan306paxeHus
[OCTAaTOMHO Manoi (Hanpumep, 3x3, 4x4, 5x5 wn T.n.), TO KONMYeCTBO BWAOB Kpaés (rpaHul) B
n3obpaxeHnn MOXHO 6e3 Tpyaa nepecumtatb. OYEBNUAHO, YTO KaxXzblii U3 YKa3aHHbIX TOMbKO YTO KPAEB MOXHO
COMOCTaBMTb HEKOTOPOW BykBe HEKOTOPOro andasuTa. Takum 06pa3oM, Kaxabl BapuaHT MOXHO 3aKoaMpoBaTb
onpeaenéHHbIM CMBOIIOM.
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/3 BCero BblLIEYKA3aHHOTO MOXHO chenatb chepywowmini BoiBog. Bcé u3obpaxeHne MOXHO pasbutb Ha
HenepecekaroLmecs Noan3obpaxeHus, kaxanoe U3 KOTOPOro NPUHUMAET 3HAYEHWe U3 HeKoToporo andasuta. To
€CTb, Ha BXOf CUCTEMbI NOAAETCA BEKTOP, COOTBETCTBYIOLMIA NOAM300PaXKEHNIO, @ Ha BbIXOAE CUCTEMA [OIMKHA
npegnaratb CBOE BMAEHWE, KAaKOMY CMMBOSTY M3 andaBuTa AaHHbIA BEKTOP COOTBETCTBYET. [ogobHbIe ycnosus
coBMagatT ¢ TpeOOBaHMAMM K PYHKLMOHUPOBAHNIO CETU XEMMUHIA, YTO U 0DOCHOBLIBAET €€ NPUMEHEHWE Af1s
peLLeHns JaHHOM Npobnembl.

[anee npeanaraetcs MeToq yMEHbLUEHWS BXOAHOrO andasuta 45 cuctembl. Kpai — 310 NuHUS, oTaenstowas
OOMH LBEeT 0T Apyroro. Takum 06pa3oMm, 45 CUCTEMbI BblAeNeHns KpaéB HeT HeOBXOAMMOCTU Y4YMTbIBaTL BCE
OTTEHKM LIBETOB, noanexawyux pasgenenuio. Cucteme HeobXOAMMO CKa3aTb K KakOMy M3 LIBETOBbIX KIacCoB
NUKCenei NPUHaaNeXuT AaHHbIA. [ns paspelueHuns 3Toi npobnembl NpeanaraeTcs crneayowuin MeTog.

Bcé nsobpaxeHne nogaaéres Knactepusauuu LIBETOB METOAOM Pa3HOCTHOrO rpynnuMpoBaHns. 3TO MO3BONSET
BblOpaTh LEHTPbI KNacTepoB, K KOTOPbIM «MpUTAMMBAKOTCS» OCTanbHble LBeTa. Ecnn Bbibpath (yHKUMM
NPUHAANEXHOCTN K KnacTepy rayCCOBCKMMW M BbibpaTb OnpedenéHHbiM 06pa3oM AMCMepcuio Ans LaHHOro
3aKOHa, TO MofyJaeTcs cucTema, M3oBpaxeHHas Ha PUCYHKe 3.

Ha paHHOM pucyHke c¢,,cC,,C; - 9TO LEHTPbI KNAacTepoB B OBHOMEPHOM MPOCTPaHCTBE OTTEHKOB Ceporo. d -

370 LBET, KOTOPbIi NOANEXUT KNaccuukaumi. £, 4L, W L, KOTOPas B JaHHOM cryyae 6rmska K Hymio,- 310

3HaYeHUst NPUHALEXHOCTU d COOTBETCTBEHHO K KaxKdoMy W3 knacco. Ecrm i = 1,3 - 310 HoMep knacca, To

HOMep Kracca, k KOTOpOMy, Ckopee BCero, MpuHaanexut d - aTo i, =argmax 4. T.0., N0faBas Ha BXOA
1

[aHHOW CUCTEMbI LIBETOBOE 3Ha4YeHWe nukcena, Ha BbIXOAEe NOony4YaeTcA HOMeEp Knacca, K KOTOpoMy
NPUHAONEXNT NUKCenb.

o

=
=

=¥

Ca 5

Puc. 3 Heuétkasa cuctema onpegeneHus userta
Anroputm ngeHTUMKaLN KpaéB, KOTOPbLIN NpeanaraeTcs, COCTOUT B CREAYHLLEM.

Liaz 0. MpoucxoauT HMLManu3aums cetn XeMMuHra, eé namsith. Ctpoutcs 6a3a WwabnoHoB, B KOTOPO KaxAablii
WwabnoH OTBeYaeT ONpedenéHHOMY BbIXogy CeTW XeMMuHra. Ha Bxod cucteMbl nopaércs usobpaxeHue B
oTTeHKax ceporo. Co3aaéTcs HoBOE NycToe M300paxeHue, KOTOPOe COBMagaeT no pasmepam ¢ U3obpaxeHneMm,
KOTOPOE MOCTYNMIO Ha BXOL CUCTEMbI.

llae 1. Kaxgblii MuKcenb MOCTYMMBLUETO W300paxeHWst MPOXOAWT Yepe3 CUCTEMY Knaccudukaumm LBeTa,
koTopasi onpedensit ero uBeT. [ns metoga Heobxogumo, utoObl M30OpaxeHue ObiNo npeobpas3oBaHO k
AByuUBeTHoMY Buay. CriegoBaTenbHoO, BblbupaeTcs Ans Knaccudukauum aBa KpaiHuX («CreBa» M «cripaBay)
Knacca.
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Ulae 2. V3 noctynuBLiero n3obpaxeHus Bblaensetcs nognsobpaxeHue manoro pasmepa (Hanpumep, 3x 3,
4x4,5x5nt1n).

lllaz 3. Onpepensietcsl, €CTb MM Ha MOAM30OPaXEHUM 3HAUMTENBHOE COOTHOLUEHME MUKCENei PasnMyHbIX
usetoB. Ecrm ga — Ta war 4. B npoTvBHOM criyyae, u3obpaxeHne aenaetcs OgHOLBETHbIM W — Nepexos Ha
Lwar 6.

Ulae 4. NMognsobpaxeHne NogaéTcs Ha BXOA CETU XeMMUHra, KoTopasi OnpeaenseT, kakomy wabnoHy oHo Bonee
BCEro COOTBETCTBYET.

llaz 5. Vimess momyyeHHbI Ha BbIXOAe CETM XeMMWHra Kog, CuCTeMa OTbiCKuBaeT B Oase wabrnoHoB ans
3aNONHEHNS NOAXOAALMA WAbMoH W CTaBMT €70 Ha MECTO B HOBOM W300paeHuu, KOTOpOe COOTBETCTBYET
MeCTy noan30bpaxeHns B CTapoM 13obpakeHuu, KOTOPoe NoLaBarnochk Ha BXOA CETU XeMMUHra.

ll/az 6. Mpoeepka TOro, ecTb 1 HeobpaboTaHHbIE Noau3obpaxeHns Ha CTapom u3obpaxeHun. Ecnm ecTb — Ha
war 2. B npoTMBHOM Criyyae — Ha war 7.

LLlae 7. Bbixoa cuCTEMbI — NONYYEHHOE HOBOE N300paXeHHe.

[lanee npegnaratoTcs NpUMeEpbl NPaKTUYECKOTO MPUMEHEHWs npeaniaraemMoil cuctembl. B kauectBe o6bekToB
MPUMEHEHNS CUCTEMbI BbIGPaHbI CUMBbHO 3alLyMIIEHHbIE YaCTW PEHTIEH N300PaXeHNN.

MoomsobpaxeHns BbiOupaoTcs pasmepom 4 x4 . OHM He nepecekawTcs. lepBoHayanbHoe M3oOpaxeHue
«MponyckaeTcs» 4epe3 CUCTEMy Krmaccudukauumm LBeTa MUKCEnen, kotopas OnWcaHa Bble W 30eCb
paccMaTpuBaeTCs TOMbKO [Ba kracca LBeToB. Takum obpasom, BxogHas Oykea andpaeuta cetn — 16 6ut, a
BbIXOAHOM andaBuT BeIOpaH B 18 cMBONOB.

B kauectBe nopora, korga nognsobpaxeHne «nponyckaTb» Yepes CeTb XeMMWHra He UMEET CMbICMa, B3siThl
BennumHbl 0,125 1 0,875 (gns gaHHoro cnyyas). Ecnm s - uiMcno nukcenen B nogn3obpaxeHum, KOTopble UMET
OOWH U3 LBETOB, a 1 — obLlee Ynucno nukcenen B nogm3obpaxeHnn, T0 Ans Toro, 4Tobbl noam3obpaxeHue

s
noaBepriock Knaccudukaumu npu NoOMOWM ceTu XeMMuHra, Heobxogmmo, utobbel 0,125 < — < 0,875. To
n

€CTb, ANnA paccMatpuMBaemMoro criy4yasd, e€cnu B I'IOJJI/I306pa)KeHVIVI KONM4EeCTBO MWKCENEN OOHOTO W3 LIBETOB
MeHbLLE 2, TO I'IO,EI,I/I306pa)KeHMe He NoAaéTcs Ha BXOA CeTit XeMMUHra 1 NPOCTO 3anonHAeTCA O4HUM LBETOM.

Cnepytowme Npumepsbl COMPOBOXOAOTCS TaKKe NpUBEAEHWEM pe3ynbTaToB paboTsl geTektopa Kanuu ([5]) Ha
TEX Xe N3006paxkeHmsX.

Pwc. 6 U3obpaxeHue nocne
NPUMEHEHNs NpeanaraeMoro
meToga

Puc. 5 M306paxeHne nocne
npuMeHeHnst aetektopa KaHHu

Puc. 4 UcxogHoe n3obpaxeHune
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Pwc. 9 U3obpaxeHue nocne
NPUMEHEHNs NpeanaraeMoro
meToga

Puc. 8 M3o0bpaxeHne nocne

Puc. 7 UcxoaHoe n3obpaxeHune
NpuUMeHeHnst aeTekTopa KanHu

CnepyeT cpasy e ckadaTb HECKOMbKO CIIOB O MOMEHTE, KOTOpbIN GpocaeTcs B rnasa. Mpegnaraemblil METOA He
COEAMHSN Kpas — He Aenan ux LenbHeiMW. Ho 970 W He Bbino Lenblo AaHHon paboTel. [ns coeamnHeHus kpaés
MOXHO NPUMEHUTb NMtoBOI M3 CYLLECTBYIOLLMX METOLOB (Hanpumep, Ha OCHOBE OMHAMMYECKN U3MEHSIOLLErocs
paguyca OKPeCTHOCTH MUKCENS, HAaXOAWTb B JaHHOW OKPECTHOCTU Hanbonee Brnakuia, CoBnagatoLLmin no LBeTy U1
OTAANEHHbIN, MUKCENb M COEAMHATb €ero C LEHTPOM OKpecTHocTh (obpabatbiBaeMbiM B AaHHbIA MOMEHT
nukcenem)). OgHako, He CMOTPS Ha 3TO, OYEBUMOHO, YTO Mpeanaraembln METOS NPaBWUibHO PAcro3HaET Kpas,
XOTSl OH U HECKOMbKO YyBCTBUTENEH K LyMy. HO 4yBCTBUTENBHOCTL 9Ta OKasanachb Huke, YeM Yy AeTekTopa
KaHHu, xoTsi peTektop KaHHu penan kpas 6Gonee uenbHbiMu. PesynbTatel 06paboTki n3obpaxeHns,
NOKa3aHHOrO Ha pUCYHKe 4 — 3TO pUCyHKkU 5 1 6. A Ha pucyHke 7 — 8 1 9. U3 gaHHbIX PUCYHKOB BWUAHO, YTO B
nepeom crnyyae oba Metoga cnpaBunuch ¢ paboToi AOBOMBHO XOPOLLO. BTOpoil xe criyyain — faxe 4YenoBeKoM
He Bcerga MOXeT OblTb JOCTATOYHO XOpOWOo 06paboTaH, YTo U 0B6yCnaBnMBaeT 3allyMIEHHOCTb pesyrbTaToB
paboTbl meTogoB. OpHako B oBowx cCryyasx npeanaraembli METOA Bblhal MEHbLUEE YWCNO LUYMOB, Yem
petektop KanHu. CkopocTb paboTsl METOLOB Oblfia MPakTUYECKM OaMHaKoBas.

Be3ycnoBHO, Kkak NOKasbiBaKT BbILENPUBELEHHbIE MpuMepbl, AeTekTop KaHHM aenan kpas npaKTU4ecku
3aMKHYTbIMK, YTO Henb3s CkasaTb MPO Npeanaraemblit MeTod. JTOT O4YeHb BaxHbIi hakT obycnasnveaeT
HeobxoaMMOCTb AarnbHeWWwero COBEpLUEHCTBOBaHUS npeafiaraemMoro metoga. [pexge Bcero, Heobxoammo
pacLMpuUTL NOPOr 4N1s ONpeAeneHns HeobXOAMMOCTM «NPONYCKaHUs» NoaNn3o0paxeHus Yepes ceTb XeMMUHra
NyTEM pacMpeHnst pasMepHOCTM nogmsobpaxeHus. OgHako, OYEBWMAHO, UTO PacCLUMpEHWE Pa3MEPHOCTH
JOMMKHO MPOMCXOOMTb B Pa3yMHbIX Mpedenax, Tak Kak C paclUMpeHue pasMepHOCTM PacTET M BXOLHOW U
BbIXOAHOM andaeuTbl. HO 3T0 MOXET ObiTb M NO3UTUBHOM CTOPOHOMW, TaK Kak pacTéT pasHoobpasve Cry4aes,
KoTopble MOXeT obpabaTbiBaTb mMeTod. Kpome Toro, HeobxoaMmo NpOBECTU WCCMEedoBaHUE O BO3MOXHOCTM
cokpaLLeHust 6ykoB BbIXOLHOMO andaBuTa ceT XeMMUHra, YTO MOXET CTaTb MPUYMHON Bonee Ka4ecTBEHHOrO
pacno3HaBaH1s MOCTYNMBLUErO CMMBOMA CETb0 XEMMUHrA W MEHbLUEN YyBCTBUTENBHOCTW K LWyMaMm. TO ecTb
pa3Hoobpasne CUMBOMOB MOXET 1 He ObITb NO3WUTUBHOW CTOPOHOM. Tak e He 0653aTenbHO NoAN300paxeHNs He
JOIMKHbI NepecekaTbes, Tak Kak M3yYeHUe MMEHHO WX NepeceyeHnst MOXET AaTb AOMOMHUTENBHYH MHAOPMaLMIO
Ons onpepeneHus kpaés. M cnegyeT ewe oTMeTwTb, UTO M300paxeHne ans obpaboTku SOmKHO ObiTb He
0bsi3aTeNbHO  ABYLBETHLIM, OAHAaKO B Cnyvae OOMbLIEro uucna LBETOB HEOOXOAMMbl LOMOMHWTENbHbIE
HaZCTPOWKY, NO3BONSIOLLME KOPPEKTHO (PYHKLMOHMPOBATL CETU XEMMUHTA.

3akniouyeHue

B pabote 6bin npeanoxeH MeTog MAEHTUMKALMM KPaEB M300paeHUi Ha OCHOBE MPUMEHEHUS CETI XEMMUHTA.
[pakTuyeckoe nNpUMEHEHME MeToda MO3BONWMNIO CAenaTb psaf BbiBOAOB. [1epBbld, METO4 AEeACTBMTENLHO
naeHTUUUMpYeT kpas. BTopoin, MeTog MeHee YyBCTBUTESNEH K LLYMY YeM, Hanpumep, aetektop KaHHu. TpeTbe,
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CKOPOCTb paboTbl MeTOAO0B NPUMEPHO oanHakoBa. OaHako, HECMOTPS Ha 3TO, MeTOod 3HAYNTENbHO NPOUrPLIBAET
petektopy KaHHM no LenbHOCTKU OBHapyxeHHbIX Kpaés. 310 obycrasnuBaeT HEOBXOAMMOCTb AanbHEnwero
COBEpLLEHCTBOBaHNS Npeanaraemoro aetektopa. Bo-nepBebix, 04€BUAHO, YTO PACCMOTPEHHbIN pasMep OKHa He
SBMSIETCA ONTUMAaNbHLIM W JOIKHbI ObITh NPOBEAEHEI UCCMIELOBaHMS MO NOMCKY ONTUMArbHOMO pasmepa OKHa,
TaK KaK MPOCTOe YBENNYEHNE OGHOBPEMEHHO BEAET K POCTY andasuTa, UCMob3yeMoro ans 06paboTki AaHHbIX.
Bo-BTOpbLIX, HEODXOAMMO M3Y4EHNE BO3MOXHOCTEN «CKOMb3SALLEro OKHa», TO €CTb BO3MOXHOCTW YCTpaHeHue
OrpaHKUYEHMs Ha He nepeceyeHmne Bblaensembix 6rokoB nukcenei. [NasHble NpobrnemMbl 30ech — kak 0B0beanHATL
AaHHble NpO OAMH M TOT Xe nuKcenb (3aecb Heobxoanmo MCnonb3oBaTb BO3MOXHOCTW Teopuu [emncrepa-
LWadpchepa, Hanpumep) 1 B TO e BpEMS MUHUMWU3UPOBATL YYBCTBUTENLHOCTL K LWyMaM. Bce 3Tu uccnefoBaHus
OynyT npoBeseHbl B nocneaytowmx pabotax.
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OTOBPAXEHUE W BbIBOA NO AHAINOIUKX
HA OCHOBE HEUPOCETEBbIX PACMPEQENEHHbIX MPEACTABNEHWI

Cepreun CnunyeHko, AMUTpMI PaukoBCKUM

AHHOmauyus: Paszsum nodxol0 K paccyxdeHusM no aHanozuu 078 UepapXUudecku CMpyKmMypupos8aHHbIX
onucaHul 3nu30008, cumyayul u ux KOMnoHeHmoe Ha b6a3e npedcmasneHull aHanoz2oe 8 gude 0coboll hopmb!
8EKMOPHbIX  nhpedcmasneHull -  pacnpedenieHHbIX  KO008eKmMOPHbIX  npedcmasneHul.  [pednoxeHb!
pacnpedeneHHble npedcmasnieHuss KOMNOHEHMO8 aHaro208, NO3BOMAWUE HENOCpPedCMBeHHO onpedensms
coomeememeyrowjue pye dpyay npedcmagneHus KOMNOHeHmMog Ans peanu3ayuu cmaduu omobpaxeHus dgyx
aHarnoz08, a makxe Memo0 8b/1800a N0 aHanoeuu Ha ux ocHose. [TpednoxeHHble Memodbl Uccrie008aHb! Ha
6asax aHanoaull, kKomopble paHee npumeHsnucs 0ns uccredosaHus eedywux modenel aHanoauu - SME u
ACME. llonyyeHHble pesynbmamei Haxodsmes Ha yposHe pesynbmamax SME u ACME, o0Hako 3a cuem
Lucnonb308aHuUsi cxo0cmea 8eKmopPHbIX npedcmasneHuss 06/1adarm HUSKOU 8bMUCTUMESbHOU CITIOXHOCMbIO U
co30atom ocHosy Onis bonee adek8amHO20 y4yema CEMaHMUKU aHano208 U UX KOMNOHeHmos. dmo Odernaem
npednoxeHHble MemoObl nepcnekmusHbIMU Onsl omobpaxeHus ghpaemeHmos 6a3 3HaHul ¢ bonbWUM YUCIOM
KOMNOHEHMO8.

Knroyeeble cnoea: aHanoeusi, omobpaxeHue aHano2o8, 6bBO0 N0 aHanoeuu, pacnpedeneHHoe
npedcmasneHue uHpopmauuu, kodsekmopbl, 6a3bi 3HaHul, SME, ACME

ACM Classification Keywords: 1.2 Artificial Intelligence, 1.2.4 Knowledge Representation Formalisms and
Methods, 1.2.6 Learning (Analogies)

Conference: The paper is selected from XVt International Conference "Knowledge-Dialogue-Solution” KDS 2009,
Varna, Bulgaria, June-July 2009

BBeaeHue

MMpOayKTUBHBIM MOAXOAOM, MCMOMb3yEMbIM MIOABMU NPK PELIEHUM CNOXHBIX 3a4ay B YCROBUSX HEMOMHOTI,
HETOYHOCTMW, NPOTUBOPEYMBOCTI BXOLHON MHOPMALWN, ABNAKOTCA PacCyKOEHNS Ha OCHOBE NPYMEPOB PeLLEeHMSs
noxoxux 3agady. [ns MHOrMx npegMeTHbIX obrnacTeit W 3apady CyLEeCTBEHHbIM SBMSETCS WCMONb30BaHuWe
PENSALMOHHON CTPYKTYPUPOBAHHOW MH(OPMaLWK, TAe B SBHOM BWAe MPUCYTCTBYIOT ONMUCaHUS OOBHEKTOB U
OTHOLLEHWI pa3sHbIX YpoBHe nepapxum. Hanpumep, B 6asax 3HaHuit (B3), oHTonommsix, u ap. PaccyxaeHus no
aHanormm — 370 BUA PaCCyXAEHWA Ha npumepax, A€ CyLWeECTBEHHOe BHWMaHue yOensetcs CXOLCTBY
PENSLMOHHBIX CTPYKTYP, TO €CTb CUCTEM OTHOLLEHUI Mexay o6bekTamu, B CUTyauunsX, npegMeTHbIx obnactsx,
anM304ax U T.M., KOTOPbIE MOTYT BbIMMSAETb HEMOXOXMMM MPU MOBEPXHOCTHOM paccMoTpeHumn [Gentner, 1983,
[Hummel & Holyoak, 1997].

MbiLneHWe ¢ MCMOSb30BaHWEM aHaNorMin ABASETCA OQHUM W3 BaXHENLWMX NPOLECCOB pasyMHON AeATeNTbHOCTH
Nogen n ero MoLENMPOBaHMIO NOCBSALLEHO Bonbluoe komnyecTBo pabot [Gentner, 1983], [Holyoak & Thagard,
1989], [Hummel & Holyoak, 1997], [Markman, 1997], [FnaayH, 2000], [TnagyH v gp.] . B paccyxaoeHusx no
aHanoruv nepebiMu Tpemst ctaguamu cuutatoT [Falkenhainer et.al., 1989], [Holyoak & Thagard, 1989], [Hummel
& Holyoak, 1997] nouck (npouecc obHapyxeHWs B namsTn Hawbonee 6Gnm3koro aHanora KO BXOLHOMY),
oTobpaxeHne (yCTaHOBNEHWE COOTBETCTBMS MEXZY KOMMOHEHTAMM ABYX aHaroroB) W BbIBOA NO aHamnoruu
(Npouecc nepeHoca 3HaHWMA OT OQHOTO aHanmora Kk Apyromy). Bce atm craguv TpebyoT 06paboTku
CTPYKTYPUPOBAHHON MHOpMaLIMK, CoepXalleiics B NpeacTaBneHny aHanoros.
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AHanorn ectb uMepapxuyeckn CTPYKTYPUPOBAHHbLIE OMWUCaHUS 3NMWU3040B Mnm cutyauuin B B3. Peanusauus u
3(hHEKTUBHOCTL Onepawuuii Hag CTPYKTYPUMPOBaHHON MHopMaLMe (OLeHKa CXOLACTBA, CPaBHEHWE, HAaXOXaEHe
COOTBETCTBYIOLLMX 3NEMEHTOB, 006X0Z, ¥ Ap.) CYLLECTBEHHO 3aBUCUT OT €€ NPeACTaBneHus.

[Ona oueHKkM cXoacTBa CTPYKTYPUPOBAHHOW MHEOPMaLMM UMHOrOA MPWBREKAT MOAXOodbl, WUCMOMb3yLmMe
NoHATME YacTuuHoro usomopduama [Falkenhainer et.al., 1989], [Holyoak & Thagard, 1989]. Ero BbisiBneHve ans
rpacoB SBNSETCA BbluMcUTENbHO crnokHoi (NP) 3apaven. OpHako u3oMOpGM3aM He Y4MTbIBAET CXOACTBO
CaMMX KOMMOHEHTOB W He OTpaxaeT OCOOEHHOCTENM OLEHKM CXOACTBA, OOHapYyXeHHbIX Ncuxonoramu B
PaCcCyXAEHNSX Mo aHanorum y nogeit. B ¢BA3M ¢ BaXHOCTbIO MOLENMPOBAHUS PAcCyOEHUA MO aHanorun ans
npobnemaTtukm MckyccTBeHHOro mHtennekta (W) aktyanbHoi siBnsieTcs paspaboTka NogxogoB M METOAOB,
KoTOpble NO3BOMANM Obl JOCTUraTb YPOBHA Pe3ynbTaToB MyYlMX W3BECTHbIX (CUMBOSMbHBIX) MOAEenen
[Falkenhainer et.al., 1989], [Holyoak & Thagard, 1989], ogHako no3sonsmm 6bl MPeogoneTb UX HEOOCTaTKu
[Eliasmith & Thagard, 2001], [Hummel & Holyoak, 1997], [Kanerva, 2000], [Plate, 2003] (Bbicokas
BbIYMCNIMTENbHASA CIOXHOCTb M Cnabbli y4eT CEMaHTMYECKOro CXOACTBa KOMNOHEHTOB aHaNoroB).

Ha base GuHapHbIX HEAPOCETEBbIX pacnpeaeneHHblx npeacrasneHni (PI) cTpyKTypupoBaHHON MHAOPMaLMK,
pa3pabaTbiBaeMbiX B pamkax napagurMbl acCoLMaTUBHO-NPOEKTUBHBIX HEMPOHHBIX CETel, aBTopamu passuT
HOBbIN NOAX04 K MOAENMPOBAHMIO PaCcCyXOEHWA N0 aHaNoMK, HanpaBeHHbIA Ha NPUMEHEHWE PacCyXaeHWA No
npumepam B cuctemax MM, ocHoBaHHbIX Ha 3HaHWsaX [Markman et.al., 2003], [Rachkovskij, 2004], [Rachkovskij &
Kussul, 2001], [Paukosckuit 1 Cnmnuyerko, 2005]. B gaHHOM cTaTbe paccMaTpuBatoTCst MeToabl OTOBpaxeHus,
OCHOBaHHble Ha OWHapHbIX paspexeHHblX Pl nepapxuyeckmx pensumMoHHbIX CTPYKTYP, OLEHMBAETCS WX
BbIYUCTITENBHASA CROXHOCTb W Ka4eCTBO (hYHKLMOHMPOBAHMSI.

PacnpegeneHHble NpeacTaBNeHNUsi OTHOLLEHWUIA

HelipoceTeBoit nogxog npueen K ugee P uHgopmaumm — opMe BEKTOPHOTO NpeAcTaBReHuUs, rae Kaxasln
0ObekT (npusHak, unanyeckun OBBEKT, WX COBOKYMHOCTb, OTHOLUEHME, CUeHa W [Ap.) npeacTasneH
COBOKYMHOCTbIO 9MEMEHTOB BEKTOPA, @ OTAENbHbIA 3MEMEHT BEKTOpa MOXET MpuHaAnexatb npeacTaBneHnsm
pasHblx 06bekToB. ABTOpamMu uccregyrotea meToabl PIT nHgopmaumm, koTopble TpaHCEOPMUPYIOT OnucaHus
00bekToB X B koaBekTopbl X (x — X). Kodeekmop — 3T0 ¢hopMa BEKTOPHOrO
npeacTaBnenns MHpopMauum co ceoitcTBamn buHapHocT (Xe{0,1}) u

pa3peXeHHOCTM (4Oons HeHyneBbIx anemMeHToB M koaBekTopa X pasmepHOCTH R

N mana; MIN <<1). CxogHble (M0 BEKTOPHBIM MEpaM CXOLCTBA) KOABEKTOPbI a ‘3\A
[OMKHbI  COOTBETCTBOBATb CXOAHbIM B KOHTEKCTE peLlaeMoi 3ajauu

obbekTam. R1 R]
PensumoHHas CTPYKTYpPUpOBaHHas WHopmaLms COBPEMEHHbIX 1 T
JeknapatuBHblx 6a3 3HaHum (B3) paccmatpuBaeTcs B pabote  Kak C R
MOMEYEHHbIN HanpaBneHHbIA  YNOPSACYEHHbIM  aumKudecknin rpad, raoe ﬁ2
BEPLUMHBI-NOTOMKM (apryMeHTbI OTHOLIEHWI, NPEACTaBIEHHbIX BEPLIMHAMM- A B

poauTenamu), B CBOK odvepedb, MOryT ObiTb Kak OObekTamu, Tak U

Puc. 1. Mpumep
OTHOLEHMAMM (puc. 1).

parmeHTa b3
PaspaboTtaHbl MeTogbl (POPMMPOBAHWMS  KOABEKTOPOB OTHOLIEHWA BUAA

R(A,B....), (rae R — wgeHTudmkaTop OTHOWeEHWS, A,B.... — aprymeHTbl),

COOTBETCTBYKOLUME CXeMaM porib-3anonHumens (role-filler) w npedukam-apeymeHmsi (predicate-arguments),
TPaAWLUMOHHO UCMONMb3yeMbiM B CUMBOSbHbIX NpefcTaBneHnsix. Metogbl OCHOBaHbl Ha MCMONb30BaHWM
npoueayp cBa3biBaHus koaeekTopos [Rachkovskij & Kussul, 2001] (pyHKUMOHANBHOTO aHamnora rpynnupyroLwmx
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CKOOOK NS NPeACTaBneHMs COBOKYMHOCTM KOMMOHEHTOB B CUMBOIbHOW HoTaumw): (a,b,c...) — (A,B,C...), rae
(a,b,c....) — kOMNoHeHTbI rpynnbl, A,B,C... — uX KOOBEKTOPHI, {...) — NpoLieaypa CBS3bIBaHMS KOLABEKTOPOB.

MeTogom ponb-3anonHuTENb KOABEKTOP OTHOLEHUS hopmupyeTcs kak R(A,B,....) — ((Ra, A), ( Ry, B), .... ), rae
A, B, ... — xoOBekTOpbl aprymMmeHToB (06bekTOB-3anonHuTenen), R,, Ro, ... — KoOBEKTOPbI pone.

MeTogom npeamkaT-apryMeHTbl KOABEKTOP OTHOLLEHMs dopmupyetcs kak R(A,B,....) — ( R+, A«, B-,...), roe
R, A, B, ... — xogBekTOpbl NpeaunkaTa (OTHOLLEHMS) M apryMeHTOB, R~ — CBS3bIBaHWe NEPECTaHOBKON KOABEKTOPA,
roe i — NOPsIAKOBbI HOMEP aprymMeHTa (3aAatoLLmin ero porb).

Pa3mepHOCTb KOOBEKTOPOB OTHOLLEHWI 1 UX apryMEHTOB OAMHAKOBA, YTO NO3BOSISET (DOPMUPOBATH KOABEKTOPbI
CMOXHbIX MEPAPXMYECKMX PENALMOHHBIX CTPYKTYP, COAEPXKaLUMX OTHOLIEHWS BbICLUMX MOPSAKOB, PEKYPCUBHBIM
nNpUMeHeHneM pa3paboTaHHbIX METOAOB MOCTPOEHNS KOABEKTOPOB OTHOLLEHWN (POSb-3aMONHUTENb U NPeanKaT-
aprymeHTbl). Hanmpumep, Ans pensiuMOHHONM CTPYKTypbl puc. 1 KOOBEKTOP, CGOPMMPOBAHHBIN METO4OM
npeauKaT-apryMeHTbl, UMEeT BUA;:

(RVA-1 v {R1v C)2V(R1 Vv Cyv(RV AV B2 )3 (1

[nsi CTPYKTYp CO CXOLHbIMM OObEKTAMM M OTHOLIEHUSIMM MPOJYLMPYIOTCS  CXOAHbIE KOABEKTOpPbl. CX0ACTBO
KOLBEKTOPOB TeM GorbLue, Yem Gomblue CXOACTBO OTHOLLEHWUI U UX apryMEHTOB.

OToOpaxeHne aHanoroB ¢ NOMOLLbIO pacnpeaeneHHbIX NPeACcTaBNeHN OTHOLEHUN

Pa3spabotaHbl MeTodbl OTOBpaxeHWs, OCHOBAHHble Ha WCMOMb30BaHWW CXOACTBA KOLBEKTOPOB, KOTOPblE
BriepBbIE NO3BOMNMNM peann3oBaTb 0TOOPAXKEHVE aHANOTOB CO CMOXHOM CTPYKTYPOMN C nomoLLsto Pr1.

lMockonbKy aHamnorusi OCHoBaHa Ha PEnsiLMOHHOM CXOLCTBE, NpW OTOBPaXEHWM CyLLECTBEHHLIM SBMSETCS HE
TONbKO CXOLCTBO KOMMOHEHTOB (aTPUOYTOB M OTHOLLIEHMIA, BXOASALUMX B AAHHBIA KOMNOHEHT), HO U CXOACTBO UX
pornen B OTHOLLEHMSX Bonee BbICOKOTO YPOBHS (B Kakune aTpubyTbl N OTHOLIEHWUS BXOAMT OaHHbLIA KOMMOHEHT).
[ns yyeta atoro paspabotaH MeTogq (hOpMUPOBAHUS MPOMEXYTOYHbIX MPEeaCTaBNEHNA KOMNOHEHTOB aHaroroB
cornacHo nogxopy, npeanoxeHHomy B [Rachkovskij, 2004], [Paukosckuin u Crmnyenko, 2005]. Metog
3aKMiYaeTcs B 00beaVHEHUN BEKTOPHbLIX MPEACTABEHUA KOMMOHEHTOB C COOTBETCTBYHLUMMM MM POMSIMM.

MpencraeneHne V* ons paccMaTprBaemoro
ConHue* = wmacca(ConHue) v 6onbwe(macca(ConHue), KOMMNOHEHTa v onpeaensetcs Kak

macca(NnaHeta)) v epasumayusi(ConHue, MnaHeta) \  AVSBIOHKUMA NPEaCTaBNEHMIA KOMNOHEHTa V 1
NPeLCTaBneHnii  BceX poneit  Ans  Beex

BO3MOXHbIX nyTe|71 13 BEPLUUHbI VI
Vi=vyv V Vv, (2)

WEW|(V)(V)

npumszusaem(ConHue, MnaHeTa) v ...

roe Vi — BEKTOp, COOTBETCTBYHOLMA PONN W,
Wi(v)- MHOXeCTBO BO3MOXHbIX Ayr ponen
BEPLUNHBI V, (V) — YPOBEHb BEPLUMHBI V.

Wiw(v) onpegensetca cnegyowmm obpa3om:
Wy (v) ={(v.v') e E}

Wi (v) =W (v)U{(v'.v") e E:(v,v') e W, (V)}.
YpoBeHb BepLUKHBI (V) BbIMMCIISETCS KaK:

1+(me)1)é [(u),ecnn3u(v,u) e E
. I V)= V,u)el y
Puc. 2. ObveanHeHue poneit obbekta ConHue V) 0,uHaye
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roe E — MHOXeCTBO BeplwuH rpada G; u — BepliMHa, MHUMAEHTHAs BblbpaHHOW BepLUMHE V (B TEpPMMHAX
aHasioroB 370 03HAYAET, YTO BbICKa3bIBaHWE V ABMSAETCS apryMEHTOM npeaykaTta BbICKasbiBaHMS ).

Mpumep pOpMMPOBaHNS MPOMEXYTOYHOMO NpeAcTaBneHus ansg otobpaxeHns obbekta ConHue npuBedeH Ha
puc. 2.

OtobpaxeHune ocyLlecTBAsSIeTCS Crneaytowmm obpasom:

1. [ins BbiCKa3biBaHit 6@30BOro aHanora ypoBHS 0 HaXOAATCS Hauny4lwne oTobpaxeHus cpean KOMMOHEHTOB

LeneBoro aHanora Mo  MaKkCUMyMy CKansipHOrO  NPOW3BELEHMS  MX  BEKTOPHbIX  NpescTaBneHuit

p(x) = argmax(V,,V, ), TB& X NpuHaanexvr {u € Vs: l(u) = 0} — nogmHOXecTBY rpada BepLnH 6a30B0Oro
vy

aHanora Gs ¢ YPOBHEM 0, a Y NPUHaONEXuT Vr - MHOXeCTBY BCEX BEPLUMH rpa(ba Lienesoro aHanora Gr.

2. YuuTbiBas OrpaHUYeHMe CTPYKTYPHOA COMNAcoOBAaHHOCTM (ApryMeHTbl OTHOLLEHMA MOCTABMEHHbIX B
COOTBETCTBME, Takke AOMKHbI COOTBETCTBOBATH), BbIMOMHAETCS PEKYPCUBHOE COMOCTABfIEHUE apryMEeHTOB
BbICKa3blBaHWIA B MyOb N0 AEepeBy apryMeHTOB, KOTOpble Obinu oTobpaxeHbl Ha ware (1). Ans kaxgon napel
COMOCTaBMSEMbIX apryMEHTOB BbIYUCASETCS CKansipHOe NpOW3BEAEHWE UX MPOMEXYTOYHbIX NPeaCTaBneHWH,
nomnyyeHHbIX no copmyne (2). Mapbl, y KOTOPbIX CKAaNsPHOE MPOM3BEAEHME MPOMEXYTOYHBIX NPEeACTaBMeHuiA
MeHbLLe CMy4alHoro NepekpbITUS, UCKYaloTCs. B pesynbtate hopmmpyeTcs cnncok Tpoexk (X, y, q), rae X, y —
COMOCTABMEHHbIE KOMMOHEHTbI; § — KPUTEPUA KayeCTBa (3HAYEHUE CKamnspHOrO MpOM3BEAEHNS WX
NPOMEXYTOYHbIX NPeaCTaBNeHui).

3. HaVIJ'Iy‘-ILIJee OTO6pa)KeHV|e KOMMOHeHTa X 6a30BOr0 aHanora Ha KOMMOHEHT LleneBoro aHarnora y* HaxoauTca

Mo MakCMMymy CyMmbl KpUTEpMeB kavyecTBa And AaHHOro 0To6pa>|<e|-||/1;|, T.e. y*=argmax Zqi
vy (X0Y3,80)% =X,y =y
npeﬂJ'IO)KeHHbIVI anroputm OT06pa)KeHVIﬂ NO3BONAET Y4MTbIBATb KakK CXOACTBO CaMMX KOMMOHEHT, NOCKOMbKY OHO

OTpaxaeTcsi B CXOACTBE COOTBETCTBYKOWMX WM BEKTOPHbIX MPEeACTaBMeHW, Tak M CXOACTBO ponei
oTOOpaXaemblX KOMMOHEHT B OTHOLIEHWMSX M aTpubyTax, COAEPXalMX AaHHble KOMMOHEHTbI, 33 CYeT
(hopMUPOBAHMS NPOMEKYTOYHBIX MPELCTABIIEHNA.

PesynbTaThl NpeafioxXeHHbIX METOAOB AN CMOXHbIX aHaroroB COBMaZaloT C pesynbTaTaMu NCUXOMOrMYeCcKmxX
TECTOB ¥ pe3ynbTaTamm Nyywmx n3BecTHbIx cuctem SME n ACME.

BbluncnuTenbHas CnoxHOCTb NMpeaokeHHoro metoga otobpaxenus O(n2M), rae n — CpeaHee YMCNo SNEMEHTOB
aHanoros, a M — cpegHee Y1CNO eanHUL B BEKTOPaX NpeaCcTaBneHn.

BbiBOA N0 aHanormm ¢ NOMOLWbIO pacnpeaeneHHbIX NPeACTaBNeHNI OTHOLLEHWA

M3BecTHble MOAENM BbIBOAA MO aAHAmorMM OCHOBaHbl Ha KOMMPOBAHUM C MOLCTAHOBKOW W AOMOMHEHMEM
[Markman 1997], rae BbINOMHSETCA KOMMPOBaHUE OTHOLLEHWI M3 6a30BOr0 aHanora B LENeBon C NogcTaHOBKOM
COOTBETCTBYHLLMX (ECMN ECTb), UK CO30aHUEM HOBbLIX KOMIMOHEHT aHaNOroB (OMONHEHNe).

Ha puc. 3 nokasaH npoulecc nepeHoca OTCYTCTBYHLEN NPUYMHHO-CMIELCTBEHHON CBA3M MEXAY NPUTSIKEHNEM
AApa W SNeKTpoHa, M BpalLeHMEeM SNeKTpoHa BOKpYr siapa. peanornoxeHne caenaHo Ha OCHOBE CXOACTBA
MOZeren atoma M CONHEYHOM CUCTEMbI, rae CyLIEeCTBYET CBsS3b Mexay nputskeHnem ComnHua u MnaHeTbl, 1
BpaLLeHvem lMnaHeTsl Bokpyr ComnHua.

BaxHyo ponb Mpu NOCTPOEHWUM BbIBOJOB WrpaeT OrpaHUYeHne CUCTEMATUYHOCTM — MpeamnoyTeHne rnybokmx
Nepapxuii CBA3aHHbIX OTHOLIEHWA. B pesynbTaTe Ha LENeBOM anM30L MEPEHOCATCS TOMbKO Te OTHOLUEHMS
0a30BoOro anu3oda, KOTOPble WMMEKT 3HAUMTENbHOE nepecevyeHne ¢ obwumu komnoHeHTamu. O6LwmmMu
CUMTAIOTCS KOMMOHEHTLI 6330BOr0 aHamnora, KOTopble UMEKT COOTBETCTBUS B LieneBoM. B npumepe Ha puc. 3
pasHocTb Temnepatyp ConHua u MnaHeTbl 0kasanachb HeCyLWEeCTBEHHOM AN MOAENM aToMa.
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Mcnonb3oBaHue pacnpeaeneHHbIX NPeAcTaBneHuii No3BONsSeT eCTEeCTBEHHbIM 06pas3oM y4MTbIBaTb CBOWCTBO
CUCTEMATUYHOCTM 33 CYET WX (hOPMUPOBAHMS Takum 0OpasoM, YTO CKansipHoe MPOW3BEAEHWE BEKTOPOB
BO3MOXHbIX HOBbIX OTHOLLEHMIA C BEKTOPOM LIENIEBOr0 aHarora OkasbiBaeTcsl GOMbLUMM, Yem nepeceyeHne ¢
BEKTOPaMK CYLLECTBYIOLIMX B LiENEBOM aHarore KOMMOHEHTOB. B kayecTBe NpeACTaBMEHU 3neMEHTOB
aHanoroB Ans BbIBOLA WCMOMb3YIOTCS MPOMEXYTOYHble NPEACTABMEHMS, Mony4Yaemble npu hopMUPOBaHUM
BEKTOpa aHanora [51s1 0To6paxeHus.

Solar System Rutherford Atom

Mpeonaraemblil  anroputM  BbiBOgA MO
aHanoruy Wcnonb3yeT B KayecTBE OCHOBbI
anropuTM Noucka HammyyLnx 0ToBpaKeHU.

0.50878 20087

1. Ons BbickasbiBaHWA 6a30BOro aHanora
YPOBHSI 0 HaxoasTcs Hauny4Lme
0TOOpaKeHUs cpeam BbiCKasbiBaHWUI LIENeBOro
aHamora Mo MakCUMyMy  CKanspHOro
MPOM3BEAEHNS NX BEKTOPHbLIX MPefCTaBIEHNI

,U(X) =arg ma)((vX , Vy ), rae X NpuHagnexut
vy

{u e Vs: lu) = 0} = nogmHoxecTBy rpada
BepLuUMH 6a30Boro aHanora Gs ¢ ypoBHeM 0, a
y NPUHAANEXNT Vr — MHOXECTBY BCEX BEPLUMH _ - opores — — — — — _ -

— o
rpacha LUenesoro aHanora Gr.

2. [nd  HandeHHbIX  NpeaBapuTEnbHbIX
OTOBPaXeHMI BLINOMHSAETCS MOWUCK HAMMYULLINX

~ ~ < —

oTobpaXeHWn ux aprymeHToB. Ecnu BennumHa T aome o — —
CKanspHoro npousseaeHna BEKTOPHbIX  Puc. 3. MNepeHoc BbIBOLOB 13 aHanora «ConHeyvHas cucteman
NPeacTaBneHun  OTOBpaeHHbIX  BbiCKa- (cnesa) B aHanor «Atom Pesepdopgar (cnpaea)

3blBaHW 6a30B0ro W Lenesoro aHanoros (Vy,

V) MeHbLLe, YeM BenUYMHa CKanspHOro npouseegeHns otobpaxeHns nboro u3 ero aprymeHToB (Vygp, = ), TO
AaHHOe BbICKa3blBaHWe NPUHUMAETCS B KAYECTBE rMMoTE3bl O BbIBOAE, MHAYe AaHHOE BbiCKa3blBaHWe CHUTaeTCs
CYLLEeCTBYILLMM B LieneBoM aHasore. [ins apryMeHTOB BbICKa3blBaHWA-rMNoTe3 MOBTOpSETCS wwar (2), a Bce
OCTaBLUMECS BbICKa3biBaHWs 6a30BOro aHanora (Mmetowme otobpaxeHune B LENEBOM aHarore) obpabaTsiatoTcs
Ha ware (3).

3. YuuTbiBas OrpaHWyeHWe CTPYKTYPHOM COTNAcOBaHHOCTM (ApryMeHTbl OTHOLUEHWA, MOCTABMEHHbIX B
COOTBETCTBME, TaKKE [OMKHbI COOTBETCTBOBATH), BLIMOMHSAETCS PEKYPCUBHOE COMOCTABMIEHME apryMEHTOB
BbICKa3blBaHMIM, koTopble Obinn oTobpaxeHbl Ha ware (1). [ns kaxgoid napbl CONOCTaBMNSEMbBIX apryMEHTOB
BbIYMCIINETCS CKanspHOE NPOM3BEAEHWNE WX MPOMEXYTOYHbIX MPELCTABMEHWS MOMyYeHHbIX Mo dopmyne (2),
napbl Y KOTOPbIX CKaNSIPHOE NMPOM3BEAEHNE MPOMEXYTOUHbIX NPEACTABMEHUI MEHbLUE CAYYalHOTO NEPEKPLITUS
nckntovatoTes. B pesynbrate hopMupyeTtcs Cnncok Tpoek (X, y, q), TA€ X, ¥ — CONOCTaBMEHHbIE NEMEHTLI; G —
KpUTEPUI KaYeCcTBa (3HAYEHWE CKANSAPHOTO NPON3BELAEHMS UX MPOMEXYTOUHbIX NPEACTABEHMA).

4. Haunyuwee oTobpaxeHue KoMNoHeHTa X 6a30Boro aHamnora (x) Haxo4NUTCs Mo MaKCUMyMy CyMMbl KpUTEPUEB

Ka4yecTBa NS [JaHHOMO OTOOpaXeHus, T.e. u(x)=argmax >
WYX =Xy =y
T1noTesbl — OTHOLLEHWS W aTpubyTbl GA30BOTO aHanora, NepeHoCUMble Ha LieneBoi, UMEKT 3HauMTenbHoe

YMCIIO KOMMOHEHT 0BLMX ANt 060Mx aHanoroB. 10 06YCMOBNEHO TEM, YTO BEKTOPHbIE NPEACTABNEHMUS TUNoTe3
NMEIOT 3HAUMTENBHOE MEpPEceYeHne C BEKTOPHBIMI NPEACTABMNEHNSMA CBOWX, @ COOTBETCTBEHHO W CXOAHbIX C
HAMM KOMMOHEHT. B coveTaHnm ¢ MexaHu3Mamm 0TOBpaxeHus:, BKIKOYEHHbIMM B 3TOT afirOpuTM, OH NO3BONSET
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0OHOBPEMEHHO peLlaTh 3afady 0ToGpaxeHs 1 BbiBoAa NO aHanoru1, hopmupyst B pesynbTaTe ClUCOK runoTe3
1 OTOBPAXEHNI YNOPSHOYEHHbIN MO CTENEH «NPaBAONOACOUs».

BbluncnuTenbHas CrioxHoCTb NpoLeaypbl BbIBOAA CPaBHUMA CO CHOXHOCTbIO NPOLeAypbl 0TOOGpaxKeHUS.

PaspaboTtaHHble MeToAbl peanr3oBaHbl NPOrpaMMHbLIMA CPEACTBAMM M SKCMIEPUMEHTANbHO MCCNEOOoBaHbl Ha
tdparmeHTax b3, ncnombsyemblx 4ns UCCMesoBaHUs MoZened pacCyxgeHun no aHanoruu. poBedeHHble
1ccregoBaHUs Nokasanu agekBaTHOCTb NPEANOXKEHHOTO NoAX04a K MOAENMPOBAHNI0 PACCYXAEHNA NO aHanormm
1 Gonee BLICOKYIO BbIMMCIINTENBHYIO S(GEKTUBHOCTL €0 peanu3auui Mo CPaBHEHWH C TPAOULMOHHLIMM
CVMBOINbHLIMW METOAaMU.

O6cyxpaeHune

AHanua mogenei aHanoruu, paspaboTaHHbIX Ha 6a3e CUMBOIBHBIX 1 NOKAmNbHbIX HEMPOCETEBLIX NPEACTABNEHUIA
(SME, ACME u pgp.), nokasblBaeT, 4YTO, XOTS Takue MOAENM XOpoWo npucnocobneHsl ans obpabotkn u
CPaBHEHWS CROKHbIX MEPAPXMYECKIX CTPYKTYP, HEOOXOAMMBIX 471 PaCCYKAEHUS MO aHanorum, OLeHKa CXOACTBA
aHanoros TpebyeT 0TOBPaXEeHNs X KOMNOHEHTOB, pean13yemblX BbIYMCMIUTENBHO COXHBIMM npoueaypamu. Ha
CErOAHALHMA AeHb Hambonee pasBMTON TEOPUEN aHanorMu SBRSETCS TEOpPWUSt CTPYKTYPHOrO OTOOpaxeHMs
Structure Mapping Theory (SMT) wkonbl D. Gentner[Gentner, 1983], [Falkenhainer et.al., 1989], [Markman,
1997]. B SMT BnepBrie B 5IBHOW (hOpMe AenaeTcs akUEHT Ha CTPYKTYPHOM CXOACTBE MEXOy aHarioramu, 4to
Mo3BONsSET CTPOUTb MX OTODpaxeHWe He3aBUCMMO OT npeameTHoi obnactn. Ha 6asze SMT noctpoeH psa
mogeneit otobpaxenus aHanoruir: Structure Mapping Engine (SME) [Falkenhainer etal., 1989] u pap.
BoluncnutenbHas cnoxHocte SME coctaensiet ot O(n?) go O(n!). CnoxHocTb ans moaenu otobpaxenns ACME
[Holyoak & Thagard, 1989] coctasnset O(n*).

[ns 6onee agekBaTHOrO yyeTa CEMaHTUKK aHanoroB, MaclTabupoBaHus NOAX0OA0B HA Cryyaw, Korga UMeeTcs
GornbLLUOe KONMYeCTBO NOTEHLMATbHBIX aHANOroB, NOBLILLEHNS HENPOOMONOrMYECKON PENEBAHTHOCTV MOAENEN B
HOBbIX MOZENSIX PACCYXAEHWA NO aHanorum ctanu uenonb3oeatb PIN. OgHako aHanm3 Modenemn paccyxaeHus
no aHanorun LISA [Hummel & Holyoak, 1997] n DRAMA [Eliasmith & Thagard, 2001] nokasbiBaeT, 4TO
ncnonb3osaHue Pl B HUX HOCUT dhparMeHTapHbIN, HEMocneLoBaTENbHbIA XapakTep, NMMbo 1x aBTopam yaanoch
paboTaThb NiLLb C NPOCTEALIMMI aHanoramu.

Mpwn nccnegoBannm paspaboTaHHbIX KOABEKTOPHbIX METOLO0B 0TOOpaxeHMs Ha 6asax 3HaHMI, Ha KOTOPbIX paHee
“CcCregoBanuCh  NyudluMe W3BECTHble CuUMBOMbHble Metogsl SME u ACME, nonyyeHbl pesynbTarthl,
COOTBETCTBYHLUME YPOBHIO X pe3ynbTaTtoB. COOTBETCTBME PEe3ynbTaToB 3KCMEPUMEHTANbHBIX WCCNEA0BaHMIA
pa3paboTaHHbIX MOZenen pesyrnbTaTtaM M3BECTHbIX NCUXOMOTMYECKNX SKCMEPUMEHTOB W MyYLUMX W3BECTHbIX
MoZaenen NoATBEPANIM afekBaTHOCTb MPEANOXEHHOTO NoAXoA4a U METOAO0B pacCyXaeHns no aHanoruu. Moaxon
TakKe OTKPbIBAET BO3MOXHOCTM ANS y4eTa CeMaHTUYECKOro CXoAcTBa OOBLEKTOB W OTHOLIEHMA B MOAENsX
paccyxaeHnin no aHanorum Grnarogaps MCMOMNb3oBaHWKD KOLBEKTOPOB, CXOLACTBO KOTOPbIX OTpaXaeTr WX
CEMaHTU4eckylo  6nm30CcTb.  BbluMCrUTENbHAs  CMOXHOCTb  OTOBpaxeHus NpPeafioXeHHbIMU  MeTodamu
coctaensiet O(n n') - O(n?), rge n' — 4ACNO KOMNOHEHTOB, AN KOTOPbIX HA40 HaWTW oToBpaxeHue, N — YMCNO
KOMMOHEHTOB ApYroro aHanora, C KOTOPbIMM Hafgo YCTaHOBWUTb OTOBpaxeHWe. OTO CyLECTBEHHO HUMXE
CMOXHOCTW TpaguuUMoHHbIX MeTogoB O(n*)-O(n!), yTo AenaeT npeasnoxeHHble METOAbl NEPCNEKTUBHBIMM ANS
oTobpaxeHus dparmeHToB b3 ¢ 6onbLLMM YNCIIOM KOMMOHEHTOB.

BnarogapHocTu
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Evolutionary and Genetic Algorithms

THE PRODUCTION SCHEDULING IN ASSEMBLY SYSTEM
WITH EVOLUTIONARY ALGORITHM

Galina Setlak

Abstract: In this paper an evolutionary algorithm is proposed for solving the problem of production scheduling in
assembly system. The aim of the paper is to investigate a possibility of the application of evolutionary algorithms
in the assembly system of a normally functioning enterprise producing household appliances to make the
production graphic schedule.
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Introduction

The competition in the world market requires that machine and technological equipment manufactures try new
effective tools to maximally shorten the preparation time to start production and meet quality standards. The
unusually intensive changes in the market result in the need to realize a growing number of production objectives
in the shortest time possible. All this makes the automatization of the assembly process more and more decisive
for the competitiveness of a modern enterprise [Sawik, 1996].

The problem of how to optimize planning methods, including production scheduling, has drawn the attention of
quite a number of scientists since as early as mid-fifties [Conway, 1967]. The complexity of assembly scheduling
and its highly significant effect on the functioning of assembly systems and their production impact necessitate
looking for and developing advanced methods and algorithms for solving scheduling related problems. In recent
years many research centers have been using artificial intelligence methods including evolutionary algorithms to
find out how to optimize production plans.

The aim of the paper is to investigate a possibility of the application of evolutionary algorithms in the assembly
hall of a normally functioning enterprise producing household appliances to make the production graphic
schedule.

Production scheduling in an assembly system is connected with taking particular decisions about the passage of
objects that are being assembled through the system. Here, two basic kinds of scheduling tasks can be
distinguished [Sawik, 1996]:

o |Initial scheduling of products, which consists in timing the introduction of the successive base parts of
different types of assembled products into the system. Decisions on the choice of the product for
assembly and the moment when it can leave the factory are taken with regard to operational and
tactical plans (assembly hall capacity, preplanned technological routes).
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e Scheduling assembly and transport operations involving the assigning of assembly and time limits to
particular machines. That kind of scheduling is curbed by the inflow of the particular types of base parts
to the system, i.e. the results of the assumed initial schedule.

Thus, the two basic schedules above are closely connected. While making detailed production schedules it is
common practice to aim at attaining a specific objective which is later used as an evaluation criterion for the
schedule. The chosen targets may be, e.g. time minimization of all the tasks, reduction of delays in meeting
buyers’ expectations, making full use of the production potential and others.

What are evolutionary algorithms

The basic idea of evolution modeling has always been intriguing for researchers in many fields of science: “Let us
replace the process of modeling human race by modeling its evolution”.

Evolutionary algorithms are computer-aided problem solution systems. They are based upon the principles that
can be observed in the evolution of living organisms [Goldberg, 1989]. The idea of evolutionary algorithms is
founded on the processes observed in nature such as the selection of specimens and evolution of species,
reproduction mechanism and inheriting characteristics.

Evolutionary algorithms include also such methods as genetic algorithms, evolutionary programming and
evolutionary strategies [Goldberg, 1989], [Michalewicz, 1996]. The paper, following the recent trends, makes use
of the general term and generally accepted name: evolutionary algorithms (EA). Because of the size limits of the
paper the differences between the methods have not been explained here.

The working of evolutionary algorithms can be described in a simple, step-by-step way as follows:

1. Initiation-the formation of the initial population of specimens, which means a random choice of the necessary
number of chromosomes (specimens). In such a population each specimen represents an acceptable
solution.

2. Evolution of chromosome adaptation in the population-involves calculating the value of the adaptation
function (fp) for each chromosome of a particular population. The value of (fp) depends on what kind of
problem is being solved.

3. Checking if the termination criterion has been met-that depends upon a particular application of EA. If the
criterion has been fulfilled, we pass on to the final step which is extracting the the best chromosome. If it
does not happen this way, the next step is selection.

4. Chromosome selection, which consists in choosing the chromosomes which will participate in the creation of
offsprings for the new generation. The process follows the principles of natural selection. The chromosomes
with the greatest fp value have the best chance to participate in the creation of new offsprings. There are
many selection methods [Goldberg, 1989], [Pawlak, 1999], but the simplest and the most popular one is the
roulette method as its randomness is like that of a roulette. The probability of picking a particular
chromosome is greater with an increase in the fp value. The selection results in creating a parent population
whose size equals that of the current population.

5. Application of genetic operators to the selected chromosomes, which leads to the creation of a new
population which is made up of the populations of offsprings obtained from the selected population of their
parents. In EA two basic genetic operators are applied:

> crossover,
»  mutation operator.

The chromosomes of the chosen parents are combined to produce offsprings. The process is also called
recombination.

Mutation is done after crossover and involves the introduction of some random alterations in the chains of
descendant chromosomes created before. Like in nature, mutation occurs extremely rarely: the probability of
its occurrence of is very small (0<pm<0.01).
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6. Evaluation of all the offsprings that form the population.

Not only the newly obtained descendant chromosomes but also all the others are evaluated.
7. Creation of a new population.

At all times the offsprings that are the fittest stand the best chance of getting into the new population. Here
various methods can be applied [Michalewicz, 1996], [Pawlak, 1999].

Now we pass on to step 3.
Steps 4-7 are performed loop wise until the criterion of EA termination has been met.
8. Derivation of the best chromosome.

If the EA has been stopped, the effect of the algorithm should be derived, i.e. the solution to the problem
should be found. The best solution is the chromosome of the greatest fp value.

An example of the evolution algorithm application to assembly process scheduling

The chapter will present the results of the practical application of evolution algorithms to scheduling the
production at the vacuum cleaner assembly department of the ZELMER Household Appliances Factory. Currently
the factory is producing seven basic models of vacuum cleaners. Their technological designs are different, but the
number of modules and the number of the parts that make them up is basically the same. A manual and the
assembly instruction materials for the vacuum cleaner which was probably the prototype of one of currently
produced models were used for the research.

The following assumptions are made in order to work out the production schedule:
o  Work schedule applies to the completion of monthly tasks of the assembly department in the two-shift
system.
o Nine tasks are realized in the production process and each of them means putting together a defined
number of modules making up a finished product as well as the final assembly of a fixed number of one
particular model.

As sub-assembly and complete product assembly operations are regarded as tasks, there are some sequence
restrictions between them. Fig 1. shows the basic components singled out in the assembly and disassembly
operations of a vacuum cleaner.

Fig 1. Basic assembly components of a vacuum cleaner [Instruction, 1998].
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A finished vacuum cleaner (1) consists of 4 basic subassemblies
o ll-complete body consisting of 18 parts-components,
o lll-a sucking set composed of 9 elements,
o |V-a complete power cord reel made up of 18 parts,
o Apart from -1V sets, a complete vacuum cleaner includes 24-26 other pats.

One of the most essential decisions while applying evolutionary modeling methods is specifying the space of the
solutions to be searched by the evolutionary algorithm. This is attained through defining the mapping between a
point in the solutions space (schedule) and a point in the representation space, i.e. chromosome. There are two
known approaches to solving schedule problems with evolutionary algorithms which apply two kinds of
representation [Pawlak, 1999]:

o Direct representation-involves using the schedule as the chromosome. Here, the schedule for a
particular machine is an arranged list of time limits of starting the operations performed with the
machine. The method needs special crossovers to guarantee that the sequence of the operations
necessary to carry out the task is not disturbed.

¢ Indirect representation evolves using the sequence of the tasks to be done as the chromosome. At the
chromosome level the tasks have no fixed technological plans, reserves or the beginning and
conclusion times. The chromosome is made acceptable by means of a special decoder (schedule
making procedures). In the assembly system example under consideration, due to the particular task
completion sequence, a simplified variant of the approach presented in [Setlak, 2004] was used where
the chromosome is represented by the sequence:

(Z1, S1) (Zz, Sz) (Zn, Sn)
where Z; - i-task, si-obligatory arrangement following the sequence of performing i-task.
Thus, sequence limitations between tasks are coded in the chromosome. Fig.2 shows the hierarchical structure
of the finished product, which basically determines the sequence of the tasks to be performed. This way, there

is also a possibility to code the assembly priorities of particular vacuum cleaner types to meet the buyer's
expectations.

P60
V.- C0-.00. © @

Fig.2. Structure of finished product, arranged to follow he sequence of assembly operations.

In the structure in Fig.2, 1-9 or 1-11 mark the operations performed while putting together a particular sub-
assembly described above as A - assembly of sucking pipes involving 4 operations and B - assembly of a small
suction nozzle involving one operation. The assembly of the whole vacuum cleaner, marked as |, involves 19
operations that are not shown in the picture.

The assembly of the particular types of the vacuum cleaners, which slightly differ in fittings or subassemblies,
follows the same sequence, as shown in Fig.2. In the case of only one type the order is different as it involves
one more subassembly to perform one more function. This has been considered by placing one element
(sentence) in a chromosome with another number of sub-assemblies and operations.

In the schedule creation process, i.e. arranging the particular elements of the chromosome, a principle was
adopted that all the next task operations are fixed in the schedule at the earliest possible dates of their
commencement. Thus, assembly operations of sub-assembly IV come first-from V.1 to IV.9. Then, successively,
such operations of sub-assembly I, from Ill.1 to lll.11, which is in agreement with the assembly order of the
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finished product given in manual [Instruction, 1998]. The next chromosome element are all the Il 1-1I 9 fitting
operations of sub-assembly II, to be finally followed by operations 11.-I. 19, A.1-A.4 and B1 to arrive at the
finished product. Consequently, the chromosome will be represented by sequence:

(Z1,V1,1,V.2,2,...,IV.9,9, 11,10, 1I.211,..., 111,21, 11.1,22, 11.2,23,...,11.9.30, 1.1.31,..., 1.19,50,

A1,51,..., A4,54, B,55) (Z, IV2-By)... (Zo, IV-By).
For the sake of simplicity detailed operations are not included in the chromosome representation and the
exemplifying chromosome is written as:

(Z7,1)(Z5,2)(Z2,3)(Z9,4)(Z3,5)(Z4,6)(Z1,7)(Zs,8) (Z6,9)

In respect of the defined production quota and the two-shift working system (48 shifts per month) it was
necessary to divide the production tasks into parties, which increased the number of components in the
chromosome up to 37 elements.
The structure of the evolutionary algorithm can be described as follows:
Step 1. The creation of the initial population was carried out by the heuristic method described in [Conway, 1967].
Step 2. Creation of the acceptable chromosome, due to restrictions.
Step 3. Chromosome evaluation. While working on the presented system, one of the basic evaluation criteria, i.e.
minimization of the time necessary to finish all the tasks (Cmax) was made use of. Because of this there is a

need to transform the evaluation into the adaptation function which will be maximized. Let us rewrite the
adaptation function following the formula:

max [ Cpax(X)] = Cpax (X)+7

F(x)= = : (1),
max [ Copax(X)] = min Copge (X) +7

where F(x)-value of adaptation function,

max [ Cq (X )] 1- maximum importance of completion data in the particular generation,
X

C (X ) -value of completion date for individual x,

min [ Cpay (X )] - minimum time limit value in the particular generation,
X

y - coefficient which can perform two functions.

Depending on the situation occurring during the solution of the problem it can take small values from interval (0,1)
so that the quotient denominator does not equal zero. In the other case, coefficient y is used for scaling
congruence function and leveling the differences between individuals in the population. In such a case the value
of y must be correspondingly greater and it is a parameter of the system [Mattfeld, 1996].

Step 4. Memorizing the best chromosome.
Step 5. Chromosome selection was made with a roulette wheel and by the tournament method.

Step 6. Crossover. For that purpose a special method was worked out. It is based on the PMX (Partially Mapped
Crossover) method presented in [Uckun, 1993]. The modification involves the introduction of the element of
searching extra solution space.

Step 7. Mutation. It did not always occur while solving a problem posed.
Step 8. Repairing effect of chromosomes.

Step 9. Putting the best chromosome in the population.

Step 10. Evaluation of chromosomes.

Step 11. Memorizing the best chromosome.
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In the algorithm steps 1-4 are initial ones and made once only, whereas steps 5-11 are performed many times
until the condition of evolution termination has been meet.

Results of calculation experiments

A few series of test were made while testing the evolution algorithm for scheduling assembly tasks that is

described in the paper. The first test series was performed at the following assumptions:

e population size-50

e crossover by the modified PMX method.

e application of order-based mutation

e chromosome evaluation made with help of adaptation function described by formula (1), the analyzed various
at different y coefficient values: y=0, y=0.1

¢ In each evolution process 500 generations were considered.

o Application of evolution strategy by choosing the best chromosome and putting it in the next generation to
replace the randomly chosen one.

e Simulations for various crossover and mutation probability values were carried out. Each evolution process
was repeated ten times and the average result was calculated.

To analyze and estimate the schedules obtained by applying the worked-out evolution algorithm, a heuristic

algorithm of active schedule and no-delay schedule were created.

In the building process of no-delay schedules the priority rules considered were as follows:

o the shortest operation, i.e. from among the available alternative assembly operations we select the one
whose completion time is the shortest (SPT rule [Conway, 1967])

o the shortest completion time limit rule.

Table 1. shows the results obtained by the methods discussed in the paper.

Table 1. The results obtained by the methods

Method Evolutionary Algorithm No-delay Active
schedule schedule
C max (X)) (D) 368,2 412,86 434,12
Calculation time 1,45h 14 sek 15 sek
Conclusion

The results obtained by the evolutionary algorithm method are much better than those by heuristic scheduling or
the no-delay method. However, we must notice the relatively long calculation time by the evolutionary algorithm
which is 1.45 hours.

Based on the tests carried out, whose results have only partially been presented in the paper, it can be pointed
out that evolutionary algorithms are a very effective tool that enables solving complicated practical optimization
problems including NP-hard production scheduling problems in assembly systems. An important characteristic of
evolutionary algorithms is their simplicity and versatility. Their main drawback is a long calculation time, which,
however, is not a serious disadvantage nowadays with advanced computer technology and does not limit their
use for searching for almost optimal solutions.
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THE CASCADE NEO-FUZZY ARCHITECTURE
AND ITS ONLINE LEARNING ALGORITHM

Yevgeniy Bodyanskiy, Yevgen Viktorov

Abstract: in the paper learning algorithm for adjusting weight coefficients of the Cascade Neo-Fuzzy Neural
Network (CNFNN) in sequential mode is introduced. Concerned architecture has the similar structure with the
Cascade-Correlation Learning Architecture proposed by S.E. Fahlman and C. Lebiere, but differs from it in type of
artificial neurons. CNFNN consists of neo-fuzzy neurons, which can be adjusted using high-speed linear learning
procedures. Proposed CNFNN is characterized by high learning rate, low size of learning sample and its
operations can be described by fuzzy linguistic “if-then” rules providing “transparency” of received results, as
compared with conventional neural networks. Using of online learning algorithm allows to process input data
sequentially in real time mode.

Keywords: artificial neural networks, constructive approach, fuzzy inference, hybrid systems, neo-fuzzy neuron,
real-time processing, online learning.
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Introduction

Nowadays artificial neural networks (ANNs) are widely applied for solving a large class of problems related with
the processing of information given as time-series or numerical “object-property” tables generated by non-
stationary, chaotic or stochastic systems. However in real conditions data processing often must be performed
simultaneously with the plant functioning and therefore weight adaptation must be executed in a sequential mode
as well. So called “optimization-based networks” such as Multilayer Perceptron, Radial Basis Functions Network
(RBFN), Normalized Radial Basis Functions Network (NRBFN) in most cases cannot be effective during solving
mentioned above problems because of their low convergence rate, curse of dimensionality, and impossibility to
learn in on-line mode.

In the papers [Bodyanskiy, 2008a, Bodyanskiy, 2008b, Bodyanskiy, 2008c] we have introduced various
modifications of so called cascade artificial neural networks [Fahlman, 1990; Schalkoff, 1997; Avedjan, 1999,
which have variable growing architecture and differs by the type of nodes - artificial neurons. It was shown that
using of neo-fuzzy neurons [Yamakawa, 1992; Uchino, 1997; Miki, 1999] as elementary structural components of
the cascade networks gives such valuable advantages as high learning rate, low size of the learning sample, and
possibility to describe overall artificial neural network functioning process by the fuzzy linguistic “if-then” rules,
what provides transparency of received results and therefore increases the range of applications for this
architecture. It should be noticed that listed advantages are common for entire class of hybrid neo-fuzzy systems
[Jang, 1997].

But as it was stated above possibility to adjust synaptic weight coefficients of the network is quite attractive and
even necessary in some cases technique. So at this paper an attempt of synthesis of such procedure which
possesses both smooth and filtering properties is taken.

The Neo-Fuzzy Neuron

Neo-fuzzy neuron is a nonlinear multi-input single-output system shown in Fig.1.
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It realizes the following mapping:

9= /%) ()

where x; is the i-th input (i=1,2,...,n), 9 is a system output. Structural blocks of neo-fuzzy neuron are nonlinear
synapses NS; which perform transformation of i-th input signal in the from

h
Ji(x;) = zwji:uji (x;)-
j=1

Each nonlinear synapse realizes the fuzzy inference
IF x, IS x, THEN THE OUTPUT IS w,

where x , is a fuzzy set which membership function is 1, w, is a singleton (synaptic weight) in consequent

Ji
[Uchino, 1997]. As it can be readily seen nonlinear synapse in fact realizes Takagi-Sugeno fuzzy inference of
zero order.

Conventionally the membership functions s, (x;) in

the antecedent are complementary triangular functions.
For preliminary normalized input variables x; (usually

0 <x, <1), they can be expressed in the form:

X —C. ..
i J-Li
9xe[cj—1,iﬂcji]z
Cii =Cj
C...—X.
_ JHLi i X
/uji(xi)_ axe[cjiacj+1,i]a :
Civi —Cji
0 — otherwise

where ¢, are arbitrarily selected centers of

corresponding membership functions. Usually they are
equally distributed on interval [0, 1]. This contributes to
simplify the fuzzy inference process. That is, an input

signal x; activates only two neighboring membership

functions simultaneously and the sum of the grades of Figure 1. The Neo-Fuzzy Neuron
these two membership functions equals to unity
(Ruspini partitioning), i.e.
/uji(xi)"‘/uﬁl,i(xi):l-
Thus, the fuzzy inference result produced by the Center-of-Gravity defuzzification method can be given in the
very simple form

Sfi(x)= Wil (x,)+ Wi iH (x;)-
By summing up f,(x;), the output p of Eq. (1) is produced.

The Cascade Neo-Fuzzy Neural Network Architecture

The Cascade Neo-Fuzzy Neural Network architecture shown in Fig.2 and mapping which it realizes has the
following form:
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® Neo- fuzzy neuron of the first cascade

n

ZZW 15:(x,),

i=l j=l1
® Neo- fuzzy neuron of the second cascade

zzwﬂ ,uﬂ(x )+ij nilH, n+1(.j> )

i=l j=1
e neo-fuzzy neuron of the third cascade

ZZW lujz(x )+ijn+lluj n+l(j> )+ZW] n+2:u/ n-¢—2(.j> 2])

i=l j=1
e neo-fuzzy neuron of the m-th cascade

n+m—1 h

LS W )+ S W, () @

i=l j=1 I=n+1 j=l1

m—1
Thus cascade neo-fuzzy neural network contains h(n + le adjustable parameters and it is important that all
I=1

of them are linearly included in the definition (2).
Let us defne A(n+m—1)x1 membership functions vector of m-th neo-fuzzy neuron

IU[WI] = (zull (xl )a"'v Hp (xl )9 i (xz)a"" Hio (xz )9"'9 :uji (xi)a"'ﬂ Hin (xn )9 lul,n+1 (y[l] )9"'9 :uh,n+1 (j)m)’

(m] _

eees My (P")) and corresponding vector of synaptic weights w

[m] [m] [m] [m] [m] [m] [m] [m]
= (wll TWa s W W ey W ,...,W_/;" pees Wi L W Tt wh”';H, wh ,Hm 1) which has the same

dimensionality. Then we can represent expression (2) in vector notation:
y[m — ]T,U[m].

X
X2

Xn

NFN®

» )
»
> Vs

* Y

Figure 2. The Cascade Neo-Fuzzy Neural Network Architecture.
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The Cascade Neo-Fuzzy Neural Network Sequential Learning Algorithm

Learning algorithm for the cascade neo-fuzzy architecture in general form can be found in [Bodyanskiy, 2008c]. It
is said there that network’s growing process (increasing quantity of cascades) continues until we obtain required
precision of the solved problem’s solution, and for adjusting weight coefficients of the last n-th cascade following
expressions are used:

W(N) = (Zu["’] ("™ (k)) > " (k) (k) = P N) Y 4 )y ®

in a batch mode or

Pk +D) - w"T ()™ (k+1) |

WOk =W )+ L™ (k+ )PP (o (e +1) MED, n
PN y1y = Py - 2O DL R DL i) gy
1+ 2" (ke + 1) P (k) g™ (k +1)
or
W (ke + 1) = W () + (P G+ 1)) (w0 + 1) = w7 (e e 1) )™ (k + 1),
A (k1) = o™ )+ k4 1) 0 << 5

in a serial mode.
It should be noticed that in general case algorithms (3) and (4) are not coincident since in (3)

P (k) = (iu[“ Ry (k)j

andin (4)
N -1
PI" (k) = (Z u[’”](k)u[’””(k)J :
k=1

If matrix ZL 1" (k)™ (k) is singular or ill-conditioned, algorithm (4) becomes nonoperatable. And in

case we use adjusting additions P'"!(0) = Pl , synaptic weight coefficients estimations can be significantly
inaccurate and biased. Using Greville’s theorem in pseudoinversion procedure allows to write algorithm (4) in
more general form [Albert, 1972]:

W (e + 1) = W () + 7™ G + 1) e + 1) = wt™ (o) ™ (e + 1) )™ (e + 1), (6)
[m]
¢_© i T DO 1) 2 (k)
A" e+ DO (™ (ke + 1)

" (k+1) = - (7)
P (k)

T+ 27 (e + )P (o) ™ (k + 1)

if not,

m] [m] [m]T m]
gy @R A0 RADG"E) i o s s
O™k +1) = " A G+ 1O (™ (ke +1) i 1™ (k4 DO )™ (e +1) 2 (k +1), )

o), if not,
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B (1’J " hyd™ (k+1))(Q”ﬂ k" (k+1))T +(Q”’] ™ (k+1))(#”’] (o™ (k+1))T )

/}m]T (k+1) Qm] k), J'"] (k+1)

. +1+J’”]T(k+l)f*"’](k»}"'](’f“z(le(km(kﬂ))(#’"](k)d’"](kﬂ))r,

(kD= (A 10" o+ ©
if ™ e+ D" Gl e+ 1) > ek +1),

PR 0™ 0P

L (kDB o k1)

P" (k)

[m

where &(k+1) - nonnegative threshold which defines degree of vectors x™l(k+1) multi-collinearity and
designates appropriate processing method.

Advantages of procedure (6)-(9) are numerical stability and possibility to perform network learning when number
of observations N is lesser then number of parameters which should be estimated 4(n +m —1).

In case we have deal with nonstationary data, when parameters of required solution unpredictably vary with time,
algorithms with exponential reducing of information value can be used, for example gradient procedure (5). If
tracking speed of gradient algorithm isn’t sufficient, second order procedures can be utilized as well, for example
exponentially weighted recurrent least squares method in form [Ljung, 1987]:

P (k1 =™ (o™ (k4 1)

W+ 1) = w™ (k) + A"k + 1),

a+ 1" e+ )P () ™ (k + 1)

P ™ e+ 1™ (e 1) P (k)]
, 0<a<l.

[m]T

a+ 1" (e + )P oy d ™ (K + 1)

(10)

P['"](k+1):i(13['"](k)—
o

It should be noticed that usage of algorithm (10) can lead to so called covariance matrix P'"!(k + 1) “parameters
blow-up”, i.e. exponential growth of its elements. This can be avoided using valid forgetting parameter « , which
usually selected in short range 0.95<a<0.99. Decreasing « value results in rapid matrix
P k1) = X e W™ ()" (1) degeneration and  therefore “parameters  blow-up”. Usage of
pseudoinverse procedure based on Greville’s theorem in algorithm (10) gives learning procedure
[Bodyanskiy, 1985, Bodyanskiy, 1996, Bodyanskiy, 1998]:

W41 = W)+ 7+ 1)+ 1) =0 )™ 1) )™ G +1), (11)
[m]
(I ; [ml(k) (] i " e+ DO (™ (k1) 2 ek + 1),
M ey @ KD EOMTED )
P™ (k)
o+ lu[m]T (k " I)P[m](k),u[m] (k + 1)

1 P (ﬁm](k) ’"](k+1))(Qm](k);}m](k+1))T+( "ok +1))( P m](k+1))T+

a A GG R e+ 1)

, if not,

m|T m] m]
+1+/} (k+1)# (k)/} (k+13(Qm](k) m](k+1))(1jm](k) m](k+1))T ,

(A G0 a4 19

if ™ k0" ™ (k1) > ek +1),

m] m) m|T m]
1 ﬁ’"](k)—# R e+ 0™ (k+1P™ k) o
a+ ™ e+ )P (oyd™ (ke +1)

P k+1)=

(24
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(here O™ (k), 0" (k+1) are defined by expression (8)). Proposed procedure is stable in any value of

forgetting parameter. It can be seen that procedure given by equations (8), (11)-(13) is a generalization of
algorithms (4), (6)-(9), and (10).

Simulation Results

In order to confirm the performance of the proposed architecture the prediction of time-series is examined. We
applied the proposed algorithm which allows to perform Cascade Neo-Fuzzy Neural Network learning in
sequential mode for the forecasting of a chaotic process defined by the Mackey-Glass equation [Mackey, 1977]:

, 0,2t(t—7)

Y= T 0,1y(2). (14)
The signal defined by (14) was quantized with step 0.1. We took a fragment containing 700 points. The goal was
to predict time-series value on the next step k+1 using its values on steps k-3, k-2, k-1, and k. To bring into
obtained set of signal values additional nonstationarity to several intervals different positive or negative numbers
were added. First 500 points were used to adjust weight coefficients of the cascade architecture in sequential
mode. It means that during learning procedure artificial neural network already performed time-series prediction
beginning from the first element which was fed to it. Remaining 200 points were processed by cascade
architecture without adjusting its weight coefficients.

For simulation modeling cascade network which consists of three cascades was synthesized. Each cascade
contained single neo-fuzzy neuron with three activation functions. Overall quantity of parameters which should be
determined was 45. We used « = 0.985 during weight adaptation procedure in algorithm (8), (11)-(13).

For estimation of received results normalized mean square error (NRMSE) as well as mean square (MSE) error
was used. Obtained results of Mackey-Glass time-series prediction are shown in Fig. 3.

original signal — solid line; network output — dashed line; prediction error — chain line.

Calculated on described dataset errors were the following: MSE = 0.008, NRMSE = 0.3. As it can be readily seen
from the figure signal changed its y-coordinate center four times. At each such case temporary prediction error
burst occurred. Its magnitude depended on the nonstationarity power, and it's obviously that the more drastic
changes of predicted signal take place the greater error burst is happen. But after several examples are fed to
network input and synaptic weight coefficients became adjusted according to changed time-series, further
prediction process flows quite well.

In whole, proposed algorithm for Cascade Neo-Fuzzy Neural Network gives very close approximation and
prediction quality of sufficiently nonstationary processes in online mode.
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Conclusion

The new algorithm for Cascade Neo-Fuzzy Neural Network which allows to perform synaptic weight adaptation in
sequential mode is proposed. It gives opportunity to start the prediction process from the first element which was
fed to network’s input irrespectively from the quantity of parameters which should be determined. Theoretical
justification and experiment results confirm the efficiency of developed approach.
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ANALYSIS OF P-SYSTEMS UNDER A MULTIAGENT SYSTEMS PERSPECTIVE

Alberto Arteta, Angel Goiii, Juan Castellanos

Abstract: Membrane computing is a recent area that belongs to natural computing. This field works on
computational models based on nature's behavior to process the information. Recently, numerous models have
been developed and implemented with this purpose. P-systems are the structures which have been defined,
developed and implemented to simulate the behavior and the evolution of membrane systems which we find in
nature. What we show in this paper is an application capable to simulate the P-systems based on a multiagent
systems (MAS) technology. The main goal we want to achieve is to take advantage of the inner qualities of the
multiagent systems. This way we can analyse the proper functioning of any given p-system. When we observe a
P-system from a different perspective, we can be assured that it is a particular case of the multiagent systems.
This opens a new possibility, in the future, to always evaluate the P-systems in terms of the multiagent systems
technology.

Keywords: P-systems mapping, multiagent systems.

Conference: The paper is selected from Seventh International Conference on Information Research and Applications —
i.Tech 2009, Varna, Bulgaria, June-duly 2009

Introduction

Natural computing ia a new field within computer science which develops new computational models. These
computational models can be divided into three major areas:.

o Neuronal networks.

o Genetic Algorithms

« Biomolecular computation.
Membrane computing is included in biomolecular computation. Within the field of membrane computing a new
logical computational device appears: The P-system. These P-systems are able to simulate the behavior of the

membranes on living cells. This behavior refers to the way membranes process information. (Absorbing nutrients,
chemical reactions, dissolving, etc)

Membrane computing formally represents, through the use of P-systems, the processes that take place inside of
the living cells. In terms of software systems, it is the process within a complex and distributed software. In
parallel computational models, p-systems might be as important as the Turing machine is in sequential
computational models.

In this paper, we design a multiagent system that it is capable to simulate the behavior of any given P-system.
After this we will study the advantages of applying this system. By simulating the P-systems with a multiagent
system, we can analyze the P-system from a different perspective. Therefore establishing a procedure that will
focus on the correction of any given P-system based on the multiagent system paradigm.

In order to do this we will take the following steps:
« Introduction to P-systems theory;
« Components of a particular multiagent system,;
o Link between P-systems and multiagent systems;
o Example and code;
« Conclusions and further work.
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Introduction to P-systems theory

In this section we will study into detail all of the theories related to the paradigm of the P-systems. A P-system is a
computational model inspired by the way the living cells interact with each other through their membranes. The
elements of the membranes are called objects. A region within a membrane can contain objects or other
membranes. A p-system has an external membrane (also called skin membrane) and it also contains a
hierarchical relation defined by the composition of the membranes. A multiset of objects is defined within a region
(enclosed by a membrane). These multisets of objects show the number of objects existing within a region. Any
object 'x' will be associated to a multiplicity which tells the number of times that 'x' is repeated in a region.

membrana piel membrana elemental

/

membrana

\\ -
T
o
@
-/
N

o
C

region~_
~

Fig. 1. The membrane's structure (left) represented in tree shape (right)

According to Paun 's definition, a transition P System of degree n, n > 1 is a construct: [Paun 1998]
I1= (V, U@, 0,,(R, p)), (R, p,), io)
where:
1. Vis an alphabet; its elements are called objects;
2. Wis a membrane structure of degree n, with the membranes and the regions labeled in a one-to-one manner
with elements in a given set ; in this section we always use the labels 1,2,..,n;

3, 0, 1<i<n g strings from v’ representing multisets over V associated with the regions 1,2,..,n of u

4. Ri1<i<n , are finite set of evolution rules over V associated with the regions 1,2,..,n of u; 2 is a partial
orderover R 1<i<n, specifying a priority relation among rules of R; . An evolution rule is a pair (u,v)
which we will usually write in the form % =V where u is a string over V and v=v' or v=v' & where v'is a
string over (V X {here, 0”1})U (V X {i”j I<j< ”}) and O is a special symbol not in. The length of u is
called the radius of the rule ¥ =V

5. 1, is a number between 1 and n which specifies the output membrane of I1

Let U be a finite and not an empty set of objects and N the set of natural numbers. A multiset of objects is defined
as a mapping:
M:V >N

a, —>u,
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Where 4; is an object and ¥; its multiplicity.

As it is well known, there are several representations for multisets of objects.
M= {(ala’/ﬁ )a (aza“z ) (a3,u3 )} =a,"-a,"-a," ...

Evolution rule with objects in U and targets in T is defined by # = (m,C, o )

where m € M(V),c € M(VxT) and & € {to dissolve, not to dissolve}

From now on ‘¢’ will be referred to as the consequent of the evolution rule '
The set of evolution rules with objects in V and targets in T is represented by R (U, T).
We represent a rule as:

X—>y or X—> S where x is a multiset of objects in M((V)xTar) where Tar ={here, in, out} and y is the

consequent of the rule. When & is equal to “dissolve”, then the membrane will be dissolved. This means that
objects from a region will be placed within the region which contains the dissolved region. Also, the set of
evolution rules included on the dissolved region will disappear.
P-systems evolve, which makes it change upon time; therefore it is a dynamic system. Every time that there is a
change on the p-system we will say that the P-system is in a new transition. The step from one transition to
another one will be referred to as an evolutionary step, and the set of all evolutionary steps will be named
computation. Processes within the p-system will be acting in a massively parallel and non-deterministic manner.
(Similar to the way the living cells process and combine information).
We will say that the computation has been successful if:

- The halt status is reached.

- No more evolution rules can be applied.

- Skin membrane still exists after the computation finishes.

Multiagent System Technology

The multi agent system we are going to study is a system made of several entities of computers. These systems
can achieve goals unreachable for single agent systems (one agent system). The main characteristcs of
multiagent systems are:

o Proactivity;
o Autonomy.
Formally an agent is a real or virtual entity that:
1. Is able to act within a given environment.
2. |s able to communicate with other agents.
3. It has its own resources.
4. |s able to retrieve information and to (at least partially) know the environment.
5. It can reproduce.
According to the definition of agent, a multiagent system can be defined as a system of computers which contains
the following elements:
1. An environment E, which is a space.

2. Asetof objects O € E .

3. Asetofagentes 4€ 0.
4. A set of relations R between objects and agents.
5. A set of operations that allows to the agents interact with the objects.
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When studying the P-system under a multiagent system technology we will consider A=0O. All of our agents will
relate with each other and will communicate with each other.

In the next sections we will see that p-systems can be studied under muliagent systems technology by performing
some transformations. The goal of this paper is to provide more properties to the p-system than the ones they
have nowadays.

Link from P-systems to Multiagent Systems

Once we have seen the structures of p-systems and multiagent systems separately, we just need to establish a
link between these two universes. Once we build this link from one universe to the other, we will be able to see
p-systems under a different perspective and therefore treat them differently.

Due to the fact that a p-system and a multiagent system have several components, it makes sense trying to
establish a relation between the two of them. Thus, the first step is changing the perspective of the membranes.
The way to do this is:

In a p-system, given a set of membranes M = {mi [ieN,1<i< "} where 7% is a membrane, we establish

a a function /. agent Which is defined as:
f;lgent :M - A

Suge (M) =a; Vie Ni<n, nnumberof membranes

Under this new perspective, every agent @ € 4 has a set of resources which includes:
« Multiset of objects within the region enclosed by the membrane 7% eM

« Set of evolution rules within the region enclosed by the membrane of 7; € M

Besides, each membrane 7 € M which contains another membrane /7% € M can be mapped as father-son
relationship within a multiagent system.

In order to set up the synchronism in our system, we need to have an agent called %sync € 4 This agent will
make sure that the membranes are synchronized.
The p-system will consider three major stages:

1. Static structure of the p-system

2. Dynamic behavior of the p-system

3. Synchronism between membranes.
Now is when we can describe the mapping:
Given a set of membranes M ={m; |i e N,1<i<n} gng W ={e;|i € N,1<i < n} the set of mulisets of
a p-system where @; € W is the multiset of objects representing atoms, molecules included in the membrane
m; € M et R; be a finite and non empty set of evolution rules belonging to the membrane 7% € M and let
u be the structure of membranes that define a father-son relation between membranes.
We can see a membrane 7; €M as m; =(w;, R;,children) where @; is the multiset of objects and i

the set of evolution rules. Children are the membranes which are contained in 7% € M and also children are a
subset of the set of membranes M.

The mapping between p-systems and multiagent systems can be built from a function and a proper operator:
f M x {a)l,a)z,..,wn }x {Rl,RZ,..,Rn } — MAS
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Where MAS is the multiagent system associated to the p-system. This multiagent system contains the agents 4,
resources R and a set of operations Op;
This function f can be defined in terms of 3 other sub-functions. These three sub-functions are:

Jrume: N— Agentname

1. f;lame(i) = ai
9 S resource: {a)l, @,,..,0, } X {R1 R, R, } —Resources

3 Soperation - dynamic transition — Agent behavior

Every agent ¢ will be associated to a set of resources called Res; and set of operations called ;. When
referring to ¢ it will mean ¢; with its resources and operations.

Formally speaking, the multiagent system associated to a p-system with n membranes will have the set of
resources as the union of all the objects, and the union of all the set of evolution rules included in every

n
membrane i.e Resources = {U Ri:l UV where R; is the set of evolution rules included in the membrane i.
i=1

By using this information we can provide more details of Sresource

Jresource Will convert a multiset of objects @ in a string like this:

The objects are represented as (%;,7;) , where %; is the object and 7% its multiplicity.
Thus, Jresource will convert a multiset of objects:

O=(X1,1), (30575 ey (X5 ) = fresource () =211 %,XX5..X5 . Where every object X; appears 7 times.

And given an evolution rule:

r=00,1),(%,1) . X,,1,) = (x,m,),(Xy, ). (X, ,m,)

= resource(r):(xl"xlx2"x2"‘xn"xn’ xl"xlx2"x2"'xn"xn)

where 7 is the multiplicity of the object X in the antecedent and the multiplicity 7% in the consequent.
Jresource(T") , has a two dimensional image. The first component of the image is a conversion of the antecedent
into a string where every object % appears 7% times. The second component of the image is a conversion of
the consequent into a string where every objecty Xi appears "% times, %4/ €N

Once the mapping of the static parts has been developed, we are going to establish the necessary operations for
the multiagent system to evolve in the same way that its associated p-system does. In order to achieve this we
create an operator that returns the status of the transition of a p-system to a specific time. This synchronization
must take place, and therefore it will have to be a part of the set of resources of the multiagent system. In order to
study this synchronization, we create a new resource called sync. This resource is:

1. Aninteger (computing step)
2. Aletter (Status)

The initial transition status is the integer 0.

SYIG; = {transition status of the agent %}

The possible status in every computing step could be:
A. Rules election,

B. Objects consumption,.
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C. Communication between membranes

We will also create an agent called %snc which will be in charge of assuring the synchronization along with the
agents (associated to the membranes).

For instance, let us have a set of transition statuses:

sync, =34 sync,=2B, sync;=4C

Our agent %sync will make sure this situation never happens. It will assure the following:
sync , =sync ;Vi# ji,jeN
At last, the set of the union of all possible transition statuses will be part of the set of resources of the multiagent
system.
Initially sync; =0 Vi<n ieN,

So far, we have seen that components of p-systems are mapped to multi agent system components (static part of
a given p-system). Moreover, the evolution of a transition status with membrane systems can be also mapped as
an evolution process within the multiagent systems. Because of this, we can state that modelling membrane
systems can be seen as a multiagent system. This multiagent system has objects, agents, resources and
operations.

Let us have three membranes "74>",>M5 and /7 contains rmy which contains 7 |n our multiagent system this

situation we would have three agents 41-%-% where 4 is in the father-son relationship with %2 which is in the
father-son relationship with 43. It is represented as follows:

)=

Fig. 2. Three membranes /74 contains mm, which contains 1 jn the MAS.

Another way of representing the transformation of a set of membranes into MAS is a three of agents. In the three
the root nodes are the fathers. The level below indicates the sons which can also be fathers of several agents.
Given a generic set of membranes the mapping into MAS is as follows:

4 4 )

2
— W [
b /I\
s =
f / N\
\ j/

Fig. 3. Representation of a set of membranes into MAS.
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in the way that a p-system evolves, it would be performed similarly in the MAS. In every evolution step the agent

4, makes sure that the transition status of the membranes are the same. This assures the system evolves
properly. In our MAS we will also have the following possible status:

1. Evolution rules selection

2. Evolution rules application

3. Communication between membranes

Example and code:

Once is clear the definitions and meanings of the P-systems and MAS and it is also clear the way we build the
link between them we are going to show the transformation of a p-system into a MAS. So whenever an action
occurs in a given p-system there will be a parallel action occurring in the MAS.

Let us suppose we have a p-system containing three membranes. This p-system is able to calculate the square
of a given number. We are going to see 2 evolution steps (the initial one and the final one) in the p-systems can
be transformed into MAS. To understand p-systems in detail, refer to [Arroyo, 2001].

a) Static components mapping
The P-system has:
o Aset of membranes M:{ml,mz,n@}
o An Alfabet V={a,b,c,d.e,f}
« A set of multiset of objects M()={@={},@r =}, ={af}| where @ is the multiset of objects

within the region delimited by the membrane 7, VieNi<3

« A Multiset of evolution rules

RUT)— RUT)={e— gy}, RUT)={b - d,d—>de,(ff - £ > f— )},
U.n= Ry(U,T)={a— ab,a—bd, f — ff}
e A
2/ e N )
3 af
a->ab
a->bd
f>ff
. J
b->dd->de
ff>f>f>9
L J
al a2 — a3

\ e%eout /

Fig 3 P-system which calculates
a random square number. Fig 4. Associated Multisystem Agent.
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The set of agents A= {%azaapasync}

The resources used by the agent @ are referred as Res; | these are the multiset of objects and set of evolution
rules.

{URCSI}={{ la/1.L(@ab),(a,b8),(f 1)} AL (bDdde)IENES}TTL(ee,)])

b) Dynamic behavior

In order to see how MAS evolves, we need to focus on:
e Rules election
¢ Objects consumption
o Communication Stage

Initial Transition Status Sync ; =0 Vi<3 i€ N This condition is checked by the agent @ e
In the transition status 1), the p-system evolves, In the Region 3 the rule number 1 and number three are applied.

; N

1 4
2 s ‘\\\
3 af
a—>aba=>bd
f>ff
L vy
b->dd-=>de
ff>f>f>38
N 4

\ e%eOUt /

(=1 2]

our agent @,ue  makes sure that sync ; =14 Vi<3 i€ N |neveryregion we are analysing the
rules to be applied. Every agent selects from its resources the rules to be applied.

Moreover, in our MAS:

When this is done, @gne assures we go to the next status. syn¢ ; =18 Vi<3 i€ N  Here the
agents execute the action “apply rules”.

Following our example, only agent @5 selects the rules 71 and 75 from its set of resources Re 85 |
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After applying rules 4. assures all the agents are synchronized and go to the next status.
sync ; =1C  Vi<3 ie N Nowiswhen the agents to communicate with each other and exchange
objects if needed.

After the first computing step, we have:

4 A

1 4
2 ~ ‘\\
3 abff
a—>aba->bd
f>ff
AN vy
b->dd=>de
ff>f>f>3
o J

\ © 9 eout /

in our p-system, and our MAS is
) [

where the resources used by the agents would be:

{CJReSi}={{ labff.[(a,ab).(a,b8),(f, 1)} AL (bA)(d.de)FEN(ES)]} (e, ]}

i=]

By repeating this process will reach a situation like the following:

e I
d4e16
e €out
c—¢C
\_ out Y.

Note. The number next to the object indicates the multiplicity of the object.
which will return 16=42

In our MAS, we will end up with the following situation:

a1l

The rest of the agents have been eliminated when the action “dissolve” was performed.
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{L"JResi}={{[d4e16],[(e,ew)]}}

Code:

A possible code to implement the MAS associated to the p-system is:

Rules R
Objects w
Dissolve = false

While NOT Dissolve
waitsync
//EVOLVE
R’ = Rules_election(w,R)
w’ = Rules_Application (w,R,P)

waitsync

//COMUNNICATION

w = COMMUNICATION(w’)

dissolve = finish(w)
waitsync: Sinchronization between agents
Rules_election: Selection of the rules
Rules application: Application of the rules
communication (w) Communication between agents and exchange of the objects w
Finish: The computation is finished

Conclusion

In this paper, we have studied some topics of membrane computing. As a part of this study, we have explained
some concepts of the p-systems. Concepts such as:

« Components
« |Interactions between the components.
o The evolution of a p-system.

Moreover, we have focused our work on some concepts of the multiagent systems such as objects, agents,
relations and resources. We have then established a link that connects both paradigms. Because of this we have
proved that p-systems are a particular case of a multiagent system. With links such as the one we have built, we
are able to to describe any p-system in Multiagent system terms. Thus, the study of the p-systems can also be
included in the study of the multiagent systems.

It is not intended to explain deeply neither the P-system technology nor the Multiagent system technology. There
are many papers that have been published about that [Paun 1998], [Arroyo,2001] [Arroyo, 2003], The P-system
described here has been generic. We have not explained into detail aspects as rules election, priorities between
rules, etc. The general and main concepts have been useful to show our work. Again, MAS has been generally
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described without focusing in every detail. In order to understand better the concepts of Multiagent system
technology, refer to [Wooldridge,2002] "An Introduction to Multiagent Systems”, Wiley, 2002. or [J.Ferber, 1999]
“Multi-Agent Systems: An Introduction to Distributed Artificial Intelligence”. The Multiagent system described here
has been generic.

We have built a “bridge” between these two universes and, because of that we have added some extra properties
to the p-systems. The code provided here is a proposal but it is not the main goal of this work. By formally
establishing an association between the P-systems and MAS we take a step on opening the p-systems to other
technologies.

Proposals to create a link between P-systems and MAS exist already, Our proposal has been inspired in
[Acampora, 2007]. However, our model has not been focused on the implementation but on providing new
aspects to the current P-systems. In order to do this we have provided more details in the design of our mapping.

According to our association between p-systems and multiagent systems, a cell membrane can be treated as an
independent and autonomous agent. By providing autonomy and independence to the cell membranes, we also
change the perspective for the rest of the components within the p-systems. For example, when a membrane ‘A’
contains another membrane 'B', a dependency from 'B' to ‘A’ exists. This occurs because, whenever 'B' is
dissolved, its objects become objects of the membrane 'A’. By looking at this scenario from a multi agent
perspective, these two membranes are two agents that establish a relation. Because of this relation, the agent 'B'
provides objects to the agent 'A". This happens whenever the agent 'B' executes an action called 'dissolve.'

This perspective allows individual treatment of the p-systems components.

Nowadays we work with the p-system as an entire compacted block of components that are going through an
evolutionary process. The p-system functioning is treated under a global perspective.

Under the MAS perspective, the analysis changes. The p-system works properly if and only if every agent
5 Qyseesllys -Gy works properly.

Thus, the analysis of the correct functioning of a given p-system is not based on the global processes but in the
correction of all the agents which are part of the MAS. When every agent is assured of functioning correctly, we
are assured that the entire multiagent system is working correctly.

By studying the characteristics of the p-system under the multi agent system perspective we can add the p-
systems as a particular case of the current MAS.

This new perspective can also change the implementation of the p-systems. The use of the agent %.c assures

the synchronization of the entire multi agent system. This characteristic does not exist in the current
implementation of p-systems.

Because the Multi agent systems are used broadly, they can be applied to many current systems. It is possible to
state that, by using mappings such as this, we can reduce more systems into MAS. The key for this will be
updating the rules in the MAS. When this occurs we would be able to reduce more systems into MAS and to
assure correct functioning.



128 9 - Intelligent Processing

Bibliography

[Paun 1998] “Computing with Membranes”, Journal of Computer and System Sciences, 61(2000), and Turku Center of
Computer Science-TUCS Report n° 208, 1998.

[Acampora, 2007]A Proposal of Multi-Agent Simulation System for Membrane Computing Devices Giovanni Acampora,
Member, IEEE and Vincenzo Loia Member, IEEE 2007 IEEE Congress on Evolutionary Computation (CEC 2007).

[Jimenez, 2006]Membranes as Multi-agent Systems: an Application to Dialogue Modelling Gemma Bel-Enguix and Dolores
Jimenez Lopez Bel-Enguix. G., Lopez, D.,T., 2006, in IFIP International Federation for Infonnation Processing, Volume
218 Professional.

[A. Arteta, 2008] “Algorithm for Application of Evolution Rules based on linear diofantic equations” Synasc 2008, Timisoara
Romania September 2008[1] A. Syropoulos, E.G. Mamatas, P.C. Allilones, K.T. Sotiriades “A

[Arroyo, 2001] “Structures and Bio-language to Simulate Transition P Systems on Digital Computers,” Multiset Processing (.
[Arroyo, 2003] “A Software Simulation of Transition P Systems in Haskell, Membrane Computing,”

[Wooldridge,2002] "An Introduction to MultiAgent Systems”, Wiley, 2002.

[Acampora, 2005] “Fuzzy control interoperability and scalability for adaptive domotic framework,” in IEEE Transactions on
Industrial Informatics, vol.1, no. 2, May 2005, pp. 97-111.

[J.Ferber, 1999] “Multi-Agent Systems. An Introduction to Distributed Artificial Intelligence,” Addison Wesley, 1999.

Authors' Information

Alberto Arteta Albert — Associate professor U.P.M Crtra Valencia km 7, Madrid-28031, Spain;
e-mail: aarteta@eui.upm.es

Research: Membrane computing, Education on Applied Mathematics and Informatics

Angel Gonii — Researcher natural computing group U.P.M, Madrid, Spain; e-mail: anandgel@gmail.com

Juan Castellanos — Professor (UPM) Department Artificial Intelligence. Faculty of Informatics, Madrid 28660,
Spain, e-mail: jcastellanos@fi.upm.es




International Book Series "Information Science and Computing" 129
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Abstract: The problem of transit points arrangement is presented in the paper. This issue is connected with
accuracy of tariff distance calculation and it is the urgent problem at present. Was showed that standard method
of tariff distance discovering is not optimal. The Genetic Algorithms are used in optimization problem resolution.
The UML application class diagram and class content are showed. In the end the example of transit points
arrangement is represented.

Keywords: transit points arrangement, genetic algorithms, optimization, software application.

ACM Classification Keywords: G.1.6 Optimization - Global optimization, D.1.1 Applicative (Functional)
Programming

Conference: The paper is selected from Seventh International Conference on Information Research and Applications —
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Introduction

At present days the freight service billing and tariff distance defining are actual issues for railroad monopoly.
There about 13000 railroad stations, wayside stops, passing-tracks and another points are located in Russia. We
can compose the formal definition the set of these points connected with railway lines as a triply connected flow
diagram. Problem for shortest distance discovering is very actual problem. So for the barest necessity there is a
special reference book for freight service billing calculation between two various points of Russian Railroads. But
there some problems are connected with search: it takes a lot of time and persons can make mistakes. Thus
development fast search method and this implementation are very urgent problems.

Standard method for tariff distance calculation

For contraction of adjacency matrix volume (columns count more than 169 000 000) using model of transit points
(TP). In the reference book for freight service billing for each transit point P;, is defined S; - shortest distance to
nearest transit point TP;, and distance between arbitrary points Si. This model allows to reduce information
volume and complexity.

We should define distance between two arbitrary railroads points P; and P;. Let there are some points TP, and
TPy . are located in the neighbourhood of P. Let there are some points TP, and TP,.. are located in the
neighbourhood of P, Using tables of departure and arrival we can define distances Sk, Sim, Sp, Sjg. Using
reference book for freight service billing we can define distances between TP: Ski, Skg, Smn M Smg. Thus we get the
set of tracks L;, where L; = S + Sir + Sjn, Ly=+ S+ Skq + qu, Ls= Sim + Smn + Sjn, Ly=+ Spm+ qu + qu-
Moreover tariff distance is defined as [Tarrif guide 1, 2001, Tariff guide 3, 2001]

In this case tariff distance is not shortest distance.

GA method for shortest distance discovering

Let look at singular case. Let railroad points are located as showed at the Figure 1. In this case tariff distance
between P;and P; will define as L1 = Si+ Sin + Sjn. Obviously that tariff distance include Si two times. So optimal
arrangement TP for new sectors of railroads is urgent problem, because it has an influence on inaccuracy in tariff
distance calculation on the one hand and on the volume of reference book on the other hand.
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TP« P, @ TP, P

Figure 1. Example of TP arrangement

For optimization problem solving we use the genetic algorithms (GA) [Batishev, 1995], because GA has a
resistibility to hit into local minimum, and very effective on huge data set. Graph nodes which have two or more
incoming connection are called main node. Generally transit points are located in the main nodes for optimal
arrangement.

We define the chromosome as H={hy,h,,...,hs}, where t — main nodes count. At that
hy = 0, if P is not TP
|, Pis TP
Term “pass” is set of nodes and connections in the graph between two main nodes. We define number of passes

with out TP as s;, rmax — highest possible number of TP in graph’s fragment is considered in the arrangement
problem, r;— number of TP in the i chromosome. In this case fitness function is calculates

0, ifr>r,,

Ji= l, ifr, <r,

max
Si

After the individual fitnesses of the offspring has been evaluating we can define offspring selection probability for
crossing. Offspring selection probability is directly proportional the individual fitnesses of the offspring. After that
the crossover and mutation are executed.

Genetic algorithms using for arrangement.
Choose 2 individuals A and B with highest fitness
After crossover obtain individuals C.
Make the mutation of offspring C with probability mutationPos.
Make the inversion of offspring C with probability inversionPos.
Sort the set of chromosomes in the order of fitness decrease.
Change the the worst chromosome on C.

Input parameters are graph of rairod stations, maximum allowable number of TP, mutation and inversion
probabilities and point of chromosomes crosses.

Implementation

For implementation of Genetic Algorithms was realized software application. We use Microsoft Visual Studio
Express Edition as a IDE and C# as a programming language and Test-Driven Development as a software
development technology. UML application class diagram (without links) of the main classes is represented on the
Figure 2. Class «Khromosome» includes necessary fields and methods (as the Inversion, Mutation, Crossover
methods) for implement of individuals and offspring. Class «Generation» uses list of «Khromosome» class’
objects and contains methods for create and change of chromosomes list. The class «GeneticAlgorithm» uses
object of «Generation» class and has initializing methods.

Bellow example of TP arrangement using software application is represented. The initial states map is showed at
the Figure 3.
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In this case after GA implementation for arrangement 2 transit points were added into the graph. They are
showed at the Figure 4 and marked yellow points.

\ =

| GeneticAlhorithm (& | Generation &3 | Khromosome [&
Class Class Class
= public = public = public
% Genetictlhorithm{int generationSize, int maxEpochCount, int transitPointM... % Generation{int generationSize, int maxEpochCount, % Crossover(Khromosomepartner, int.
W Geneticalhorithm{inttransitPointMaxCount, List<RailwayPaint > stationList, % GetResult() : Khromosome % GetkhromosomeValues(): List<bool>
W GetTransitPoints() : void & StartEvolution{} : int & Init() : void
= private = private W Inversion{intinversionPos):void
4% generation : Generation A CROSSOVER_POSIBILITY : int ¥ Khromosome(Khromosomeparent)
i GENERATION_SIZE : int & CROSSOVER_POSITION : int ¥ Khromosome(List<RailwayPoint>fa...
2% GetknotNodeList{IEnumerable<RailwayPoints stationList) : List<RailuayPo &% crossoverPos :int % Mutation(int mutationPos): void
4% GetRangeList{List<RailwayPoint> stationList, List<Arc> arcList) : Rangelist 4% cossPoint :int 8 setthromasomeValies(isst<honn
#* knotNodelist: List<RailwayPoint= 2% GetMaxsuitability() : double E 5 suitability { getj set; } : double
2 MAX_EPOCH_COUNT : int 4% GetNextGeneration() : void [ private
4 &% GetParentIndex(int lastindex) : int 5" IsTransitPoint(Guidid) : bool
2% InitGeneration(intgenerationSize, List<RailwayPoi... &?® khromosome:List<bool>
,_f'J INVERSION_POSIBILTTY : int #* knotStationList :List<RailwayPoint>
g¥ inversionPos :int &¥ rangelist:Rangelist
4% khromosomes :List<Khromosomes 3% Recalculatesuitability() : void
## maxEpochCount : int o' TransitPaintCount() : int
.jJ MUTATION_POSIBILITY : int 2% TransitPointLessWaysCount(): int
4 mutationPos : int &? transitPointMaxCount : int

## threshold: double L
47 THRESHOLD : double

Figure 2. Class diagram for GA implementation.
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Figure 3. Initial railroad points map Figure 4. Added transit points

Conclusion

Offered method allows find optimal arrangement of transit points and as a result decrease inaccuracy in tariff
distance calculation. Software application was tested on 15 various graphs with definite results for effectiveness
and adequacy defining. We obtained the same results of methods implementation and the test samples with
permissible error.
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SELF EVOLVING CHARACTER RECOGNITION USING GENETIC OPERATORS

Shashank Mathur

Abstract: In this paper, a novel approach for character recognition has been presented with the help of genetic
operators which have evolved from biological genetics and help us to achieve highly accurate results. A genetic
algorithm approach has been described in which the biological haploid chromosomes have been implemented
using a single row bit pattern of 315 values which have been operated upon by various genetic operators. A set of
characters are taken as an initial population from which various new generations of characters are generated with
the help of selection, crossover and mutation. Variations of population of characters are evolved from which the
fittest solution is found by subjecting the various populations to a new fitness function developed. The
methodology works and reduces the dissimilarity coefficient found by the fitness function between the character
fo be recognized and members of the populations and on reaching threshold limit of the error found from
dissimilarity, it recognizes the character. As the new population is being generated from the older population,
traits are passed on from one generation to another. We present a methodology with the help of which we are
able to achieve highly efficient character recognition.

Keywords: Genetic operators, character recognition, genetics, genetic algorithm.

ACM Classification Keywords: 1.2 Artificial Intelligence, 1.4 Image processing and computer vision, 1.5 Pattern
Recognition.

Conference: The paper is selected from Seventh International Conference on Information Research and Applications —
i.Tech 2009, Varna, Bulgaria, June-July 2009

Introduction

Over the years, several methods have been proposed for offline character recognition which is the translation of
characters provided as images into editable textual characters. Character recognition has been previously
implemented for printed Tamil text [I], a traditional south Indian language. Some previously published works in
character recognition such as mathematical expression recognition [ll] and intelligent form based character
recognition system [lll] have been successful and have laid the stepping stone for further research in the area
such as application of genetic operators to provide better results. Genetic operators derive their existence from
Genetics, a branch of biology dealing with the heredity and variations in living organisms. The methodology
presented here projects that new generations of solutions possess traits of their predecessors, thus implementing
inheritance, a significant concept of genetics proposed by Johann Gregor Mendel [IV]. Genetic algorithms have
been developed on these evolutionary concepts and applied in various fields such as knapsack problem [V],
structural optimizations [VI],Assembly planning [VII] and Design of Large-Scale Reverse Logistic Networks in
Europe’s Automotive Industry [VIII].

With the establishment of evolutionary concepts and development of genetic programming, and works of various
researchers such as Price who noticed that a covariance relationship exists between the number of successful
offspring that an individual produces and the frequency of any given gene in that individual [IX], we are able to
achieve a highly efficient evolutionary character recognition methodology with the help of genetic operators. In
this paper, haploid chromosomes which have been implemented in the form of a bit pattern of dimensions 1x315
values, which can be operated upon by genetic operators like selection, crossover and mutation. An initial
population is taken from which new generations of offspring’s are obtained till the error is reduced till a threshold
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limit and this method has been instrumental in the process of character recognition. A unique fitness function has
been designed with the help of which the fittest set of offspring’s are selected and ultimately lead us to the
desired solution thus resulting in selection as a consequence of competition [X]. It has been previously seen that
two parents result in two more offspring’s, as done in evolutionary timetabling using biased genetic operators [XI].

In some previous works, Artificial Neural Networks have been used for optimizing both the architecture and the
connection weights of multilayer feed forward neural networks [XII] and Arabic character recognition [XIII], but
here the recognition process is carried out solely with the help of genetic operators making it a self evolving
character recognition procedure. The methodology presented is significant in abridging the concepts of genetics
and artificial intelligence, thereby introducing the various biological processes in programming and yielding
efficient results. The various published works based on genetic algorithms like cryptanalysis method based on
Genetic Algorithm and Tabu Search to break a Mono-Alphabetic Substitution Cipher in Adhoc networks[XIV] and
the weight constrained shortest path problem[XV] have aided the development of the methodology presented his
to ensure that results obtained from the evolutionary based algorithm provide high degree of efficiency.

The paper also presents the process of adaptation, an emergent property achieved by the Darwinian process of
selection on heritable variation [XVI]. The new generations that are produced are adapted to the best solutions of
the previous generations thereby providing us with a solution that is closer to the expected output as the newer
generations are produced. The more the number of generations, more accurate the result is obtained as the error
keeps reducing from one generation to another. The fittest solution survives at last which is provided as output.
The methodology presented keeps knowledge about the fitness about all the individuals of the population of a
particular generation which is lost on the development of a new generation. It is made sure that only a set of fit
solutions are selected to generate a new generation so that an least error output is obtained in a optimum number
of generations. Since only a set of fit values are considered to develop a new generation we get offspring’s that
have better fitness values as compared to the parents.

The purpose of this paper is to present new approach for character recognition based on the evolutionary theory
with the application of genetic operators like selection, crossover, and mutation on sets of characters taken as an
initial population. Bit patterns are used to represent haploid chromosomes which are operated upon by genetic
operators and then used to generate new populations. With each new generation that is obtained, there is a
decrease in the error between the pattern to be matched and the fittest offspring that was obtained in the last
produced generation of solutions. The process of self evolution of recognized result from a population of patterns
provides us with highly efficient results of character recognition.

Methodology

The self evolving character recognition process is carried out with the help of bit patterns of size 1x315 values
which have been obtained from monochromatic images of characters of size 21x15. A set of characters for each
alphabet are converted into the form of single row bit patterns to generate an initial population from which new
generations of offspring’s are generated till a threshold limit of error between the character to be recognized and
the fittest solution of a generation is obtained. The process of creation of new generations is suspended once this
threshold limit is obtained. The genetic operators like selection, crossover and mutation have been described
along with a unique fitness function with the help of which only a set of fit offspring’s are selected and the others
are discarded, thus implementing survival of the fittest.

A. Procedure

The process of character recognition starts by reading an input monochromatic image, of any size which is
resized to an image of 21x15 pixels and then converted into a single row bit pattern of dimension 1x315 which is
then matched with the generated populations at various stages. A set of 130 characters, 5 characters each for all
the 26 lower case alphabetical characters are considered as an initial population. The fitness function selected
the set of fittest values to generate a new population which is then operated upon by the genetic operators to
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yield new generation on which again the fitness function is applied to generate fit solutions, this process is carried
out till a threshold limit for error between the input and fittest solution is obtained. In the process of character
recognition it is essential that if the error is less than the threshold limit, it can be recognized with the help of
lesser number of computations, thus making the algorithm provide us a result in an optimum number of
computations, thereby making it cost efficient.

B. Fitness function

This is a function with the help of which we are able to learn about the fitness of a solution, and whether that
solution should be kept to generate a new population or not. With the help of this fitness function a set of
offspring’s are selected to generate a new generation of offspring’s while the other values are discarded. We
have haploid chromosomes in the form of single row bit pattern, thus in order to check whether a solution that has
been generated should be kept for generating a new generation or should be discarded is based on the
dissimilarity obtained between the offspring and the input. We now see the working of the fitness function,
suppose we have two bit patterns, A, a single row bit pattern from the current population and B, single row bit
pattern of input that is supposed to be recognized, then C is the obtained as the result of bitwise XOR of A and B,
from which we obtain the dissimilarity coefficient, which is the number of ‘1’ bits in the XOR result, which show us
the number of bits for which the input and offspring differ.

A=00001111001100

B=01001011000100

C=AXORB

C=01000100001000
Dissimilarity Coefficient = 3
As we see the result of the XOR operation in the above example, this is carried out for the entire population taken
one at a time. The dissimilarity coefficients are saved and their mean is calculated. The members of the

population with a dissimilarity coefficient of less than the mean value are considered fit to generate the next
generation while the others are discarded.

C. Selection

This is one of the genetic operators that are useful in selecting a set of population with the help of which a new
population is generated. As explained above, dissimilarity coefficients are calculated for the entire population out
of which only the members having a coefficient of more than mean value are selected and the others are not a
part of the new population that is generated.

D. Crossover

A genetic operator, which introduces inheritance of traits and adaptation in the new generations of offspring’s. In
crossover, two chromosomes overlap to provide two new offspring’s which inherit the trait from their parents and
are adapted towards a better fit solution. This biological crossover is implemented here with the help of two single
row bit patterns which overlap at randomly varying lengths of 1 to 310 to generate new offspring’s that have lower
results of dissimilarity coefficients. Suppose we have two single row bit patterns, A and B of dimensions 1x315
each. Then C and D are two offspring’s that are developed when the crossover takes place at a length of 5. The
greater the extent of crossover, greater are the chances of getting a offspring which has a lower dissimilarity
coefficient. The process of the crossover is shown in figure 1-3.

A=000011..11011110
B=011010..11000100

C=000010..11000100
D=011011..11011110
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AC_ 000011...11011110 O

B 011010...11000100 >

Fig. 1 Initial single row bit patterns.

00001 1..11011110>

01101 0..11000100>

Fig. 2 Crossover at length of 5 bits.

CC_011011..11011110

DC_ 000010..11000100 >

Fig. 3 Offspring’s generated after crossover

E. Mutation

This is the last genetic operator used. In case we have a very low dissimilarity coefficient of the order of less than
30 bits, which would be equivalent to an error of less than 10%, we do not populate new generations, but induce
mutate the selected single row bit pattern at various lengths to generate a solution such that it is able to match
our threshold limit for recognition of the character. Suppose we two single row bit patterns, A and B of dimensions
1x315 each, where A Is the input to be recognized and B is the pattern with less that 10% error then mutation is
carried out. The process of mutation is shown below.

A=10100000111
B=10101010111
Dissimilarity Coefficient = 2

Few mutated results:
M1=10001010111
M2=10100010111
M3=10111010111
M4=10101010011

With the application of the induced mutations, we are able to generate a new population in which each offspring
differs from the parent of the previous generation by only one bit. Thus we are able to achieve a solution in lesser
number of computations thereby decreasing the overall complexity of the methodology presented.

F. Algorithm

The methodology presented works according to the following algorithm shown in figure 4. We can observe that
the working of the algorithm starts with the generation of an initial population. Each member of this initial
population and the input image which is supposed to be recognized is applied to the fitness function from where
we get the dissimilarity coefficients for each member of the population. If we get an error of less than 10%, we
check if the error is less than 5%, if so then the member with the least dissimilarity coefficient is selected as the
recognized. In case error is between 5% and 10% , such that character input which is quite similar to any of
characters in the initial population we carry out mutation and generate a new population in which each member
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differs from the input by only one bit. Incase, we achieve an error of greater than 10%, we generate a new
population by crossover of each member with the other members of the population at varying lengths. The new
population thus generated is replaced with the initial population and we get iterations till the error reduces to 10%.
The algorithm thus is capable of recognizing the characters with high efficiency.

Initial population

h 4

Apply fimess fundion
Replace new
population
with old
Abowe 10% error?

&~

L J

Mo Crossover populaton —

Yes
Above 5% ermar?

Mo

h 4
seledt resultwith least errar Induce Mutatian

¥ ¥

Generate new population

Characker recgnized

Fig. 4 Flowchart.

As the new generations are produced, the number of members of the population starts increasing. The number of
individuals of a new population that is generated is found to be proportional to the number of individuals selected
to generate it. The character recognition process carried out here has been implemented using a small initial
population of 130 members which grows to form populations of hundreds and thousands in successive
generations and leadings us to find an optimum solution.

Results

The self evolving character recognition using genetic operators was tested for 10 character inputs for each
alphabet, thus a total of 260 samples and observed that a high efficiency of recognition is obtained as shown in
the graph in figure 5. An overall efficiency of 79.23% was obtained for the character recognition process during
the testing process. The methodology presented here was implemented on a Pentium 4 (3.4 GHz), 2GB RAM
and MATLAB 7.0. We can note that the number of generations that are being created increase with the increase
in dissimilarity coefficient. A character with an error of less than 5% is recognized with the help of the member of
population having the least dissimilarity coefficient. Along with the genetic operators, the fitness function has been
instrumental in providing a good estimate of the dissimilarity coefficient with the help of which unwanted members
of the population can be discarded. Thus successfully we are able to implement concepts of genetics, a discipline
of biology in character recognition process yielding high rate of efficiency.
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Fig. 5 Graph obtained for testing of character recognition method

Conclusion

The paper has presented a new method of character recognition using a unique and robust methodology by the
application of genetic operators. The paper is significant in abridging the concepts of genetics and artificial
intelligence and thus providing a stepping stone for further research in this area. The highly efficient character
recognition results reflect the accuracy of the implementation of the genetic operators. The innovative fitness
function used here provides us with a dissimilarity coefficient which restrains the entry of unwanted members of
the population which would only increase the computational cost of the methodology presented. Character
recognition task is indeed a tough task which can be carried out by the methodology presented in a biologically
inspired self evolving manner implementing all the laws of genetics. The paper has provided a link of evolutionary
sciences in the field of computer science.
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GENERATING MORE BOUNDARY ELEMENTS OF SUBSET PROJECTIONS
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Abstract: Composition problem is considered for partition constrained vertex subsets of n dimensional unit cube

E". Generating numerical characteristics of E" subsets partitions is considered by means of the same
characteristics in n—1 dimensional unit cube, and construction of corresponding subsets is given for a special

particular case. Using pairs of lower layer characteristic vectors for E" more characteristic vectors for E" are
composed which are boundary from one side, and which take part in practical recognition of validness of a given
candidate vector of partitions.
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Conference: The paper is selected from Seventh International Conference on Information Research and Applications —
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Introduction

Set systems are considered represented as subsets of vertices of n dimensional unit cube E". Given a subset
of E”, its numerical characterization is composed by partitions and their sizes, which are the coordinates of the

corresponding associated vector of partitions. General numerical characterization of vertex subsets of E”
through their partitions is considered in [SA, 2006], [S, 2009] where a complete and simple structural description
of the set of all integer-valued vectors, which serve as associated vectors of partitions is given, The description is
through the set of its boundary elements. Elements of boundary set with minimum and maximum weight are
known by [SA 2001], [SA, 2006]. Current research focuses on generating more boundary elements via the known
ones for smaller dimensions, and constructs a set of corresponding subsets of vertices.

Basic Structural Description

Let E” be the set of vertices of # -dimensional unit cube, £" = {(x,,---,x,)/x, €{0,1},i=1,---,n} . Foran

arbitrary variable x,, consider partition of the cube into two subcubes according to the value of x,,1<i<n.

n—1

Denote these subcubes by E;’:l and E__, correspondingly. Similar to this, each subset of vertices
M < E" can be partiioned into M, _, and M _,. For a given m, 0<m <2" consider an m -element
subset M of E". Vector S =(s,,s,) is called associated vector of partitions of M if 5, =/ M _, | forall

1<i<n.lLet y,(n) denote the set of all associated vectors of partitions of m -subsets of £”. Let ="

= m+l
denote the n dimensional (m +1) -valued grid, i.e., the set of all integer-valued vectors S =(s,,5,,"*+,5,)

n
m+l"

with 0<s, <m, i=1,---,n.Obviously v, (n) c =
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Vector S ey, (n) is called an upper (lower) boundary vector for v, (n) if no vector R e Z” | with R > S
(S > R) belongs to v, (n). By w,(n) and y, (n), respectively, denote the sets of all upper and lower
boundary vectors of i/, (n). The sets y, (n) and 7, (n) contain equal numbers of elements [S, 2009 ]. Let
r denote this number of elements and let y, (n) = (S',---,8"} and v, (n)= {(S',---,8"} so that
(§-’ S ) is a pair of complementary vertices: Eij =m- El." ,for 1<i <n. For each vector S’ all coordinates
are greater than or equal to m /2 and for each vector S ; all coordinates are less than or equal to m/?2.Fora

pair §j, §j ,from w, (n) and v, (n) respectively, let / (3 ;) (the notion 7 (5 ) also may be used) denotes

—7

the vector set of the sub-cube of =" | spanned by these vectors: / (S )={0€E] /S ;<0< S ;- proves

m+1

that the collection of all sub-cubes {7(S )/ S , €y, (n)} composes the basic set v/, (n):

Theorem 1. y,,(n) = JI(S)

Jj=1

Boundary Cases

Basic object of analysis in this section is the set of all monotone Boolean functions in £", with exactly 7 ones.

Let M (n) be the set of all associated vectors of partitions of m -subsets corresponding to the ones of these

monotone Boolean functions. Similarly /°

m

(n) is the set of all associated vectors of partitions of m -subsets
corresponding to the zeros of such monotone Boolean functions. It is easy to check that 7, (n) = M. (n) and
that 7, (n) = M " (n) . Thus for description of y, () suffice to find those monotone Boolean functions which
correspond to y/, (n) (andlor v, (n)). Suppose the weights (sum of all coordinates) of vectors of /, (n)

belong to some interval [L . , L

min > “~“max ]

. A specific set of monotone Boolean functions is constructed in [AS, 2001],
for which the corresponding associated vectors of partitions belong to 7, (7) and have the weight L. . The

value of L_. and the coordinates of associated vectors are also analyzed in detail.

Let D" be the set of vertices of £” arranged in decreasing order of numeric value of the binary vectors
<X, ,-,X, >.lItis easy to check that the first 2" elements of D" form the set of vertices of £, and

the reminder 2" elements form E™

x[l =i

, being arranged in the same decreasing order of numeric value of
<x, ,---,x, >.Denote these sets by D" and D"y respectively. Similarly the first 2" elements of
n n n

n-2
x; =Lx;, =0

D2 form E" 2 and the rest 2" elements form E - arranged in decreasing order of numeric
-

xl»lzl,x[zz
value of the vectors <X, x, >, efe It follows that each initial part (subset) of D" (respectively

D2 D ete)) of arbitrary size serves as the set of ones of some monotone Boolean function. Let
1 1

D™ (m) denote the m -length initial segment of D" . Denote by D" the overall set of all enumerations

D™ ‘andlet D" (m) be the m -length initial segments of enumerations of D" (m).
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The class of monotone Boolean functions, which have sets of ones belonging to D" (1) we denote by f” "(m)

andlet "™ be the corresponding set of associated vectors of partitions.

Theorem 2. S € 7, (n) has weight L, ifandonlyif S eS” ™

The proof of theorem which is not the target to bring here is by induction on n.

Note. Let us consider vector S = (s,,-+-,s,) of S, which is the associated vector of partitions for some
D" (m). It is easy to check that s, 28, 2---2s, . Further, vector S obeys the following very useful

property: any vector (Si,a"'as,-,. +1,%,---,*) forarbitrary j,1< j <, does notbelongto v, (n).

Generating New Boundary Elements

Thus, we consider the problem of description of all monotone Boolean functions, which correspond to y, (n) .

Let we have the solution of this problem for n—1: given m,, 0<m, <2""', and we may describe the

monotone Boolean functions corresponding to y?ml (n—-1).

Consider the way of composing the target construction through composing the ones which we have in dimensions
n-1: consider partition of E” according to some variable x,, and consider the pairs of monotone Boolean

n-1

functions in £7_, and E;’:O respectively, which correspond to the upper boundary vectors and find such pairs,

thatin £ (their unionin E£") correspond to v/, (1) .

n-1

Consider partition of £ according to the value of x, and consider monotone Boolean functions in £~ and

Ex”:o with m, and m, ones respectively, where m,,m, are arbitrary partition of 7 with the only requirement

n—1
x=1

that m, > m,. We intend to find feasible pairs of monotone functions from £~ and E;:O to get at first
monotone functions in £”, and then - monotone functions which correspond to , () .

Consider the following particular case.

In E;’];ll ,as well as in Ejl;lo consider monotone functions for which corresponding associated vectors belong to

sets w,, (n—1) and v, (n—1) respectively, and have the minimum possible weights. By theorem 2 these

are functions of the form 2" and f2" ™) respectively. Consider the case of the same order of
variables, let it be D> (m,) and D> (m,). Denote by S =(s,,"-+,s,) and S =(s,,+,s,) - the

corresponding associated vectors. Obviously this pair is feasible for getting a monotone function in £” . Now we
prove that it is feasible for getting an upper boundary vector as well, that is the vector

S = (ml,s'2 +s;,-~,s; +s;;) =(s,,5,,:*,5,) belongsto v (n).

The choice of this particular case is caused by theorem 2; that is that we have the description of monotone
Boolean functions which correspond to the upper boundary vectors of minimum weight.

Theorem3. S =(m,s, +5,,-:+,5, +5 )=(5,5,,",5,) €W, (n)
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Proof.

Suppose this is not the case and the vector S = (5,,5,,:+,5,), S > S serves as the associated vector of
partitions for some monotone Boolean function (component wise comparison is used).

Consider cases:

a) §, =s,. Consider partition of £” according to the value of x,. We get monotone functions in E;’l;ll and
E!Z, with s, and m—(s,+1) ones respectively. Denote by (s,---,s,) and (s, ,---,s,) the

corresponding associated vectors. Let 5, =s,,---,5,_, =s,, and 5 >s,. We confirm that s, =s', and

1

ok *

=5,", =5 and s, =s"_,,otherwise s, >s', (similarly s; >s',,---, 5., =s'._,) implies
Sy =8 S T80 S =S i Sy > 8, Yy §3> 83,0058, =5,,)Imp

1 1

ok

S =(sy,8,) €W, (n=1)  ands; >s",  (similarly s >s"y-, 80, =s" ) implies
S"=(s3,-,5,) €, (n—1) due to the note above. 3, > s, implies either s; > s, or s, >,". By the
same reasoning each of them leads to contradiction.

b) 5, > s,. Consider partition of £” according to the value of x,. We get monotone functions in E fl;ll and
Ex”:o with 5, and m —5; ones respectively. There exist s, —(m —s,) vertices in Ef:l belonging to the set

of ones of the function, for which the corresponding vertices in E;’:O does not belong to the set of ones of the

function. We move these vertices from Efl;ll to E;’l;lo It follows from the case a) that 5, =s,,---,5, =s,.To

provide s, in E" we need to provide s', in Ejl;ll and s, in E', otherwise either

x=0"
S =(s3,+8,) €W, (n=1) or 8" =(s,,---,5,) &, (n—1), etc. By theorem 2 the obtained sets are

D*""(m,) and D> (m,) respectively, which is contradiction since 1, > m, .

As a corollary we get that for any m , m/2 < m < m, avector of i, (n) exists with a coordinate which equal
to m.

We may also mention the topic of construction of m, -subsets of vertices with the given associated vector of
partitions S = (m,,5, +5,,++,5, +5,) = (8,,5,,",5, ).

Given that the sets D> (m,) and D> (m,) can be constructed by the “interval bisection” method [SA,
2006], then a construction of the required set can be provided in the following way: construct first column putting

m, consecutive ones and (m — m, ) consecutive zeros; continue the construction in this 2 sections by the same
“interval bisection” method.

The weight of S and the values of coordinates can be calculated.

Conclusion

Generating numerical characteristics of partitions by means of the same characteristics in 7 —1 dimensional unit
cube for a particular case, leads to more boundary elements. The corresponding subsets can be easily
constructed.
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METASPEED:
Metadata ExTraction for Automatic SPEcifications of E-Documents

Science-research Project: Automated Metadata Generating for e-Documents Specifications and Standards
Supported by: Bulgarian National Science Fund under contract D002-308
Thematic priority: 4. Information and Communication Technologies

Duration: 2009-2011

What is the METASPEED Project

Metadata ExTraction for Automatic SPEcifications of E-Documents — METASPEED is a Bulgarian research
project funded by the Bulgarian National Science Fund under the thematic priority: Information and
Communication Technologies. It aims to facilitate the development of Bulgarian standards and even commonly
accepted specifications for the description of metadata for e-documents in different subject areas. Project
partners include Bulgarian researchers from state and private universities and Bulgarian Academy of Sciences.
This project is carried out by a consortium composed of: University of Plovdiv, Technical University of Sofia, New
Bulgarian University and Institute of Mathematics and Informatics, Bulgarian Academy of Science.

The goal of this project can be briefly summarized as folows: to investigate and create technologies, methods and
tools for automatic generation of metadata thus facilitating the proper specification of documents with different e-
format, content and location. The rationale behind this goal is that e-documents are to be described by common
schemas and rules for the purpose of retrieval, sharing and using. Usually documents in digital repositories are
determined according to a particular specification and/or standard together with data about the document itself,
i.e. metadata. As a rule the application of any standard requires too much metadata that are produced by experts
in the subject area. Thus building an object repository appears to be a very labor consuming activity carried out
by highly qualified people. Consider the electronic resources e.g. tests, learning content, etc. in the National
Educational Portal (http:/start.e-edu.bg/). These resources obey no unique standard. That is why our research
efforts towards a standardization and automatic generation of metadata for different format e-documents are an
economically motivated activity. Project findings will facilitate the access to different digital collections in a
straightforward manner. This is the first stage toward the development of a uniform information environment in
Bulgaria. We expect that the main contributions include:

o development of proper tools for an automatic metadata generation for collections containing digital

documents of different shapes and types;
¢ building a framework to share European and Bulgarian e-resources;
e development of national standards for document sharing.

Partners

The METASPEED project is an interdisciplinary project. This justifies the participations of people interested in
computer linguistics, e-learning, standards for e-documents, multimedia applications, archival sciences, database
systems, etc. The partners and their competences are presented in Table 1:
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Table 1 Partners of the METASPEED Project

PARTNER COMPETENCES

University of Plovdiv . o
. e-learning ,computer linguistic
Department of Computer Informatics

Institute of Mathematics and Informatics - BAS analysis, synthesis and lretrleval of
‘ structured data from texts, images and

- Sl -

Department of Information Systems

O
@

& video
New Bulgarian University cognitive sciences, database systems,
Department of Informatics e-learning

ﬂ Technical University of Sofia
' .I Research laboratory "Technologies and Standards ~ standards and systems for e-learning

for e-Learning"

Project Work Packages

The project is built up of four work packages. Certainly significant dissemination and valorization activities are
foreseen.

WP1. Standards of e-documents and tools for their automatic generation

The goal of this package is to finalize the research analysis in the area and to prepare state-of the-art reports
concerning:

a) standards for e-learning;

b) standards for cultural heritage multimedia documents;

c) prescriptions for Bulgarian standards in different subject areas;

d) methods for automatic metadata generation.
It is expected that project technical prescriptions of national standards for e-learning and specifications for cultural
heritage e-objects will be proposed. For example the adoption or development of a standard, in the field of
e-learning, could provide sharing (including export/import), multiplication and adaptation of learning resources
(courses, materials and tests) hosted in Internet. During the adaptation of well-known standards and

specifications a reasonable question arises: to what extend the national specifics such as language, educational
system and traditions are to be considered.

WP2. Automated metadata generation from text documents

The goal of WP2 is to develop methods, algorithms and tools to retrieve structured data from electronic text
documents, written in different languages taking into account existing standards and specifications. To realize this
goal a review-analysis of the existing methods and algorithms in the world and in particular — for Bulgarian
language will be carried out..
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The following tasks will be performed:
- critical analyses of existing methods and tools for retrieval of metadata from electronic texts;

- investigation of specialized technologies and methods for metadata retrieval for documents in different
areas;

- Design and implementation of proper software prototypes;

- Experiments with the realized methods and tools for metadata retrieval on the documents in examined
areas.

WP3. Automated metadata generation from multimedia documents

In the next three years, the world will create more data than has been produced in all of human history. It is well
known that the search power of current searching engines is typically limited to text and its similarity, since less
than 1% of the Web data is in textual form, the rest being of multimedia/streaming nature, particularly since a
large portion of pictures still remains as ‘"unstructured data". The Enterprise Strategy Group
(http://lwww.enterprisestrategygroup.com/management) estimates that more than 80 milliard photographs are
taken each year. Using of digital images promises to emerge as a major issue in many areas, for instance Google
answers daily more than 200 million queries against over 30 milliard items, because of this we need to extend our
next-generation search to accommodate these heterogeneous media.

Some of the current engines search the data types according to textual information or other attributes associated
with the files. An orthogonal approach is the Content-based Image Retrieval (CBIR). It is not a new area - in
current surveys can be counted more than 300 systems, most of them exemplified by prototype implementations.
The typical database size is in the order of thousands of images - very recent publicly-available systems, such as
ImBrowse (http://media-vibrance.itn.liu.se/), Tiltomo (http://www.tiltomo.com/) and Alipr (http://www.alipr.com/),
declare to index hundreds of thousands of images.

The user questions in image search are partitioned into three main levels:

- Low level — this level includes basic perceptual features of visual content (dominant colors, color
distribution, texture pattern, etc.);

- Intermediate level — this level forms next step of extraction from visual content, connected with emotional
perceiving of the images, which usually is difficult to express in rational and textual terms. The visual art is
area, where these features play significant role. Typical features in this level are color contrasts, because
one of the goals of the painting is to produce specific psychological effects in the observer, which are
achieved with different arrangements of colors;

- High level - this level includes queries according to rational criterions. In many cases the image itself does
not contain information which would be sufficient to extract some of the characteristics. For this reason
current high-level semantic systems still use huge amount of manual annotation.

Usually the existing systems for image retrieval are limited by the fact that they can operate only at the primitive
feature level, while users operate at a higher semantic level. This mismatch is often referred as semantic gap.
The Project aims at finding and analyzing new content-based image retrieval methods to analyze, index, and
retrieve the image and video. The goal is to increase the retrieval effectiveness by a proper choice of image
features from the MPEG-7 standard and on that base finding the description of some concept, which humans use
in theirs everyday life.
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WP4. Automated creating and testing of digital repositories in different areas: A) cultural
heritage; B) e-learning; C) spatial information systems; D) automated referring of scientific
publications.

The main task is creating and studying of methods and tools for automated metadata generating from Internet-
pages (in corresponded thematic domains). There will be examined and adapted known technologies for search
in Internet-pages, using tools for automated metadata generating from text and multimedia. As a result Internet-
space will be used as a source for creating of digital repositories and for testing corresponded methods and tools.
Other digitalized sources for carrying out the experiments are created during the years collections of electronic
resources of the Project partners in the field of e-learning and scientific publications.

Basic interest during leading the investigations of p.A will be separate on studying and elaborating of search
methods in document collections (contained text and graphic objects) and their automated classifying in
appropriate ontological systems.

In investigations of p.B special attention will be focused on the question for automated metadata retrieval from
learning resources (for instance: concepts, relations between them, degree of complexity, etc.) and generating of
new learning objects (for instance test tasks and e-courses), rendering an account the results of leading
e-learning (for different types of learners). For this purpose, except leading a linguistic analysis (processing of the
content of used learning materials and tests), it is necessary (in order to data extraction for so cold portfolio of
each learner) to trace and to analyze dialogue between learners and lecturers, learners and system for content
management, etc.

The INSPIRE standards for spatial meta-data are obligatory for the European Union member states. This means
that it is very important the cultural space information to be described following these standards. Two main tasks
are connected to this problem:

- to create Bulgarian standards and thesauri for spatial meta-data of the cultural heritage objects, which are
corresponding to the INSPIRE standards;

- following these standards, to develop methods and tools for meta-data extraction from the cultural objects’
descriptions.

In case of investigations in p.D it is posed a question for creating repository of scientific publications review (using
automated metadata retrieval from full-text articles). Referring of scientific articles compels referent-experts to
review a lot of articles in journals and books, connected with given scientific area, to classify and to summarize on
thematic directions. Main problem of the referring is a quantity of work, which referents have to do, to find
important for the domain articles and results. Automating of the preliminary selection and classification of the
incoming papers can be assist referring and decrease the probability for gaps. In the same time, automated
solving of the opposite task — how is adequate one review to the content of the corresponding paper — is also
important.

Automated metadata retrieval from the collection of scientific publications in different languages (in the case of
specialized texts in concrete scientific domain) and theirs classifying in corresponded ontological system is
important in the case of multilingual referring journals (for instance — containing reviews in English, Russian and
Bulgarian languages) increase the quality of the issue.






