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Introduction

The genesis of the concept of Infos started from the understanding that the concept "Information Subject"” is
perceived as human characteristic. It is clear that in the nature there exist many creatures which may be
classified to this category. To exclude the misunderstandings we decide to introduce new word to denote all
possessors of the characteristics of the Information Subject.

This word is "Infos".

There exist several common theoretical information paradigms in the Information Sciences. May be, the most
popular is the approach based on the generalization of the Shannon's Information Theory [Shannon, 1949],
[Lu, 1999]. Another approach is the attempt to be synthesized in a common structure the existing mathematical
theories, which are applicable for explanation of the information phenomena [Cooman et al, 1995].

Besides of this, we need to point the diligence of the many researchers to give formal or not formal definitions of
the concept "information”. Unfortunately, although they are quite attractive in some cases, these definitions
did not bring to any serious theoretical results [Abdeev, 1994], [Bangov, 1995], [Markov P., 2002], [Tomov, 1991],
[Elstner, 1993].
The development of the General Information Theory (GIT) had started in the period 1977-1980. The first
publication, which represents some elements of GIT, was published in 1984 [Markov, 1984]. In 1988, the not
formal definition of the concept of Information was published in [Markov, 1988]. It became as a fundamental
definition for the GIT [Markov et al, 1993], [Markov et al, 2003a]. The translation of the philosophical theory into
the formal one is a good approach for verification of the scientific ideas [Markov et al, 2003b], [Markov et al,
2004].
The General Information Theory is based only on primary consideration of the world as variety of entities, which
are formed by relationships between entities that form lower levels. The fundamental notion of the GIT is the
concept "Information”. All other concepts are defined based on this definition.
The GIT is build by three specialized theories:

» Theory of Information,

» Theory of Infos,

» Theory of Inforaction.
This article presents the main features of the Theory of Infos.
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Entity

In our examination, we consider the real world as a space of entities. The entities are built by other entities,
connected with relationships. The entities and relationships between them form the internal structure of the entity
they build. To create the entity of a certain structural level of the world, it is necessary to have:

- the entities of the lower structural level;

- established forming relationship.
The entity can dialectically be considered as a relationship between its entities of all internal structural levels.

The forming relationship has a representative significance for the entity. The destruction of this essential
relationship causes its disintegration. The establishment of forming relationship between already existing entities
has a determine significance for the emerging of the new entity.

The forming relationship is the reason for the emergence of individual properties, which distinguish the new entity
from the forming ones. The relationships form and present the entity.

Impact, Interaction, Reflection

Building the relationship between the entities is a result of the contact among them. During the contact, one
entity impacts on the other entity and vice versa. In some cases the opposite impact may not exist, but, in
general, the contact may be considered as two mutually opposite impacts which occur in the same time.

The set of contacts between entities forms their interaction. The interaction is a specific interactive relationship
between entities which take part in it.

The contacts of the given structural level are processes of interaction of the entities on the lower levels.

During the establishing of the contact, the impact of an entity changes temporally or permanently the internal
structure of the impacted entity. In other words, the realization of the relationships between entities changes,
temporary or permanently, their internal structure at one or at few levels.

The internal change in the entity, which is due to impact of the other entity we denote with the notion "direct
reflection”.

Every entity has its own level of sensibility. This means that the internal changes occur when the external
influence is over the boundary of the sensibility of the entity.

The "reflection impulse” for given entity is the amount of the external influence needed for transition from one
state to the reflection one.

The entities of the world interact continuously. It is possible, after one interaction may be realized another. In this
case, the changes received by any entity, during the first interaction, may be reflected by the new entity.

This means the secondary (transitive external) reflection exists.

The chain of the transitive reflections is not limited. In general, the concept “transitive impact” (respectively
“transitive reflection”) of the first entity on the third entity through the second one will denote every chain of
impacts (reflections) which start from first entity and ends in the third entity, and include the second entity in any
internal place of the chain.

One special case is the external transitive self-reflection where the entity reflects its own relationships as a
secondary reflection during any external interaction.

Some entities have an opportunity of internal self-reflection. The internal self-reflection is possible only for very
high levels of organization of the entities, i.e. for entities with very large and complicated structure. The self-
reflection (self-change) of the entity leads to the creating of new relationships and corresponding entities in it.

Of course, the internal self-reflection is a result of the interaction provided between entities in the lower levels of
the structure of the entity. Such kind of entities has relatively free sub-entities with own behavior in the frame of
self-preservation of the whole entity. As a result of the self-reflection, some relationships and corresponding sub-
entities are created or changed in the entity.
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The combination of the internal and external self-reflection is possible.

Finally let remark that the reflection could not be detected by the entity that contains it. This is dialectical behavior
of the reflection - it is only an internal change caused by the interaction.

Information

The real world contains unlimited number of entities. When an entity contacts another, there exists a great
possibility to join third entity in this process. It is clear; the third entity may contact and reflect each of others as
well as the process of realization of the interaction between them — the process of realization of the contact is a
specific (temporal) forming relationship between entities and during the process of establishing the contact the
entities form new (temporal) entity which in the same moment may be reflected by the third entity. So, the third
entity may reflect any vestiges of this interaction from both first and second entities.

In the special case when the third entity contains reflections of the first entity received by both two different ways:

1. by transitive impact of the first entity on the third one through the second entity,
2. by impact of the first entity on the third one which is different from the transitive one, i.e. it can be direct
impact or transitive impact through another entity (-ies)
then the third entity became as an external relationship between first entity and its reflection in the second entity —
it became as “reflection evidence” of this relationship.

The first entity is called reflection source; the second entity is called reflection recipient; and the third entity is
called reflection evidence.

In this special case, when there exist the triple

"(source, recipient: evidence)",
the reflection of the first entity in the second is called information in the second for the first entity.
Let point one very important case of the real world - simultaneous contacts of the three entities. Every one of
them may be source, recipient and evidence in the same time. There exist six cases which represent the
simultaneous contacts of three entities. Therefore, the entities A, B and C may be in the next six reflection
relations: (A, B: C); (B, C: A); (C, A: B); (A, C: B); (C, B: A); (B, A: C).
All reflection relations are equivalent from point of view of the interrelations between reflection source, reflection
recipient and reflection evidence. Because of this we will discuss only the case (A, B: C).
For practical needs, it is more convenient to follow the next consideration.
The reflection in the recipient represents both the relationships and the sub-entities of the source. From other
point of view, the relationships build up and present the entities. Because of this, the reflected relationships are
the essence of the reflection. In other words, iff there exist reflection evidence than the reflection of the forming
relationship may be considered as "information" for reflected entity. Therefore, in the sense that the evidence
exists to point what relationship (between what entities) is reflected and where it is done, we may say

"The information is reflected relationship™.

So, the reflection of the first entity in the second one is “information” for the first entity if there is corresponded

reflection evidence. The generalization of this idea leads to assertion that every reflection can be considered
as information, iff there exists corresponding reflection evidence.

Activity and Information Expectation

Every forming relationship as well as every relationship unites the entities and this way it satisfies some theirs
possibilities for building the relationship by establishing the contact. In other words, for creating the forming
relationship we need:
— entities, from which the new entity is able to built;
— possibilities of the entities for establishing the contact by satisfying of which the forming relationship may
be originated.
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The forming relationship is the aggregate of the satisfied possibilities for establishing the contact.
It is clear that after establishing the relationship we may have any of two cases:

1. all possibilities of the entities for establishing the contact are satisfied by such possibilities of other
entities;

2. there are any free possibilities after finishing the establishment of the new relationship - on the low levels
of the entity or, if it is a new entity, on the level of the whole entity. Disintegration of the whole entity or
any its part may generate any possibilities too.

In the second case, the entity has any "free valences", which needs to be satisfied by corresponded contacts
with other entities. We may say the entity has activity generated by the free possibilities for establishing the
contacts with the entities from the environment.

The process of interaction is satisfying the possibilities for contact of the entities. From point of view of the entity,
the interaction may be external or internal.

During the interaction given entity may be destroyed partially or entirely and only several but not all parts of the
destroyed entity may be integrated in the new entity. This means that there exist both constructive and
destructive processes in the process of interaction between entities. The determination of the type of the
interaction depends on the point of view of given entity. The interaction dialectically contains constructive and
destructive sub-processes.

If the entity is a complex, it is possible for it to have an opportunity of self-reflection. In such case, it is able to
reflect any reflection, which has been already reflected in it. In this case, because of the new internal changes
(self-reflection) the entity may obtain any new "secondary activity".

The secondary activity is closely connected to the structural level of the entity, which correspond to the level of
the self-reflection. This way the secondary activity may be satisfied by internal or external entity from point of view
of the given entity. In other words, the resolving of the secondary activity may be internal or external.

During the establishment of the information relationship it is possible to be generated any secondary free activity
(possibilities on the low levels of the entity or on the level of the whole entity) which needs to be satisfied by
corresponded contacts with other entities.
The secondary activity generated by the information relationship is called "information activity”.
On given level of complexity of the entities a new quality becomes — the existence of self-reflection and internal
activity based on the main possibilities for contact of the sub-entities as well as based on the new (secondary)
possibilities created after internal self-reflection.
The internal activity may be resolved by:

— the internal changes which lead to partial internal disintegration of the sub-entities and theirs a posterior

internal integration in the new structures;

— the external influence on the environment.
The internal changes may lead to removing of some sub-entities if they have no possibilities for integration with
the others, i.e. if they have no free valences to be resolved in the process of integration.
The external influence is the most important. The impact on the entities around the entity is the way to resolve its
activity. The destroying of the external entities and including the appropriate theirs parts in itself is the main
means to exist and satisfy the free valences.
One special kind of activity is the information one. We assume that the secondary activity needs to be resolved by
relevant to the information valences corresponded opposite (information) valences which need to be of the same
genesis, i.e. generated by any information relationship. So, not every entity may be used for resolving the
secondary activity.
This way, the entity expects a special kind of (information) contacts and (information) interaction for resolving the
information activity. Because of this the information activity is called “information expectation”.
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The Information Witness

Let remember the special case from above when the third entity contains reflections of the first entity received by
both two different ways:

1. by transitive impact of the first entity on the third one through the second entity,

2. by impact of the first entity on the third one which is different from the transitive one, i.e. it can be direct

impact or transitive impact through another entity (-ies).

In this case the third entity became as an external relationship between first entity and its reflection in the second
entity — it became as “reflection evidence” of this relationship.
In addition, if during establishing the information relationship i = (source, recipient: evidence) in the reflection
evidence is generated information expectation (activity) it is called "information witness".

As the information witness is more complex entity so the information relationship may be more complex. In
addition, let remark that the complex reflection is time-depended process. In other hand, the memory and actual
context determine the result of the complex reflection.

The Information is a Model

As Marx Wartofsky remarks, the concept "model" has been used for denotation of the very large class of
phenomena: mechanical, theoretical, linguistic, etc. constructions. He gave a good definition of the model relation
and made clear the main characteristics of the model [Wartofsky, 1979]. This definition is as follow:
The model relation is triple M:

M: (S, %, )
where "S" is subject for whom "x" represents "y". In other words only in this relation and only for the subject "S"
the entity "x" is a model of the entity "y".

As we point above, the interaction between two entities is a specific theirs relationship. If there exist information
witness (W) of the interaction between two entities as well as of the existence of the information about the first
entity in the second entity, W became as subject for whom the information in the second entity represents the first
one. In other words, there exists relation

M: (Waa, lea, A),

where "A" and "B" are entities, and the Wga is the information witness, which proofs that the assertion "lea — B is
information in B for A" is true.

In the relation (Wga, lga, A) the information lga is @ model of A.

The Information Model

The entities of the world interact continuously in the time. It is possible, after any interaction one another may be
realized. In this case, the changes received by any entity, during the first interaction, may be reflected by the new
entity. This means the secondary (transitive, external) reflection exists. The chain of the transitive reflections
is not limited.

Let A, B and C are entities; A and B interact and after that B interacts with C. If there exist the relations:

— Mga: (Wen, Iga, A), where Waa is the information witness, which proofs that the assertion
"lsa < B is information in B for A" is true,
— Mece: (Wee, lcs, B), where Weg is the information witness, which proofs that the assertion
"lcg = C is information in C for B" is true,
and if Mceja: (We)a, leeia, A), where Weea is the information witness, which proofs that the assertion "lcgia = C
is information in C for information in B for A" is true.
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In such case, from point of view of the Wc)a the information Icg)a is @ model of A. In other hand, because of
transitive reflection, Icga is created as reflection of the Iga but not directly of A.

This means that Icg)a is @ model of the information in B for A.
In other words the Icg)a is an information model in C for A.

The collecting of information models for given entity in one resulting entity may exist as a result of the process of
interaction between entities. Such process is in the base of the Information modeling.

If an information model IM contains information for (reflected from) the two source information models IM; and 1M
than the source information models are "similar" in the sense of the model IM.

The similarity of the information models causes the establishing the relation of aggregation between them.

The relation of similarity aggregates the similar models in new internally determined information model in the
memory of the information witness.

The aggregation may cause the generating the new information activity, which may be resolved not only in the
environment around the information witness. The possibility of self-reflection may cause the generating the new
information models in his memory without any external influence and so on.

This process of aggregation and generation of new models is not limited.

The (information) models internally generated via self-reflection are called "mental (information) models” of the
information witness.

Resolving the Information Expectation

Because of the existing of the information expectation, i.e. the existing of the secondary information activity,
the Information Witness "expects" to combine the information valences with any others.

The combining the valences of the information expectation with some others is called resolving the information
expectation.

Let "n" is the number of free valences in an information expectation. After the contact some of them are combined
as well as the others are not. The new valences, which are generated by the contact, do not belong to the
information expectation before contact. They may form new information expectation but the basis for our

reasoning will be the starting information expectation.
The normalized by "n" number D' of the not combined valences is called degree of discrepancy (D) of the
incoming reflection to the information expectation, i.e.

DI
D=—
n

The normalized by "n" number C' of the combined valences is called degree of combining (C) of the incoming
reflection to the information expectation, i.e.
c
“n
There exists the equation: C+ D = 1.
From point of view of given expectation for contact the number of free valences is fixed. After the contact, as
a result of reflection, some of the free valences of the entity may be combined with any new (internal or external)

valences. Of course, new free valences may occur. The number "n" varies in the process of interaction. Every
contact may change it.

The more valences of the information expectation have been resolved, the more qualitative is the
incoming information and vice versa.
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The difference A between normalized number C of resolved valences and normalized number D of not resolved
valences of the information expectation is called adequacy of the reflection to the information expectation,
i.e.

A=C-D
It is easy to see that the values of adequacy A are in the interval [-1,1].

The Infos

The resolving of the information activity is a goal of the information witness.
This goal may be achieved by the establishment and providing (information) contacts and interaction.
The entity, which has possibility for:
— (primary) activity for external interaction;
— information reflection and information memory, i.e. possibility for collecting the information;
— information self-reflection, i.e. possibility for generating "secondary information";
— information expectation i.e. the (secondary) information activity for internal or external contact
— information modeling and resolving the information expectation
is called Infos.

Conclusion

What gives us the concept “Infos"?
At the fist place, this is the common approach for investigating the natural and artificial information agents.
In other hand, this is the set of common characteristics which are basic for all entities, which we may classify to
the category of the Infos.
And, at the end, this is a common philosophical basis for understanding the information subjects.
The development of the General Information Theory should not become by the single creative impulse. For a long
period, the constructive activity of the many researchers is needed for establishing the new common paradigm.
We all need free scientific look at things, which will permit us to build the general theory without partiality, and
aberrations taking in account all information paradigms already created and adopted.
Our main goal is to provoke the scientists to continue the research in this important area and to make the next
step.
The concept "Infos" is basic for the General Information Theory [Markov et al. 2003a]. Its definition is only the
starting point for further investigations and building the Infos Theory.
The variety of types of Infoses in the real world needs to be investigated and classified in the future research. At
the first step, we may propose that may be at least two main types of Infoses exist:

— infogens - the natural creatures;

— infotrons - the artificial creatures.
Also, the Infos Theory needs to give answers to many other very important questions, such as:

— What is the nature of the activity of the Infos?

— What is the difference between the living level of the Infos and the non-living one?

— s it true that the boundary between non-living and living entities is self-reflection and internal activity for
satisfying the secondary (information) possibilities for internal or external contact?

Etc.
It is impossible to answer to all questions in a single article. We may make only the next little step.
This was the aim of the present paper.
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