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PREFACE

The scope of the International Book Series “Information Science and Computing” (IBS ISC) covers the area of
Informatics and Computer Science. It is aimed to support growing collaboration between scientists from all over
the world. IBS ISC is official publisher of the works of the members of the ITHEA International Scientific Society.

The official languages of the IBS ISC are English and Russian.

IBS ISC welcomes scientific papers and books connected with any information theory or its application.

IBS ISC rules for preparing the manuscripts are compulsory.

The rules for the papers and books for IBS ISC are given on www.foibg.com/ibsisc .

The camera-ready copyes of the papers should be received by ITHEA Submition System http://ita.ithea.org .
The camera-ready copyes of the books should be received by e-mail: info@foibg.com .

Responsibility for papers and books published in IBS ISC belongs to authors.

This issue contains a collection of papers that concern the problems of intelligent information and engineering
systems. Papers are peer reviewed and are selected from the International Conference INFOS-2, Krynica,
Poland, a part of the Joint International Events of Informatics "ITA 2009" — autumn session.

ITA 2009 has been organized by
ITHEA International Scientific Society
in collaboration with:
« Rzeszow University of Technology (Poland)
« Institute of Information Theories and Applications FOI ITHEA
« Dorodnicyn Computing Centre of the Russian Academy of Sciences
« International Journal “Information Theories and Applications”
« International Journal "Information Technologies and Knowledge"
« Association of Developers and Users of Intelligent Systems (Ukraine)
« Association for Development of the Information Society (Bulgaria)
« V.M.Glushkov Institute of Cybernetics of National Academy of Sciences of Ukraine
« Institute of Mathematics and Informatics, BAS (Bulgaria)
« Institute of Information Technologies, BAS (Bulgaria)
« Institute of Mathematics of SD RAN (Russia)
« Taras Shevchenko National University of Kiev (Ukraine)
« Universidad Politecnica de Madrid (Spain)
«  BenGurion University (Israel)
« University of Calgary (Canada)
« University of Hasselt (Belgium)
«  Kharkiv National University of Radio Electronics (Ukraine)
« Astrakhan State Technical University (Russia)
« Varna Free University “Chernorizets Hrabar” (Bulgaria)
« National Laboratory of Computer Virology, BAS (Bulgaria)
o Uzhgorod National University (Ukraine)
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The main ITA 2009 events were:

KDS XVth International Conference "Knowledge - Dialogue — Solution”

i.Tech Seventh International Conference "Information Research and Applications”

MeL Fourth International Conference "Modern (e-) Learning"

INFOS  Second International Conference "Intelligent Information and Engineering Systems"
CFDM International Conference "Classification, Forecasting, Data Mining"

GIT Seventh International Workshop on General Information Theory

ISSI Third International Summer School on Informatics

More information about ITA 2009 International Conferences is given at the www.ithea.org .

The great success of ITHEA International Journals, International Book Series and International Conferences
belongs to the whole of the ITHEA International Scientific Society.

We express our thanks to all authors, editors and collaborators who had developed and supported the
International Book Series "Information Science and Computing".

General Sponsor of IBS ISC is the Consortium FOI Bulgaria (www.foibg.com).

Rzeszow-Sofia, September 2009 G.Setlak, Kr. Markov
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General Information Theory

THEORY OF INFOS

Krassimir Markov, Krassimira lvanova, llia Mitov

Abstract: Theory of Infos is a part of the General Information Theory. Main features of the Theory of Infos are
outlined in the paper. Further investigation is discussed.

Keywords: General Information Theory, Theory of Infos.

ACM Classification Keywords: A.1 Introductory and survey

Introduction

The genesis of the concept of Infos started from the understanding that the concept "Information Subject” is
perceived as human characteristic. It is clear that in the nature there exist many creatures which may be
classified to this category. To exclude the misunderstandings we decide to infroduce new word to denote all
possessors of the characteristics of the Information Subject.

This word is "Infos".

There exist several common theoretical information paradigms in the Information Sciences. May be, the most
popular is the approach based on the generalization of the Shannon's Information Theory [Shannon, 1949,
[Lu, 1999]. Another approach is the attempt to be synthesized in a common structure the existing mathematical
theories, which are applicable for explanation of the information phenomena [Cooman et al, 1995].

Besides of this, we need to point the diligence of the many researchers to give formal or not formal definitions of
the concept "information". Unfortunately, although they are quite attractive in some cases, these definitions
did not bring to any serious theoretical results [Abdeev, 1994], [Bangov, 1995], [Markov P., 2002], [Tomov, 1991],
[Elstner, 1993].
The development of the General Information Theory (GIT) had started in the period 1977-1980. The first
publication, which represents some elements of GIT, was published in 1984 [Markov, 1984]. In 1988, the not
formal definition of the concept of Information was published in [Markov, 1988]. It became as a fundamental
definition for the GIT [Markov et al, 1993], [Markov et al, 2003a]. The translation of the philosophical theory into
the formal one is a good approach for verification of the scientific ideas [Markov et al, 2003b], [Markov et al,
2004].
The General Information Theory is based only on primary consideration of the world as variety of entities, which
are formed by relationships between entities that form lower levels. The fundamental notion of the GIT is the
concept "Information”. All other concepts are defined based on this definition.
The GIT is build by three specialized theories:

» Theory of Information,

» Theory of Infos,

» Theory of Inforaction.
This article presents the main features of the Theory of Infos.
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Entity

In our examination, we consider the real world as a space of entities. The entities are built by other entities,
connected with relationships. The entities and relationships between them form the internal structure of the entity
they build. To create the entity of a certain structural level of the world, it is necessary to have:

- the entities of the lower structural level;

- established forming relationship.
The entity can dialectically be considered as a relationship between its entities of all internal structural levels.

The forming relationship has a representative significance for the entity. The destruction of this essential
relationship causes its disintegration. The establishment of forming relationship between already existing entities
has a determine significance for the emerging of the new entity.

The forming relationship is the reason for the emergence of individual properties, which distinguish the new entity
from the forming ones. The relationships form and present the entity.

Impact, Interaction, Reflection

Building the relationship between the entities is a result of the contact among them. During the contact, one
entity impacts on the other entity and vice versa. In some cases the opposite impact may not exist, but, in
general, the contact may be considered as two mutually opposite impacts which occur in the same time.

The set of contacts between entities forms their interaction. The interaction is a specific interactive relationship
between entities which take part in it.

The contacts of the given structural level are processes of interaction of the entities on the lower levels.

During the establishing of the contact, the impact of an entity changes temporally or permanently the internal
structure of the impacted entity. In other words, the realization of the relationships between entities changes,
temporary or permanently, their internal structure at one or at few levels.

The internal change in the entity, which is due to impact of the other entity we denote with the notion "direct
reflection".

Every entity has its own level of sensibility. This means that the internal changes occur when the external
influence is over the boundary of the sensibility of the entity.

The "reflection impulse” for given entity is the amount of the external influence needed for transition from one
state to the reflection one.

The entities of the world interact continuously. It is possible, after one interaction may be realized another. In this
case, the changes received by any entity, during the first interaction, may be reflected by the new entity.

This means the secondary (transitive external) reflection exists.

The chain of the transitive reflections is not limited. In general, the concept “transitive impact” (respectively
“transitive reflection”) of the first entity on the third entity through the second one will denote every chain of
impacts (reflections) which start from first entity and ends in the third entity, and include the second entity in any
internal place of the chain.

One special case is the external transitive self-reflection where the entity reflects its own relationships as a
secondary reflection during any external interaction.

Some entities have an opportunity of internal self-reflection. The internal self-reflection is possible only for very
high levels of organization of the entities, i.e. for entities with very large and complicated structure. The self-
reflection (self-change) of the entity leads to the creating of new relationships and corresponding entities in it.

Of course, the internal self-reflection is a result of the interaction provided between entities in the lower levels of
the structure of the entity. Such kind of entities has relatively free sub-entities with own behavior in the frame of
self-preservation of the whole entity. As a result of the self-reflection, some relationships and corresponding sub-
entities are created or changed in the entity.
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The combination of the internal and external self-reflection is possible.

Finally let remark that the reflection could not be detected by the entity that contains it. This is dialectical behavior
of the reflection - it is only an internal change caused by the interaction.

Information

The real world contains unlimited number of entities. When an entity contacts another, there exists a great
possibility to join third entity in this process. It is clear; the third entity may contact and reflect each of others as
well as the process of realization of the interaction between them — the process of realization of the contact is a
specific (temporal) forming relationship between entities and during the process of establishing the contact the
entities form new (temporal) entity which in the same moment may be reflected by the third entity. So, the third
entity may reflect any vestiges of this interaction from both first and second entities.

In the special case when the third entity contains reflections of the first entity received by both two different ways:

1. by transitive impact of the first entity on the third one through the second entity,
2. by impact of the first entity on the third one which is different from the transitive one, i.e. it can be direct
impact or transitive impact through another entity (-ies)
then the third entity became as an external relationship between first entity and its reflection in the second entity —
it became as “reflection evidence” of this relationship.

The first entity is called reflection source; the second entity is called reflection recipient; and the third entity is
called reflection evidence.

In this special case, when there exist the triple

"(source, recipient: evidence)",
the reflection of the first entity in the second is called information in the second for the first entity.
Let point one very important case of the real world - simultaneous contacts of the three entities. Every one of
them may be source, recipient and evidence in the same time. There exist six cases which represent the
simultaneous contacts of three entities. Therefore, the entities A, B and C may be in the next six reflection
relations: (A, B: C); (B, C: A); (C, A: B); (A, C: B); (C, B: A); (B, A: C).
All reflection relations are equivalent from point of view of the interrelations between reflection source, reflection
recipient and reflection evidence. Because of this we will discuss only the case (A, B: C).
For practical needs, it is more convenient to follow the next consideration.
The reflection in the recipient represents both the relationships and the sub-entities of the source. From other
point of view, the relationships build up and present the entities. Because of this, the reflected relationships are
the essence of the reflection. In other words, iff there exist reflection evidence than the reflection of the forming
relationship may be considered as "information" for reflected entity. Therefore, in the sense that the evidence
exists to point what relationship (between what entities) is reflected and where it is done, we may say

"“The information is reflected relationship".

So, the reflection of the first entity in the second one is “information” for the first entity if there is corresponded

reflection evidence. The generalization of this idea leads to assertion that every reflection can be considered
as information, iff there exists corresponding reflection evidence.

Activity and Information Expectation

Every forming relationship as well as every relationship unites the entities and this way it satisfies some theirs
possibilities for building the relationship by establishing the contact. In other words, for creating the forming
relationship we need:
— entities, from which the new entity is able to built;
— possibilities of the entities for establishing the contact by satisfying of which the forming relationship may
be originated.
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The forming relationship is the aggregate of the satisfied possibilities for establishing the contact.
It is clear that after establishing the relationship we may have any of two cases:

1. all possibilities of the entities for establishing the contact are satisfied by such possibilities of other
entities;

2. there are any free possibilities after finishing the establishment of the new relationship - on the low levels
of the entity or, if it is a new entity, on the level of the whole entity. Disintegration of the whole entity or
any its part may generate any possibilities too.

In the second case, the entity has any "free valences", which needs to be satisfied by corresponded contacts
with other entities. We may say the entity has activity generated by the free possibilities for establishing the
contacts with the entities from the environment.

The process of interaction is satisfying the possibilities for contact of the entities. From point of view of the entity,
the interaction may be external or internal.

During the interaction given entity may be destroyed partially or entirely and only several but not all parts of the
destroyed entity may be integrated in the new entity. This means that there exist both constructive and
destructive processes in the process of interaction between entities. The determination of the type of the
interaction depends on the point of view of given entity. The interaction dialectically contains constructive and
destructive sub-processes.

If the entity is a complex, it is possible for it to have an opportunity of self-reflection. In such case, it is able to
reflect any reflection, which has been already reflected in it. In this case, because of the new internal changes
(self-reflection) the entity may obtain any new "secondary activity".

The secondary activity is closely connected to the structural level of the entity, which correspond to the level of
the self-reflection. This way the secondary activity may be satisfied by internal or external entity from point of view
of the given entity. In other words, the resolving of the secondary activity may be internal or external.

During the establishment of the information relationship it is possible to be generated any secondary free activity
(possibilities on the low levels of the entity or on the level of the whole entity) which needs to be satisfied by
corresponded contacts with other entities.

The secondary activity generated by the information relationship is called “information activity”.
On given level of complexity of the entities a new quality becomes — the existence of self-reflection and internal
activity based on the main possibilities for contact of the sub-entities as well as based on the new (secondary)
possibilities created after internal self-reflection.
The internal activity may be resolved by:

— the internal changes which lead to partial internal disintegration of the sub-entities and theirs a posterior

internal integration in the new structures;
— the external influence on the environment.

The internal changes may lead to removing of some sub-entities if they have no possibilities for integration with
the others, i.e. if they have no free valences to be resolved in the process of integration.

The external influence is the most important. The impact on the entities around the entity is the way to resolve its
activity. The destroying of the external entities and including the appropriate theirs parts in itself is the main
means to exist and satisfy the free valences.

One special kind of activity is the information one. We assume that the secondary activity needs to be resolved by
relevant to the information valences corresponded opposite (information) valences which need to be of the same
genesis, i.e. generated by any information relationship. So, not every entity may be used for resolving the
secondary activity.

This way, the entity expects a special kind of (information) contacts and (information) interaction for resolving the
information activity. Because of this the information activity is called “information expectation”.
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The Information Witness

Let remember the special case from above when the third entity contains reflections of the first entity received by
both two different ways:
1. by transitive impact of the first entity on the third one through the second entity,
2. by impact of the first entity on the third one which is different from the transitive one, i.e. it can be direct
impact or transitive impact through another entity (-ies).
In this case the third entity became as an external relationship between first entity and its reflection in the second
entity — it became as “reflection evidence” of this relationship.

In addition, if during establishing the information relationship i = (source, recipient: evidence) in the reflection
evidence is generated information expectation (activity) it is called "information witness".

As the information witness is more complex entity so the information relationship may be more complex. In
addition, let remark that the complex reflection is time-depended process. In other hand, the memory and actual
context determine the result of the complex reflection.

The Information is a Model

As Marx Wartofsky remarks, the concept "model" has been used for denotation of the very large class of
phenomena: mechanical, theoretical, linguistic, etc. constructions. He gave a good definition of the model relation
and made clear the main characteristics of the model [Wartofsky, 1979]. This definition is as follow:
The model relation is triple M:
M: (S, %, y)

where "S" is subject for whom "x" represents "y". In other words only in this relation and only for the subject "S"
the entity "x" is a model of the entity "y".
As we point above, the interaction between two entities is a specific theirs relationship. If there exist information
witness (W) of the interaction between two entities as well as of the existence of the information about the first
entity in the second entity, W became as subject for whom the information in the second entity represents the first
one. In other words, there exists relation

M: (Waa, lea, A),
where "A" and "B" are entities, and the Wga is the information witness, which proofs that the assertion "lga = B is
information in B for A" is true.

In the relation (Wea, Isa, A) the information lga is @ model of A.

The Information Model

The entities of the world interact continuously in the time. It is possible, after any interaction one another may be
realized. In this case, the changes received by any entity, during the first interaction, may be reflected by the new
entity. This means the secondary (transitive, external) reflection exists. The chain of the transitive reflections
is not limited.

Let A, B and C are entities; A and B interact and after that B interacts with C. If there exist the relations:

— Mga: (Wsa, Isa, A), where Waa is the information witness, which proofs that the assertion
"lsa = B is information in B for A" is true,
— Mcg: (Wce, Ics, B), where Wcg is the information witness, which proofs that the assertion
"lcs = C is information in C for B" is true,
and if Mceja: (Wep)a, leeia, A), where Weea is the information witness, which proofs that the assertion "lcgia = C
is information in C for information in B for A" is true.
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In such case, from point of view of the Wc)a the information Ice)a is @ model of A. In other hand, because of
transitive reflection, lc@g)a is created as reflection of the Iga but not directly of A.

This means that Icg)a is @ model of the information in B for A.
In other words the Ic@g)a is an information model in C for A.

The collecting of information models for given entity in one resulting entity may exist as a result of the process of
interaction between entities. Such process is in the base of the Information modeling.

If an information model IM contains information for (reflected from) the two source information models IM1 and 1M
than the source information models are "similar" in the sense of the model IM.

The similarity of the information models causes the establishing the relation of aggregation between them.

The relation of similarity aggregates the similar models in new internally determined information model in the
memory of the information witness.

The aggregation may cause the generating the new information activity, which may be resolved not only in the
environment around the information witness. The possibility of self-reflection may cause the generating the new
information models in his memory without any external influence and so on.

This process of aggregation and generation of new models is not limited.

The (information) models internally generated via self-reflection are called "mental (information) models" of the
information witness.

Resolving the Information Expectation

Because of the existing of the information expectation, i.e. the existing of the secondary information activity,
the Information Witness "expects" to combine the information valences with any others.

The combining the valences of the information expectation with some others is called resolving the information
expectation.

Let "n" is the number of free valences in an information expectation. After the contact some of them are combined
as well as the others are not. The new valences, which are generated by the contact, do not belong to the
information expectation before contact. They may form new information expectation but the basis for our
reasoning will be the starting information expectation.

The normalized by "n" number D' of the not combined valences is called degree of discrepancy (D) of the
incoming reflection to the information expectation, i.e.

DI
“n
The normalized by "n" number C' of the combined valences is called degree of combining (C) of the incoming
reflection to the information expectation, i.e.
C!
C=—

n
There exists the equation: C + D =1.
From point of view of given expectation for contact the number of free valences is fixed. After the contact, as
a result of reflection, some of the free valences of the entity may be combined with any new (internal or external)
valences. Of course, new free valences may occur. The number "n" varies in the process of interaction. Every
contact may change it.

The more valences of the information expectation have been resolved, the more qualitative is the
incoming information and vice versa.
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The difference A between normalized number C of resolved valences and normalized number D of not resolved
valences of the information expectation is called adequacy of the reflection to the information expectation,
i.e.

A=C-D
It is easy to see that the values of adequacy A are in the interval [-1,1].

The Infos

The resolving of the information activity is a goal of the information witness.
This goal may be achieved by the establishment and providing (information) contacts and interaction.
The entity, which has possibility for:
—  (primary) activity for external interaction;
— information reflection and information memory, i.e. possibility for collecting the information;
— information self-reflection, i.e. possibility for generating "secondary information”;
— information expectation i.e. the (secondary) information activity for internal or external contact
— information modeling and resolving the information expectation
is called Infos.

Conclusion

What gives us the concept “Infos™?
At the fist place, this is the common approach for investigating the natural and artificial information agents.
In other hand, this is the set of common characteristics which are basic for all entities, which we may classify to
the category of the Infos.
And, at the end, this is a common philosophical basis for understanding the information subjects.
The development of the General Information Theory should not become by the single creative impulse. For a long
period, the constructive activity of the many researchers is needed for establishing the new common paradigm.
We all need free scientific look at things, which will permit us to build the general theory without partiality, and
aberrations taking in account all information paradigms already created and adopted.
Our main goal is to provoke the scientists to continue the research in this important area and to make the next
step.
The concept "Infos" is basic for the General Information Theory [Markov et al. 2003a]. Its definition is only the
starting point for further investigations and building the Infos Theory.
The variety of types of Infoses in the real world needs to be investigated and classified in the future research. At
the first step, we may propose that may be at least two main types of Infoses exist:

— infogens - the natural creatures;

— infotrons - the artificial creatures.
Also, the Infos Theory needs to give answers to many other very important questions, such as:

— What is the nature of the activity of the Infos?

— What is the difference between the living level of the Infos and the non-living one?

— s it true that the boundary between non-living and living entities is self-reflection and internal activity for
satisfying the secondary (information) possibilities for internal or external contact?

Etc.
It is impossible to answer to all questions in a single article. We may make only the next little step.

This was the aim of the present paper.
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Hybrid Intelligent Systems

ADAPTIVE GUSTAFSON-KESSEL FUZZY CLUSTERING ALGORITHM BASED ON
SELF-LEARNING SPIKING NEURAL NETWORK

Yevgeniy Bodyanskiy, Artem Dolotov, Iryna Pliss

Abstract: The Gustafson-Kessel fuzzy clustering algorithm is capable of detecting hyperellipsoidal clusters of
different sizes and orientations by adjusting the covariance matrix of data, thus overcoming the drawbacks of
conventional fuzzy c-means algorithm. In this paper, an adaptive version of the Gustafson-Kessel algorithm is
proposed. The way to adjust the covariance matrix iteratively is introduced by applying the Sherman-Morrison
matrix inversion procedure. The adaptive fuzzy clustering algorithm is implemented on the base of self-learning
spiking neural network known as a realistic analog of biological neural systems that can perform fast data
processing. Therefore, the proposed fuzzy spiking neural network that belongs to a new type of hybrid intelligent
systems makes it possible both to perform fuzzy clustering tasks efficiently and to reduce data processing time
considerably.

Keywords: computational intelligence, hybrid intelligent system, fuzzy clustering, adaptive Gustafson-Kessel
algorithm, self-learning spiking neural network, spiking neuron center, the temporal Hebbian learning.

ACM Classification Keywords: 1.2.6 [Artificial Intelligence]: Learning — Connectionism and neural nets;
1.5.1 [Pattern Recognition]: Models — Fuzzy set, Neural nets; 1.5.3 [Pattern Recognition]: Clustering — Algorithms.

Introduction

Computational intelligence aims to achieve biologically and naturally plausible computing. Data clustering
methods as a part of computational intelligent means has been successfully evolved in these directions over the
several last decades.

On the one hand, data clustering methods progressed considerably toward more realistic approaches of clusters
detection and separation. Unnatural ‘all or none’ membership restriction of hard clustering was overcome by fuzzy
probabilistic clustering [Bezdek, 1981]. High degree of membership that fuzzy probabilistic clustering unnaturally
produced for outliers that were equidistant from clusters centers was avoided by applying fuzzy possibilistic
approach [Bezdek, 2005]. Adaptive versions of the mentioned clustering methods were proposed allowing of data
processing in on-line mode [Park, 1994; Bodyanskiy, 2005]. Finally, the Gustafson-Kessel fuzzy clustering
algorithm made it possible to detect clusters of different sizes and orientations [Gustafson, 1979; Krishnapuram,
1999].

On the other hand, data clustering means enriched by biologically plausible methods of data processing, namely,
self-learning spiking neural networks [Natschlaeger, 1998; Bohte, 2002; Gerstner, 2002]. Being highly realistic
models of biological neural systems, self-learning spiking neural networks appeared to be a considerably
powerful and fast clustering tool of computational intelligence. Moreover, new type of hybrid intelligent systems
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that combined capabilities of self-learning spiking neural networks and fuzzy probabilistic and possibilistic
clustering approaches was shown to be successfully applied in various data clustering problems [Bodyanskiy,
2008a-f; Avdiyenko, 2008].

In this paper, adaptive version of the Gustafson-Kessel fuzzy clustering algorithms is introduced. It is shown how
the proposed algorithm can be implemented on the base of self-learning spiking neural network.

Adaptive Version of the Gustafson-Kessel Fuzzy Clustering Algorithm

In the general case, the clustering quality criterion can be stated as following:

Eu; (x(k)v,) 121: (k))|x(k) - ,H k=12, N, j=12,..,m (1)
ey

where 1 (x(k)€[01] i membership level of the input pattern X(K) to the J-th cluster, Vj is the center of the

Jth cluster, N is the number of input patterns, M is the number of clusters, =0 is the fuzzifier that
determines boundary between clusters and controls the amount of fuzziness in the final partition, A is a norm
matrix that defines distance measure. Under restriction

iw(x(k))ﬂ, 2)
J=

minimization of (1) by applying the method of indefinite Lagrange multipliers leads us to the following solution:
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In the case when norm matrix A is the identity matrix and & = 2 equations (3)-(4) present conventional fuzzy c-
means algorithm. The Gustafson-Kessel algorithm uses the Mahalanobis distance measure, i.e. the inverse

covariance matrix 2f1 for the J -th cluster is used as a norm matrix in (3).

Minimization of (1) under restriction (2) based of the Arrow-Hurwicz-Uzawa gradient method [Arrow, 1958]
produces the following recursive solution for the Mahalanobis distance measure:

1
- ((x(k+1)—v,(k+1))Tz;1(k+1)( x(k+1)-v;(k+1) )ﬁ
- 1

w; (x(k+1) .
Z((x(k+1)—vl(k+1))TZl‘1(k+1)( k+1)— k+1))ﬁ
1=1

(5)
Vil +1) = v () +, (RS (xt)JE 7 o Dtk + 1) —v, (K)), )

where My (K)>0 is a learning rate that defines to what extent information retrieved from new patterns will
override old information .
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Let us obtain recursive expression for the inverse covariance matrix. The covariance matrix for K input patterns
is
1< _ T
(k) = >~ (x(r) =X (k) Mx(r) = X (k)" (7)
r=1
where X(K) is the average over k patterns. For a new incoming pattern X(k+1) | the covariance matrix can be
written in form of

X(k+1)= P 1 1 (kZ(k) +(x(k+1)—X(k+ 1))(x(k +1)—Xx(k + 1))T ) (8)
_l’_
By applying the Sherman-Morrison matrix inverse procedure
1 4 Bla'B"
B+ab' | =B =T 9
( ) 1+b'B™a ®)

to (8), the inverse covariance matrix can be expressed in recursive form:

SR (x(k + 1) =Xk + 1)\ x(k +0) = X(k+1) =7 (k)
k+(x(k+0)=x(k+0) =" (k) (x(k+)-X(k+1) )

sk +1) =%[21(k)—

(10)

Finally, the recursive average upon incoming pattern X(k+1) is
)"((k+1)=)?(k)+ﬁ(x(k+1)—)?(k))_ (11)

In this paper, it is proposed to use centers of spiking neurons that are adjusted on each step of self-learning
spiking neural network learning. This way, clusters centers adjustment (6) becomes unnecessary.

Self-Learning Spiking Neural Network

Architecture of self-learning spiking neural network is depicted on Figure 1. As illustrated, it is a heterogeneous
two-layered feed-forward neural network with lateral connections in the second hidden layer [Bohte, 2002].

The first hidden layer performs pulse-position transformation of nx1-dimensional input patterns x(k) (here,
k=01, N is a pattern number) to the input vector of spikes t!° (x(k)) where each spike is defined by its firing
time. The transformation is performed by population coding that implies that an input Xj(k), i=12,..n, s
processed at the same time by a pool of h receptive neurons RNj;, [=12,...h

As a rule, a receptive neuron activation function is bell-shaped (Gaussian usually), and activation functions of the
neurons within a pool are shifted, overlapped, and of different widths. Generally firing time of a spike emitted by
receptive neuron lies in a certain interval [0, t,[,?;,(] referred to as a coding interval and is defined by the
expression

{05000 = L% - v to— o )] (12

where \_‘J is the floor function, y(ee), C,[,O], and O are the receptive neuron’s activation function, center, and
width respectively.

It is worth to note that a pool of receptive neurons RNji, [=12,...h can be treated as a certain linguistic
variable of input data and each receptive neuron (more precisely, fuzzy receptive neuron) within the pool — as its
linguistic term with membership function Wii (Xi(k)) [Bodyanskiy, 2008d]. Having any a priori knowledge of data

structure, it is possible to adjust the first layer neurons activation functions as membership functions to fit the
knowledge and thus, to get better clustering results.
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ty (x(k))

t (x(k))

Figure 1. Self-learning spiking neural network architecture

The second hidden layer consists of M spiking neurons SN; , J=12,..m (M _number of clusters). They are
connected with neurons of the previous layer by multiple synapses. As shown on Figure 2, a multiple synapse

MS;i consists of a set of 9 subsynapses with different time delays d”, d? —d”?~' >0, d9 —d"> % ang
varying weights Wﬁ,- (here P=12...4). It should be noted that number of subsynapses within a multiple

synapse are fixed for the whole network. Having a spike ti(x;(k)) from the /i -th receptive neuron, the P-th

subsynapse of the J th spiking neuron produces a delayed postsynaptic potential

(t) =W e, (t) = whe(t — () (x, (k) + d°) 13)

p
uj ji€ji ji

jli

where £(®) is a spike-response function usually described by the expression
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t
e)=Le <H(), (14)

T
T is the membrane potential decay time constant whose value can be obtained empirically, H(®) is the Heaviside
step function. Output of the multiple synapse MSji forms total postsynaptic potential
q
uj(t) =D uli(t). (15)
p=1

t (x,(K)) U ()
RN, > MS; s =

A,

AN
o )6 / FHa
1

A 4

dq

Figure 2. Multiple synapse

Each incoming total postsynaptic potential contributes to membrane potential of spiking neuron SN; as follows:
n
uit) =22 u(t). (16)

Spiking neuron SNj generates at most one outgoing spike fr(X(k)) during a simulation interval (the

presentation of an input pattern x(k) ), arld_fi[es at the instant the membrane potential reaches firing threshold

85 . After neuron firing, the membrane potential is reset to the rest potential (0 usually) until the next input pattern
is presented.

The spiking neuron described above corresponds to the integrate-and-fire model that is the one of the well-known
models of a biological neuron [Gerstner, 2002].

Spiking neurons are linked with lateral inhibitory connections that disable all other neurons to fire after the first
one has fired. In other words, lateral connections leads spiking neurons to fire according to the ‘winner-takes-all’
rule. After learning stage, each spiking neuron firing time reflects the distance of the input pattern to the neuron
center. Thus, pattern supplied to the learned spiking neural network fires the spiking neuron whose center is the
closest to it. This way self-learning spiking neural network performs clusters separation.

The purpose of the learning algorithm of self-learning spiking neural network is to move the center of the neuron-
winner closer to input pattern by adjusting e meuron synaptic weights. The weights are adjusted according to the
temporal Hebbian rule in the following way: weights of those subsynapses which contributed to the neuron’s firing
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are strengthened, whereas weights of subsynapses which did not contribute are weakened. As a rule, the
temporal Hebbian rule used in spiking neural networks learning has the following form [Berredo, 2005]:

o o -k -of |
2(1-x) ’

p
Wi

(K+10)=wh (K)+mn, (K)| (1+B)exp (17)

V2

2|n(BJ , (18
1+

where K is the epoch number, Mw(®) is the learning rate, &, B, Vv are shape parameters of the learning
function.

k=1-

One can readily see that the unsupervised learning of the spiking neurons layer is identical to the one of self-
organizing maps (SOM).

Spiking Neuron Center

A spiking neuron center is considered to represent a spiking neuron response to the input pattern in a convenient
way. In the general case, it is considered to possess the following property: the closer input pattern is to the
neuron’s center, the earlier output spike fires. Apparently, the earliest time of spiking neuron response can
appears when all postsynaptic potentials reach the neuron soma simultaneously, i. e. the firing time of outgoing
spike depends on synchronization degree of incoming spikes. It is worth to note here that synchronization
phenomena is of primary importance in nature [Pikovsky, 2001].

In this work, spiking neuron center calculation is required to obtain the difference of incoming pattern and cluster
center (represented by the neuron center) X(K+1)=V;(k+") that is used in (5). Since the neuron center
represents temporal aspect of the network functioning, we pursue the temporal difference of the input vector of
spikes and the center t[O](X(k))—CE-” (05-1] is the center of spiking neuron SN;). Apparently, original form of

pattern X(k) should be replaced with time-pulsed form t*/(x(k)) in (5), (10), and (11) in this case.

There exist several ways to define spiking neuron center formally. The ones that were successfully used in fuzzy
clustering are the Natschlaeger-Ruf center [Natschlaeger, 1998, Bodyanskiy, 2008¢c] and the Goren center
[Goren, 2001, Avdiyenko, 2008]. Both of them requires calculation of the mean weighted synaptic delay dji . In
this paper, it is proposed to calculate it in a general way, by using the quasi-arithmetic mean [Kolmogorov, 1985]:

q
wa},f (@)
| p=t
dy =17 = , (19)
waﬁ
p=1
where f(®) s a strictly monotonic function.
T. Natschlaeger and B. Ruf proposed to calculate the center of spiking neuron SN; as follows:
clil =d; —min{djp |1<a<h1<b<n}, (20)

1 . 1 1 .0 1 . 1\T , .
where 05'/,'] is a component of vector 05-] =(CHJ,05,1,2,---,05-,7],1,05-,7]5,---,Cg'h]n) . Transforming the input vector of

spikes as follows:
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pii (x;(K)) = max{tD (x, (k) | 1< a < h, 1< b < ny—tl(x; (k) 1)
the difference in (5) will be
x(k+1)=v;(k+1) = p(x(k)) -l (22)
Goren center does not require the input vector of spikes transformation:
ol =max{dj,, [1<a<hi<b<n}-dj (23)
x(k+1) = (k+1) =t (x (k) —cf (24)

It is notable that the Natschlaeger-Ruf center takes into account only the synchronization degree, whereas the
Goren centers incorporates also temporal distance of spikes and the origin of coding interval. Anyway, even the
Goren center does not reflect all peculiarities of spiking neuron firing. For example, it does not consider how value

of firing threshold Os influences on the neuron firing time. Pursuing a center definition that would describe spiking
neuron firing more precisely is a purpose of the further work.

In summary, the whole learning process of the proposed hybrid system can be formulated. Upon supplying a new
pattern, self-learning spiking neural network adjusts the neurons centers using learning algorithm (17), (18) (as a
rule, a few epochs are sufficient). Then a new fuzzy partitioning is performed according to (5), (10), and (11)
using either Natschlaeger-Ruf (20)-(22) or Goren centers (23),(24). The simulation experiments show good
results of the proposed hybrid system using in various data clustering problems solving.

Conclusion

The adaptive version of the Gustafson-Kessel fuzzy clustering algorithm is proposed. The new hybrid system is
designed on the based of self-learning spiking neural network. It utilizes temporal difference of incoming vector of
spikes and spiking neurons centers to perform fuzzy partitioning. The obtained hybrid system allows of combining
tractability of the Gustafson-Kessel algorithm and velocity capabilities of spiking neural network and processes
data in on-line mode.
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THE CASCADE GROWING NEURAL NETWORK USING QUADRATIC NEURONS
AND ITS LEARNING ALGORITHMS FOR ON-LINE INFORMATION PROCESSING

Yevgeniy Bodyanskiy, Yevgen Viktorov, Iryna Pliss

Abstract: New non-conventional system of the computational intelligence is proposed. It has growing structure
similar to the Cascade-Correlation Learning Architecture designed by S. E. Fahiman and C. Lebiere but differs
from it in type of artificial neurons. Quadratic neurons are used as nodes in introduced architecture. These simple
elements can be quickly adjusted using high-speed learning procedures. Proposed approach allows to reduce
time required for weight coefficients adjustment and to decrease training dataset size in comparison with
conventional neural networks. Also on-board realization of quadratic neuron is quite simple and therefore
implementation of entire cascade architecture in hardware is very easy.

Keywords: artificial neural networks, constructive approach, quadratic neuron, real-time processing, online
learning.

ACM Classification Keywords: .2.6 Learning — Connectionism and neural nets.

Introduction

Nowadays artificial neural networks (ANNs) are widely applied for solving a large class of problems related with
the processing of information given as time-series or numerical “object-properties” tables generated by the non-
stationary, chaotic or stochastic systems. The most attractive ANNs properties are their approximating
possibilities and learning capabilities.

Conventionally “learning” is considered as process of the neural network’s synaptic weights adjustment
accordingly to selected optimization procedure of accepted learning criterion [Cichocki, 1993; Haykin, 1999]. But
during learning procedure not only weight coefficients but also network’s architecture (quantity of nodes) can be
adjusted for the purpose of increasing quality of received results. There are two basic approaches for the neural
network architecture adjustment: 1) “constructive approach” [Platt, 1991; Nag, 1998; Yingwei, 1998] — starts with
simple architecture and gradually adds new nodes during learning; 2) “destructive approach” [Cun, 1990;
Hassibi, 1993; Prechelt, 1997] — starts with initially redundant network and simplifies it throughout learning
process.

Obviously, constructive approach needs less computational resources and within the bounds of this technique the
cascade neural networks (CNNs) [Fahlman, 1990; Schalkoff, 1997; Avedjan, 1999] can be marked out. The most
efficient representative of the CNNs is the Cascade-Correlation Learning Architecture (CasCorlLA)
[Fahiman, 1990]. This network begins with the simplest architecture which consists of a single neuron.
Throughout a learning procedure new neurons are added to the network, producing a multilayer structure. It is
important that during each learning epoch only one neuron of the last cascade is adjusted. All pre-existing
neurons process information with “frozen” weights. The CasCorLA authors, S. E. Fahiman and C. Lebiere, point
out high speed of the learning procedure and good approximation properties of this network. But it should be
observed that elementary Rosenblatt perceptrons with hyperbolic tangent activation functions are used in this
architecture as nodes. Thus an output signal of each neuron is non-linearly depended from its weight coefficients.
Therefore it is necessary to use gradient learning methods such as delta-rule or its modifications, and
optimization an operation speed becomes impossible. In connection with the above it seems to be reasonable to
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synthesize the cascade architecture based on the elementary nodes with linear or quadratic dependence of an
output signal from the synaptic weights. It allows to increase a speed of synaptic weights adjustment and to
reduce minimally required size of training set.

In [Bodyanskiy, 2007] ortho-neurons were proposed as such nodes. Also it was shown how simply and effectively
an approximation of sufficiently non-linear function can be performed using this technique. But it should be
noticed that on-board realization of the ortho-neuron is quite complex due to its functional specificities. At this
paper we propose to use quadratic neurons as basic elements for the cascade architecture. They have simple
structure and therefore their realization in hardware is simple too.

The Quadratic Neuron and Its Gradient Learning Procedure

The quadratic neuron is a nonlinear in inputs but linear in synaptic weights multi-input single output system shown
on Fig. 1. It realizes the following mapping:

n n

5,000=0, 00+ 0, (0, (0) + - 3w, (k)x, (0, (8) ()

p=ll=p
where X; is the i-th input (i=1,2,...,n); ¥ is an output; 0 is a bias in the Jjth quadratic neuron; W;i is a weight

coefficient connected to i-th input in the jth quadratic neuron; W is a weight coefficient connected to
composition of p-th and /-th inputs in the j-th quadratic neuron.
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Figure 1. The Quadratic Neuron - QN
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Let us define additional designations W,o(K) =86,(k) b, (k) = (w,,(k),w,,(k),...,w,, (k)" _ (nx1).
vector, €, ()= 1w, (0] — (nxm) matrix, x_(k) = (3,(k),x,()oeo,(6) — (1x]) vector,
x(k) = (L, x" (k))" - ((n+1)x1) .vector. Then we can rewrite expression (1) in the form:
P, (k)= w;o (k) +b] (k)x_(k)+x (k)C,(k)x_(k)
or
9,0y =x" (kW ,(k)x(k)
where

(2)

)=

. w (k) 30.51{(1{)
(k)= 0.5b,(k) | C,(k)

is block (2 +1)x(n+1)) _matrix.

Weight coefficients matrix w, (k) adjustment can be performed by minimization of the quadratic learning
criterion

E,(0) = €20 = (0 =" (O (k)
(where y(k) is an external learning signal) using gradient algorithm:
W, (k+ 1) =W, (k) + (K)e, () x()x” (k) 0
where
e; (k) = y(k) = x" ()W, (k)x(k).

For the purpose of evaluation parameter 1(k) which provides optimal rate of convergence to algorithm (3) let us
define values deviation matrix

W (ky=W, —W,(k)

where 7 is unknown matrix of optimal coefficients values, W, (k) (2) is its estimate on the k-th learning
iteration.

Then solving the differential equation

oTr (7, (] (K) _
on -

(where T7 (®) is trace of matrix) optimal value of the step parameter can be obtained in the form
[Bodyanskiy, 1987; Bodyanskiy, 1997]:

n(k) = x| .
Using evaluated step parameter, expression (3) can be rewritten as
d;(k)- x" (k)W ; (k)x(k)

W (k+1)=W,(k)+ g
(k)]

x(k)x" (k). @)

Learning procedure (4) is Kaczmarz-Widrow-Hoff [Kaczmarz, 1937; Kaczmarz, 1993; Widrow, 1960] optimal
algorithm extension for quadratic neuron.

As it can be readily seen the quadratic neuron is a generalization of the well known N-Adaline widely used in
GMDH Neural Networks [Pham, 1995].

Quadratic neuron provides quite high precision of approximation and extrapolation of significantly non-stationary
non-linear signals and processes but further we use it as an elementary node in the cascade architecture.
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The Cascade Neural Network Based On Quadratic Neurons

The architecture of cascade neural network based on quadratic neurons is shown on Fig. 2

Xy
X2

Figure 2. The Cascade Neural Network based on Quadratic Neurons

and mapping that it realizes has the following form:
— first cascade quadratic neuron

(k) = 9(k)+2wll(k)x (k)+iZw1p,(k)x (k)x, (k) = XMW () (), © =1, x" (k)

p=li=p

— second cascade quadratic neuron

(k) =0 (k>+2w2,<k>x (k>+22w2p,(k>x (k)x, (k) + Wy 1 + szp Xy DLWy P =
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= XA ()2 k), K2 = (T, T
— third cascade quadratic neuron
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— m-th cascade neuron
n+m—1
k) =6 (k>+Zwm, (F)x; <k>+22wmp, (k)x, (k)x, (k) + Zwm wi, Di,
p=ll=p
n+m-1 n ntm-1 1y (5)
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where m is quantity of cascades.

n+l n+2 n+m
Thus the cascade neural network based on quadratic neurons contains qu + Zq 2 et qu adjustable
=1 9,=1 4=l

parameters and it is important that all of them are linearly included in the description (5).

The Cascade Neural Network Based On Quadratic Neuron Learning Procedure

The cascade neural network learning can be performed in both the batch mode and the mode of sequential
information processing using global learning criterion (6)

B =03 e (0 = 3 () -9, () 6)
k=1 k=1

Firstly, let us consider situation when the training data set is defined a priory, i.e. we have a set of points
x_(D), y(W;x _(2), ¥(2);...5x _(k), y(k);...;x _(N), ¥(N). Then for quadratic neuron of the first layer
(QNM) weight coefficients vector is defined in form W' = = (Wigs Wipsees Wiy Wii1s Wina seees Wias Wiizs Wig3oeeos
WnnaWmaW124a---aW12naW134a---:W1,n_1,n)Tand also corresponding vector of internal quadratic neuron signals is
defined as well  sU(k)=(8,,x,(k), x,(k),....x, (k), x,(k)x,(k), x, (k)x, (k),...,x, (k)x, (k), x, (k)x, (k),
X, (k) x5 (k) ney 2, (), (), 5, (K) 23 (), 2y (K )2 (K, noy 0y (), (), X5 () (K)o, (K, (K

Then using direct minimization of the learning criterion (6) vector of synaptic weights can be evaluated in the form
1 S 1 11T Ty 1 1 S 1
w(N) = (ZS[ '(k)s™ (k)j Y s (k) (k) = P(N) Y s" (k) y (k) (7)
k=1 k=1 k=1

where (®)" denotes the Moore-Penrose pseudoinversion.
In the case of sequential data processing recurrent form of the least squares method can be used instead of
procedure (7):
PU ) (y(k +1) —wT (k)sM (k +1))
1+ s (k + 1) P (k)stM (k +1)
P (ke +1D)s™M (k+1)PM (k)
1+ ™7 (k + )P (k)s™ (k +1)

w(k+1) = w (k) + sk +1),

PY(k+1) = PM(k)— , PUOy=p1
where B is a large positive number and / is a unity matrix of corresponding dimensionality.

Using of adaptive algorithms (3) or (4) is also possible and leads to reducing of computational complexity of
learning process. But utilization of learning procedure (7) or (8) essentially reduces a learning time in comparison
with gradient algorithms underlying delta-rule and backpropagation.

After the first cascade learning completion, the synaptic weights of the quadratic neuron QNI" become “frozen”,

all values (P (1), P (2),..., 1M (Kk),..., (V) are evaluated and the second cascade of the network

which consists of a single quadratic neuron QN2 is generated. It has one additional input for the output signal of

the first cascade. Then the procedure (7) or (8) is again applied for adjusting a vector of weight coefficients wt?l|
n+2

which has dimensionality is 2‘12 .

q,=1
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The neural network growing process (increasing quantity of cascades) continues until we obtain required
precision of the solved problem solution, and for the adjusting weight coefficients of the last m-th cascade
following expressions are used:

W) = (is['"](ms“"” (k)j 3 s = PPN S s ()
k=1 k=1 k=1

or

[m] _ oy kmlT [m]

w[m] (k + 1) — W[m](k) + P (k)(ygk + 1) w (k)S (k + 1)) S[m] (k + 1),
1+ s (k + )P (k)st™ (k +1)

P™(k)st™ (k + st (k + 1) P™ (k)

1+ 5" (k + )P (k)st™ (k +1)

Pk +1)= P (k) - , P (0)=p1

where vectors w!™! and s have dimensionalities qu .
Gm=1

Simulation Results

In order to confirm efficiency of introduced architecture we have solved a dynamic plant identification problem.
Proposed dynamic plant [Patra, 2002; Narendra, 1990] can be defined by the equation:

y(k+1)=03y(k)+0.6y(k—1)+ f(uk))
where
f(u)=0.6sinu + 0.3sin 3u + 0.1sin Su.
There was generated a sequence which contained 1500 values of signal for k=1,2,...,1500. On training set signal
u(k) =sin 2k /250 (=1, .. 500) have been used and on the testing set %(k) =sin 2k /250 (=501, . 1000),

u(k)=0.5sin 2k /250 +0.5sin 2k /25 (k=1001,...1500). It means that on testing set sinusoidal component of
the dynamic object changes and therefore output signal changes its form too. Obtained set was normalized on
interval [-1 1].

For estimation of received results we have used normalized mean square error:

N
D e (k+q)
NRMSE(k,N)=""
No

where @ is a mean square deviation of the predicted process on the training set.

During simulation modeling we have used least squares method as well as adaptive algorithm (4) for the purpose
of adjusting synaptic weight coefficients inside quadratic neurons. Also, the same problem had been solved using
conventional multilayer perceptron. Obtained results are given in table 1 and on figure 3.

Table 1. Results of the dynamic object identification.

Avrtificial Neural Network NRMSE
Multilayered perceptron (50 epochs using Levenberg-Marquardt procedure) 0.0011
Cascade architecture — 3 cascades (batch mode using LSM) 0.0009
Cascade architecture (mode of sequential real-time data processing using adaptive algorithm (4) — 1 epoch) 0.0015
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Figure 3. Dynamic object identification using cascade architecture trained with LSM: object output - solid line; network output
— dashed line; identification error — chain line.

Conclusion

The Cascade Neural Network based on Quadratic Neurons is proposed. It differs from the known cascade
networks in increased speed of operation, real-time processing possibility and simplicity of its on-board
realization. Theoretical justification and experiment results confirm the efficiency of developed approach to
cascade systems synthesis.
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THE APPLICATION OF ARTIFICIAL NEURAL NETWORKS AND EVOLUTIONARY
ALGORITHM FOR THE DESIGNING OF GAS NITRIDING PROCESS

Mateusz Kosikowski, Zbigniew Suszynski, Roman Olik,
Jerzy Ratajski, Tomasz Suszko

Abstract: The authors have undertaken a research task with a view to apply of evolutionary algorithms and
artificial neural network to design of the course of a gas nitriding process, which guarantees to obtain the
expected hardness profile in the nitrided layer. The gas nitriding process is widely used in industry in order to
improve the functional properties of machine and tool parts. First of all, the artificial neural network was trained
dependences between physical properties of steel and process parameters in relation to hardness profile, formed
in gas nitriding process. Those data was collected experimentally. Such trained neural network was used as a
mathematical model for the design approach of gas nitriding process. The aim of such designing was to predict
the parameters of nitrinding industrial process, in which the required hardness profile of nitriding layer will be
obtained. Prediction of manufactory conditions was realized with the help of evolutionary algorithms. In the
approach developed, each chromosome includes encoded parameters of a single steel nitriding process. For
each chromosome, a steel hardness profile related to it is determined by the model which is represented by
neural network. On the further step, the chromosomes undergo a selection, a modification with the aid of crossing
mutation operations and promotion to the next population. In this manner, by approach of a directed evolution of
steel nitriding parameters, one is selected for which the hardness profile matches the best to profile sought.

Keywords: evolutionary algorithm, neural network, designing of nitriding process, nitriding layer, hardness profile,
model, manufactory conditions prediction.

ACM Classification Keywords: D.2.2 Design Tools and Techniques - Evolutionary prototyping

Introduction

Computer aided designing of formation technologies of surface layers with the required and repeatable functional
properties constitute one of the key issues of the surface layer engineering. The gas nitriding process is known
for a long time as great support for improving of durability of industrial tools such as cog-wheels or cutting tools.
The layer developed during steel gas nitriding is composed of the surface zone of iron (carbon) nitrides and the
diffusive zone located directly below [Somers 1995, Rozendaal 1985, Lengenhan 1992, Zysk 1979]. The zone of
(carbon) nitrides for pure iron, created at a relatively high value of nitric potential is composed, in compliance with
Lehrer's diagram [Somers 1995, Rozentaal 1985]. It was assumed that his growth kinetics of the diffusive layer
depends of the process temperature only. In the case of alloy and carbon steels, the sequence of phases in the
zone of (carbon) nitrides changes in the duration of the process [Lenagenhan 1992, Zysk 1979, Schewerdtfeger
1969, Lehrer 1930, Somers 1990, 1997, Mittemeijer 1980, 1983]. On the basis of the research in papers [Ratajski
2003, 2009, Malinov 2003], it was demonstrated that owing to the construction and phase composition of the iron
(carbon) nitride zone being different than in the case of iron, as well as the structural changes occurring in that
zone during the process, the quasi-equilibrium of nitrogen concentration is upset on the interfacial boundary of
the diffusive zonefiron (carbon) nitride zone. Moreover, it was demonstrated that the phase structure of the iron
(carbon) nitride zone has a significant contribution, regardless of the nitrogen potential and the temperature, to
the creation of the diffusive zone, and its effective thicknesses g400, g500 and g600 in particular (Figure 1).
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Figure 1. The effective thicknesses zone on the micro-hardness profile of nitride layer

To produce of the nitride layer is a very complex assignment therefore there is no derived accurate formula of
mathematical model of such process so far. Difficulty of modelling came down from many very important
parameters such as: chemical composition of steel (physical properties), process temperature which may not be
constant during the process, nitrogen potential (Kn) [Ratajski, 2009] as well as method’s recurrence. Designing of
software for the system control of the gas nitiding process that could guarantee obtaining a layer with the required
and repeatable functional properties is made difficult in connection with the phenomena and mechanisms which
have an impact on the growth of the nitrided layer. As a result, there is an increasing interest in computer aided
designing of surface layer formation technologies. The authors undertake attempt to design a software for
prediction and control the gas nitride process. Such software is based on a artificial neural network which is used
as a mathematical model for the evolutionary algorithm to solve of the inverse problem that mean to predict the
determined process parameters based upon a required hardness profile. This is wary important for the industry
because very often companies want to increase the endurance of tool to diamond level. In many cases the
working environmental’ process parameters are trying to get experimentally.

ANN as a model of a gas nitriding process

The mathematical model for determination of goal function for evolutionary algorithm is replaced by artificial
neural network. Such ANN is trained with the help of data set which were collected experimentally. For the
specified type of steel the sequence of gas nitridig process with different value of process parameters ware
realized and the hardness profiles ware measured. Those data was used as a trainee set for the ANN as it is
shown on figure 2. The implementation of such a concept for a specific surface treatment process enables to
replace a very costly trial-and-error method, which is used at present in practice. However, it requires that a
number of complex scientific and application problems be solved concerning modeling of confounded functional
dependences between the surface layer properties and the characteristics of the process environment and the
base material. The examples of process parameters and related hardness profile measured on chosen depth are
shown in table 1. For same cases the process was repeated with different temperatures, duration of process or
nitrogen potential and just after that the hardness profile was measured. For cases the nitriding process is
repeated the hardness of surface layer is significantly greater than in the one stage approach.
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Figure 2. The schema of hardness profile determination with the help of ANN
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For the experiment authors used a standard babckpropagation neural network with modified Chain’s and
Felside’s trainee algorithm [Natecz 2000, Suszyriski 2006, Kosikowski 2007]. The decision to choose such type of
ANN was determined by its properties which are easy implementation of trainee algorithm, convergence and low
duration of trainee process. Backpropagation ANN's require data to be coded in (-1;1) or (0 ;1) range which is
imperfection of such networks, but they have very good approximation properties.

Table 1. Measured hardness profile received during gas nitriding process with related environmental parameters

Gas nitriding process parameters

Hardness profile [Hv] measured in chosen depth [um]

Nr first stage second stage

Ti[°C] | Kn t1 |T2C]| Kn t2 50 | 100 | 150 | 200 | 250 | 300 | 350 | 600

[min] [min]

11 530 6 120 - - - 660 | 600 | 360 | 310 | 290 | 280 | 260 | 260
2| 530 6 | 720 - - - 695 | 680 | 610 | 530 | 460 | 385 | 335 | 280
3| 570 | 3.2 | 240 - - - 655 | 600 | 505 | 415 | 335 | 295 | 270 | 250
41 570 3 | 480 - - - 715 | 630 | 550 | 475 | 420 | 375 | 340 | 270
5| 570 3 | 960 - - - 740 | 680 | 625 | 575 | 525 | 470 | 415 | 280
6| 550 | 35 | 720 - - - 620 | 605 | 525 | 425 | 365 | 320 | 300 | 270
7| 550 30 | 720 - - - 690 | 655 | 600 | 530 | 465 | 395 | 365 | 280
8| 570 | 52 | 1200 - - - 700 | 640 | 585 | 545 | 520 | 490 | 455 | 315
9| 580 2 180 - - - 675 | 585 | 495 | 410 | 360 | 325 | 295 | 270
10| 580 | 10.2 | 120 | 580 | 04 | 240 | 690 | 610 | 535 | 460 | 385 | 325 | 395 | 260
11| 530 | 85 | 240 | 530 | 06 | 120 | 780 | 710 | 570 | 420 | 360 | 320 | 305 | 280
12| 530 9 | 240 | 530 | 06 | 240 | 770 | 730 | 640 | 600 | 515 | 465 | 435 | 270
13| 530 10 | 240 | 530 | 06 | 480 | 780 | 725 | 620 | 525 | 430 | 380 | 345 | 280
14| 490 12 | 120 | 560 | 24 | 30 | 540 | 325 | 260 | 260 | 260 | 260 | 260 | 260
15| 480 17 | 225 | 560 | 3.7 | 25 | 720 | 440 | 330 | 295 | 290 | 270 | 270 | 270

@ |:
m -

490 | 10 | 180 | 570 2 180 | 715 | 640 | 480 | 400 | 355 | 315 | 225 | 250
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Evolutionary algorithm combined with ANN

To predict the nitriding process parameters based on exact hardness profile, that mean to solve the inverse
problem, the evolutionary algorithm was used. In such approach each chromosome was defined by encoded
parameters of a single steel nitriding process. For the experiment authors used tools made from the alloyed
carbon steel known as 18HGT. Chromosomes sets form the so-called population. For each chromosome, a steel
hardness profile corresponding to it is determined (Figure 3.). For this purpose, the earlier trained neural network
is used, which performs the role of a model. If the end-point condition of algorithm is reached the demand
parameters became predicted. In the opposite, each chromosome (a set of parameters) evaluates. The
chromosomes undergo a selection (a selection of chromosomes with the best matching), and a modification with
the aid of crossing over and mutation operations. The chromosome selection algorithm was a nonlinear ranking
with stress (pressure) coefficient equal to 0.3. The mutation treatment of individuals in population was assigned
by standard single one-point crossing with randomly calculated probability which was less than 0.8. At the end of
population evolution step, the homogeneous individual, with constant probability equal to 0.2, mutation was
conduct. In such approach, by way of a directed evolution of steel nitriding parameters, chromosome for which
the hardness profile matches best the profile sought is appointing the industrial process parameters that should
be customary to achieve the requested hardness of a nitriding object.

s N

begin
first population |« LTl | Ku | tifmin] | ToeC] | Ky | to[min] |
|
v
ANN actuation K Artificial Neural Network trained earlier.

'

evaluation of population [«

Comparison with requested
hardness profile

YES

Is the end-point
condition reached?

A 4

Best chromosome. The gas nitriding
process parameters for requested

Selection hardness profile are determined.
! | et | K | toming | Taoc) | Ky | tofmin] |
Crossing
l \
: [ end ]
Mutation

Figure 3. Flowchart of evolutionary algorithm used in experiment
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Experiment - the utilization of designed algorithm for prediction of parameters of industrial gas
nitriding working processes

The experiment was realized with the measurement hardness profile collected from tool parts made form 18HGT
alloyed carbon steel which is European most popular nitriding grade. This steel is used with success for nitriding
as well as for welding, hammersmithing, rolling and surface- of flame-hardening. At the first stage the required
hardness profile is set to software, as it is shown on figure 4., and after that the evolutionary parameters,
described in previous section is activated. The figure 5., shows the software during the evolutionary calculation
procedure which was repeated twice. The algorithm stops when the fitting error, which is the absolute difference
between required profile and the determined one by ANN, is non-changeable during 25 populations.

Wezytywanie pomiarow Hv &J
microhardness
value Requested hardness profile Hv
d [um] Hv 750 4 A 0
50 780 7004
100 725 8201
6001
150 £80 £50 4
200 550 Zey
450
250 425 400
300 370 350 4
300 4 -
< 340 o 100 200 300 400 500 800
E00 300 depth [pm]

x Al |

Figure 4. The software dialogue form to put the demand hardness profile in

The result of each actuation of algorithm is different — in presented case the dispersion of fitting error is between
~31+62 (Figure 5.). Because the difference between calculated errors is so huge each time the algorithm is
actuated, there is a high probability that the global minimum of error wasn’t reached by the evolutionary algorithm
and the calculations should continuously as long as the error is not changeable by 50 populations, for example.
===

& Azotowanie - —

Plik Ustawienia Obliczenia Wyniki Uczenie sieci  Pomoc

]}

Obliczenia

Parametry algorytmu ewolucyjnego: Fitting error

liczba przebiegow: 3

liczba zmiennych : &

rozmiar populacji: 48

selekcja : ranking nielin.
wsp. naporu q = 8,3

krzyzowanie o proste 1pkt
pc = 0,8

mutacja : jednorodna pojed.
pm = 0,2

warunek zakoficzenia:
brak poprawy = 25

Przebieg 1: fitness = 51,375252 0 20 40 e0 s 100 120 140 180 180 200 220

Przebieg 2: fitness = 62,588437 .
Przebieg 3: Fitness = 31,541258 il Number of population

Przebieg: 3 |Populacja: 225 |Blad: 31,541258 |25

Figure 5. The screenshot of designed software window that shows the dependences
of the fitting error of the best chromosome in particular population

Although the predicted harness profile for case the error is equal to 31.541258 is very similar to requested one
(figure 6.). In principle the predicted profile is a very good approximation of requested one, which is conditioned
by a nature of backpropagation neural network used by authors. The nitriding parameters predicted by designed
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software are presented on the left side of software window shown on figure 6. The significant to explain is fact
that some of calculated parameters, for example time and especially temperature of process, don’t have to be
determined exactly. The expected accuracy is rank of 5°C, because there is hard to hold the constant
temperature up during the nitriding process. Therefore the value of 571.1°C can be understood as 570°C. The
duration of gas nitriding process should be round up because, as it can be read from table 1., longer time secure
better hardness. In fact those variables should be rounded by the algorithm himself and they could be
represented by integer's data. It is easy to see that the goal function developed in evolutionary algorithm can be
defined different. In approach authors presents the aim is to minimize the absolute difference between predicted
hardness profile and the sought one. In other approach it could minimize not only the fitting error, but the
production cost calculated from appointed process parameters also [Stowik 2004, 2008].

& Azotowanie _— — ] 5 |
Plik Ustawienia Obliczenia Wyniki Uczenie sieci  Pomoc
Wyniki obliczen =
Parametry azotowania: Twsardh ol

Temp1 = 571,1

MNp1 = 18,2 Microhardness Hv OLERC S T
Time1 = 81,2 profile
Tenp2 = 548,4 S A e e » Predicted profile

Np2 = 2,8 7501 ---- o : : do e oo ———
Time2 = 183,1 g i i

fit = 31,541258 650

depth [pm]

“Wbierz wyriki Etykiety 2 wartosciami punklow
il

ki
& biak  dia osi'Y pomial™ dia nsi'Y
przebieg 1 hd  dlaosiX " dla osi'Y model

Figure 6. The result window with drawn chart which compare the requested hardness profile with predicted one

Conclusion

The work presented covers the concept of unconventional designing methods, which is use the combined artificial
intelligence methods in application to predict the gas nitriding process being very popular in industry. The reason
to choose such approach was numerical limitations which occur during calculations of nitriding model with the
help of analytical models. Developed system of evolutionary algorithm combined with artificial neural network, as
a mathematical model for determination of goal function, makes possible to determine the changes of the
parameters of the gas nitriding process on the basis of the required hardness profile in the layer nitrided. The
problem solved on the example of gas nitriding, i.e. determination of the process parameters which guarantee the
required final result, constitutes one of the key issues of surface layer engineering. It is possible to calculate and
minimize the total cost of described manufactory process, by modification of the goal evolutionary algorithm’s
goal function. The total calculation time ends in maximum 3 minutes, so a person interested may be informed of
order cost without more ado. Hardness profile for predicted parameters is nearly identical with requested one, but
in further step authors want to verify the method developed, which wasn’t done yet.
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Knowledge Discovery and Data Mining

KERNEL-BASED METHODS FOR NON-STATIONARY TIME-SERIES
IDENTIFICATION AND PREDICTION

Leonid Lyubchyk, Vladyslav Kolbasin

Abstract: Identification and prediction problem of nonlinear time-series generated by discrete dynamic system is
considered via Kernel Method approach. A unified approach to recurrent kernel identification algorithms design is
proposed. In such a way a recurrent modification of initial Kernel Method with growing windows is considered. In
order to prevent the model complexity increasing under on-line identification, the reduced order model kernel
method is proposed and proper recurrent identification algorithms are designed along with conventional
reqularization technique. Such an approach leads to a new type of Recursive Least-Square Kernel Method
identification algorithms. Finally, the recurrent version of Sliding Window Kernel Method is also developed along
with suitable identification algorithms. The proposed algorithm has tracking properties and may be successfully
used for on-line identification of nonlinear non-stationary time-series.

Keywords: identification, kernel methods, machine learning, nonlinear model, prediction, recurrent least-squares,
support vector machine, time-series

ACM Classification Keywords: G. Mathematics of Computing: G.1 Numerical Analysis: Least squares
approximation, nonlinear approximation, G.3 Probability and Statistics: Time series analysis

Introduction

The problems of time-series identification and prediction are of a great importance in different applications, such
as signal processing, automatic control, econometrics etc. Most efficient methods based on classical identification
approaches [Ljung, 1999] were developed for linear time-series, described by autoregressive - moving average
(ARMAX) or, in most general case, by discrete-time state-space dynamic model. With respect to the nonlinear
time-series, for instance, discrete-time chaotic processes, the most difficult problem is the admissible model
selection and a model structure choice [Dorffner, 1996]. At that the complex dynamic nonlinear mapping recovery
using the sample data in the classical framework of parameterized model application leads to the multi-parameter
estimation problem which becomes very complicated due to «curse of dimension» difficulties. It's stipulated the
expedience of nonparametric methods and intelligent data analysis approaches such as artificial neural networks
and machine learning, which usually needs a long sample for training. Most efficient under the short training
sample are Support Vector Machine (SVM) [Vapnik, 1998] and Kernel Methods (KM) [Scholkopf, Smola, 2002]
approaches, which produce non-linear and non-parametric versions of conventional identification algorithms.

Kernel identification methods, based on the idea of input data implicit nonlinear transformation into high-
dimensional (theoretically infinite) feature space, ensure the possibility of complex nonlinear model high quality
approximation. Using the Mercer's theorem, the feature vectors are chosen so that its scalar products in feature
space are the positive definite kernel functions. At that the identified model may be represented in a
nonparametric form as linear combination of kernel function, though the weighting coefficients (auxiliary variables)



International Book Series "Information Science and Computing" 41

may be computed without making direct reference to feature vectors ("kernel trick") [Scholkopf, Smola, 2002].
Such an idea is proved to be very effective for non-linear identification [Espinoza, Suykens, De Moor, 2005].

In the initial version of Kernel Method the dimension of auxiliary variables vector as well as estimated model
complexity increases proportionally to the training sample length, which make it unsuitable for on-line application.
In order the model complexity restriction and simplification of computations, it is desirable to use the auxiliary
vector of fixed dimension along with recurrent version of identification algorithm [Kivinen, Smola, Williamson,
2004]. Moreover, the recurrent on-line learning successfully used for non-stationary time-series identification.

In [Suykens, Van Gestel, De Brabanter, De Moor, Vandewalle, 2002] the SVM approach to Recursive Least-
Square Kernel Method (RLSKM) has been considered. Sequential sparsification procedure was proposed in
[Engel, Mannor, Meir, 2004], which may be viewed as a form of regularization and ensure the restriction of the
rate of model complexity increasing. In this way the resulting RLSKM algorithm reduces the order of the feature
space. Another approach, known as a Sliding Window Kernel Method (SWKM) [Vaerenbergh, Javier, Santamar,
2007], used at any time instant only fixed size subset of training sample.

In this paper a unified approach to recurrent kernel identification algorithms design is proposed. At first, we
consider a recurrent modification of initial KM with “growing” windows. In order to fix the auxiliary vector
dimension, the reduced order model KM is proposed and proper recurrent identification algorithms are designed.
Finally, the full recurrent version of SWKM regarding to auxiliary variables, is also developed along with suitable
sliding kernel matrix updating algorithms.

Problem Statement

Consider the time-series {x; } /1, generated by nonlinear discrete dynamic system
xk+1=f(xk)+8k,k=0,... (1)
where /() is unknown nonlinear function and €x is a noise discrete random process, E{e;} =0, E{e7} =

The problem is the nonlinear time-series (1) identification and prediction using the observed sequence

{Vk»Xx Hi—=0> Where Yk = Xk+1- In the KM framework the parameterized time-series identification model is:
vk =S =0 (w+eg, k=0.n, 2)

where f (x) - model approximation,(p:R1 —RM s a nonlinear feature map, which transform the original

inputs into high-dimensional feature vector ¢(x) € RM, and w e RM is an unknown coefficient vector.

Equation (2) may be represented in matrix form as y, =<I>Z_1W+8n, wherey, = (o yl...yn)T- observation
vector, €, = (g¢ €..€,) " - noise vector, and feature matrix ®,_1 = (0(x)  @(x) ... @(x,_1)).

In according with Mercer’s theorem, feature vectors are taken hereby that its scalar products in feature space will
be positive definite kernel functions @' (x,)o(x ) =x(x;,x;), i,j=1n. Commonly used polynomial kernels
k(x,x") =(u+x-x")? of degree P or Gaussian kemels k(x,x")= exp{—pn(x—x)2}, where P-H_ tuning
parameters of kernel model.

In accordance with KM technique introduce further the kernel matrix K, =<I>Z<I>n, which may be computed

directly without reference to the feature vectors, because K, =k, j

‘5 kl',j =K(x,-,xj),i,j=1,n, and also

taking into consideration the auxiliary (dual) variables vector A,, e R" | such as W, =®, },. At that the
nonlinear time-series (1) model estimation and one step prediction may be represented as
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. . T T

X+l = f(xn) =0 (xn)q)n—lwn = kn—l(xn);"na (3)
where Xk+1- one step ahead time-series prediction, kz_l(xn) = (k(x,,x0) K(x;,X1) ... K(x;,, X,_1)) - kernel
vector and *, is an auxiliary variables vector estimate at instant & , which should be obtained by the training

sample {yk,xk}Z;b, and in accordance with "kernel trick" express in terms of only kernel matrix K —1-

The purpose of this paper is the recurrent KM identification algorithms design, which ensures on-line
estimates. We will consider the following alternatives of recurrent KM identification:

—  Recurrent KM identification with growing window *n+1=F (X415 Yn11.Ky), which use the
complete training sample {y,xx }—o for dual variable » estimation.
—  Recurrent KM reduced order model identification zn+1 =F (zn-t-layn-&-bf(n,r)a which also use the

complete training sample but with respect to fix dimension dual variables 5:,, e R’ and kernel matrix Kn,r-

— Recurrent KM identification with sliding widow *n+1 = F (415 V41, K ) Ay € R®, which uses

the sliding window training sample {vi.,xx}i—n—sand kernel matrix Kn,s’ built up on the respective
observations.

Recurrent Kernel Identification with Growing Window

In accordance with general SVM approach [Vapnik, 1998] nonlinear time-series (1) identification problem using
the complete training sample (growing window) may be reduced to the following constrained optimization problem

with regularized estimation cost function with regularization parameter ¥ > 0:

Jn(w):lew+ly-£T£—>min, Y, :®£_1w+an. (4)
2 2 W,

The optimization problem (4) is solved using Lagrange function with dual multipliers A € R” :
1 1
Ln(W,}\.)ZEWTW+EY'8T8+)\.T(yn—(I)I_lw—sn). (5)

In such a way, using well-known condition of optimality, the solution may be obtained in the explicit

fomw, =®, L, &, = y_lkn, therefore the dual variables estimate  takes the form of ridge regression:
-1 1 -1
A, = (Y L, +Kn—lT Yn =K, 1Ny, (6)
where 1, is an identity 777 matrix, and K,,_;(v) is a regularized kernel matrix..

The recurrent estimation for dual variables A, =K,_Zl(y)yn+1 at instant 7+1 may be easily obtained using

Sherman-Morrison-Woodbury formula [Golub, Van Loan, 1998] for the regularized kernel matrix K, (v) :
K, (1)1 k,(x,)
Kn(Y)=("’L""T"—nT"Jl" ) (7)

-1 b
K, (y)= [_Jl_JEX)_—E§__ISZl_LQ’)lfﬂ_L(fcﬂzlfﬂ_L(Zcﬂzl_(_"_l(_Y_)_l__§__I_(_ﬂ_l(_Y_)l_(Ll_l_(_xﬂ_)j (®)

o RTE) L) | 51

where 8, =7 + Ky, k1 (0K (DK, ().
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Consequently the recurrent algorithm for dual variables estimates may be represented as

8;11[yn+1 — Oy O"n)]

where @, (A,,) =k (x, )}, along with regularized kemel matrix K (¥) updating procedure (8).
As a result the time-series model estimate and one-step ahead prediction may be obtained as (3). It is obvious

that the dimension of dual variables estimates »» and thereafter the estimated model f (x) complexity grows
proportionally to the training sample length, which make the considered scheme unsuitable for on-line application.

Reduced Kernel Model Recurrent Identification

From the computational point of view for on-line application it is desirable to limit the number of data vectors from
which the kernel matrix is calculated. It allows both to reduce the order of the feature space (which prevents
overfitting) and to keep the complexity of model bounded. In order to limit the size of the kernel matrix a
sparsification process was proposed [Engel, Mannor, Meir, 2004], in which an input sample is only admitted into
the kernel matrix if its image in feature space cannot be sufficiently well approximated by combining the
previously admitted samples. We consider another approach in which the reduced order model is formed from the
pre-established linear independent feature vectors, corresponding to the fixed input vectors. In such a way the
size of kernel matrix is fixed in advance so the model complexity doesn’t growing under identification process.

Consider the reduced order feature matrix &)r consist of 7 constant linear independent basic (support) feature

vectors &)r = (é(xl) ®(x7) ...ﬁ(xr))T, whish has been initially constructed from pre-established input vectors

X;,1=1,7, selected in such a way, that rang(&)r) =7 In practice, such a “feature” condition may be easily
verified using equivalent “kernel” condition rang(f(,») =7 using appropriate kernel matrix IN(r = &)I&)r.

Any feature vector from training sample may be represent as linear combination of basic (support) feature

,

vectors P(x1) = 2. a;¢(X)), i=1n, Or in matrix form, as @, =®,A, where A, =“ain is a matrix of
J=1 ’

corresponding expansion coefficients, which may be obtained by the minimum least-squares approximation :

2
— min. (10)

Ap = Hq)n - (BrAZ
An

The solution of (10) may be easily obtained in the explicit form as A, = IN(n,rIN(;la where I~(n,r :QZ&)r' At
2

that the attainable approximation accuracy are determined by minA 4 = HK” - IN(,”K;IIN(Z,,,

Furthermore, the model parameters vector may be express from reduced order dual variables 7»,1 eR”
W, =@, h, =®,A, k, =@k, (11)
where In = A;{—l;"n- Corresponding reduced order identified model and prediction function are
St = S = 07 (o) @ dy =K (o) Ky () = (0, 31) (3, %) (12)

In such a way reduced order vector of dual variables estimate Zn may be obtained via SVM approach as a
solution of suitable optimization problem.
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1. Non-regularized case y_l =0. Using representation (11), the appropriate cost function takes the
form

Jy=t

2
~ T ~ .
n 5 Yn _An—lq)r (I)n—l;“H —)Inill‘l. (13)

2
yn—(I);lF_IWH :E

The solution of (12) is &, = (An_lﬁr)+yn, where “+” denotes Moor-Penrose generalized inversion. Taking into
account that A,—1 = IN(n—l,rIN(;la due to the generalized inversion properties, the reduced order dual variables

estimate may be obtained as &, = K, (A, )y, = (IN(,,_L,,)Fy,, .

~ ~ +
In the following way a recurrent algorithm for A, = (KW) Y41 updating may be easily derived.

As far as IN(}’Tl,V :(~ I—l,r Skn(xn)), one can use the known Greville formula [Ben-Israel, Greville, 2003] for
reduced order Moor-Penrose inverse kernel matrix updating:

IN(;,r = ((Ir _anZ(xn))f(:t——l,r qn) (14)

o+

~ 1 ~ ~ ~
T —
where q,, = (an +K, (xn)Z(Kn—l,r)kr(xn)T Z(Kn—l,r)kr(xn)’ Z(Kn—l,’”) =1, _Kn—l,VKn—l,r’

Oy = 1- Sgn(k;r (xn)Z(Kn—l,r)kr(xn ))

Thereafter recurrent identification algorithm for dual variables estimates is

Mg :zn +4,(Yn+1 _k;]:(xn)in)- (15)
The proper initial conditions at instant 7 =’ are INq,r =IN<;,lr, IN(r,r = &);r(f)r'

2. Regularized case >0 . Using the introduced representation for unknown model parameters vector
W the regularized estimation cost function for reduced order model will be taken in the form:

1
Jn :E

2 1 -~
T -1 T
yn—(I)n_lwu +y W W=E y,—K A

n—1,r

2 T ~ )
+v A K, A — min. (16)
A

" > T g T
The explicit solution is , =P, —y K1Y, where P,y , =7 K, +K, |, K, 4.

ST o ST T
As far as K, K, , =K, 1, K,  +Kk,.(x,)k, (x,),the recurrent form for reduced order dual vector

Y 1
estimate 41 =P, K, .¥,,+1 may be represented as

Y Y -1 T/ \% - 1
Ay =My +YnPn—l,rkr(xn)(yn+l -k, (xn);"n) Yn= (1+k;(xn)Pnll,rkr(xn)T . (17)
Using the matrix inversion lemma [Haykin, 1996], the recurrent procedure for inverse matrix

P =P, +K, (k) (x,) updating takes the following form:

=1 =1 lp—1 T -1
Pn,r =Tn-1Lr = ¥n Pn—l,rkr(xn)kr (xn)Pn—l,;“ (18)

Thereby equations (15), (16) may be treated as RLSKM version for nonlinear time-series identification based on
reduced order model.
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Recurrent Kernel Identification with Sliding Window

Sliding window KM approach consider for estimation at instant 7 only last 7 —5 observations, so observation

vector is Yn,s = (Vn—s+1 ---yn)T-ConsequentIy, the kernel matrix Kn,s =<I>§,S<I>n,s has a fixed dimension
(s5) and observation equation takes the form ¥,.s = @1 W +&, s =K, | X, +&, ., where &, € R°.
Consider the “sliding” estimation cost function includes at any instant 72 +1 a priori information term determined
by previously estimate at instant”?- Using the representation W = (I)n,s;_“’ the optimization problem is defined as:
I =[Yasts =Ko 477 @2, (G Ry) > min. (19)

Condition of optimality leads to the following normal equations:

i7d 74 -3z ) -3z 7
(Kn,sKn,s +y Kn,s ﬁn = Kn,syn+1,s +vY Kn,s;‘n- (20)

. —_— 1 1 ,
Using the identity A_l(y_lls + AT A= (y_lls + AT , the recurrent dual vector estimate takes the form:

_ I — 1
A= (7 I +Kn,s (Y A, +Yn+1) (21)
At last, it is necessary to put forward the updating algorithm for inverse regularized sliding kernel matrix

KZ,IS (Y)- Using the approach, proposed by [Vaerenbergh, Javier, Santamar, 2007], consider two step inverse
regularized kernel matrix updating algorithm KL () -> KL ) > KL, which use auxiliary
“downsizing” matrix K,,_Ls_l (), determined from the sliding kernel matrix representation:

-1 LT
Koy () =| L onoss | l_‘ﬁ_l_s__l_(’ffz_s_). )
K, Is— l(xn s)' K- Is— I(Y)

where kernel vector K, -1 (Xp—) =(Kn—1(xn—s) Kn—s+1(xn—s))T-
Then at 1-st step of the algorithm including the “downsizing” matrix inverse is:

K, o =RKL (RY - (e KLy o) 'RK L e KL (RY, (23)
where Ry =(05T 1), e, =(1...0)".

Using the regularized sliding kernel matrix KZ,ls () representation
— K, 51(y) 1 1Ry -1 (x)
K, ()= [--Q--S- ------ Kocksotn) | (24)

where K, _1s-1(x,) = (Kn—l (xp) - Kn—s+1(xn))Ta the 2-nd step of K;}s (7)- updating is the following:

-1y -1 T
Kn—l,s—l (Y)kn—l s—1 (xp)

-1 P
K, ,=|-——2 oo eSS Yo . (2
n,s —8 lK lls I(Y)kn 1S l(xn) i ( 5)

-1 T 3 —1
where 0, =7+ kn,n - kn—l,s—l (xp )Kn—l,s—l (Y)kn—l,s—l (xp)-

Finally, expressions (21), (23), (25) produce a recurrent form of SWKM for nonlinear time-series identification.
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Conclusion

Recurrent KM approach for nonlinear time-series identification and prediction combining with model reduction
technique leads to identification algorithms efficiency improvement. The advantage of such an approach consists
not only in computing difficulties reducing and amount of calculation restriction but also in the possibility of on-line
operating in non-stationary environments. The key feature of proposed algorithms is that the identified model
complexity does not increase as the number of samples increases and time-varying model may be on-line
estimated, so recurrent KM algorithms may be successfully used for non-stationary time series identification.
Another preference connected with the sufficiently simple possibility of robust modification recurrent KM
algorithms design using suitable nonlinear estimation function.

Further inquiry and improvement of proposed approach should be connected with identified model optimization
methods development. The most important problem is the model parameters optimization, namely, regularization
parameter and kernel tuning parameter. The cross-validation technique is seemed to be the most suitable
approach to model parameters optimization. Such issue is closely connected with the general problem of model
optimization in compliance with available information via structural risk minimization approach. Dynamic approach
to model optimization may be considered as one of the most important directions of further investigation.
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ARES SYSTEM - INTEGRATION OF ANALYSIS METHODOLOGIES

Roman Podraza, Mariusz Kalinowski

Abstract: ARES System is an application dedicated to data analysis, data exploration and knowledge discovery.
This versatile tool offers rough set based methodology as well as emerging patterns and Support Vector Machine
algorithms to be applied to input data presented as an information system. Many analytical capabilities provided
with an user-friendly, intuitive graphical interface and XML based support for input/output operations make ARES
System a challenging and promising software for application in scientific research and didactic work. An unique
feature of ARES System is its ability of identifying improper objects within information system by employing
credibility coefficients. The credibility coefficients attempt to assess a degree of typicality of each object in respect
to the whole information system.

Keywords: information system, classification, rough sets, emerging patterns, SVM, credibility coefficients.

ACM Classification Keywords: H.1.1 Systems and Information Theory

Introduction

ARES System has been persistently developed to extend its potential in data analysis, data exploration and
knowledge discovery [Podraza, 2005]. Its initial functionalities were based on rough set theory [Pawlak, 1991] and
contained all phases leading to discovering rules from an information system. Results of each step of data
analysis can be presented by an intuitive graphical user interface. This feature should enable user to observe the
whole process of data analysis and/or exploration to learn how to tune the whole experiment to achieve the most
sound results. A number of algorithms of data discretization, finding frequent sets and reducts or extracting rules
were implemented with the first release of the system.

From the very beginning ARES System offered credibility coefficients [Podraza, 2007], [Podraza 2006] , which
were heuristic measures of objects’ typicality in respect to other ones. The main idea of introducing the credibility
coefficients could be summarized that rules involve exceptions to them and the exceptions very often can be
more interesting that the rules themselves. The evaluation of credibility coefficients is based on observations that
typical objects are considered credible, because they appear more frequently and we used to generalize their
appearance as something predictable, and describable by rules.

In the development of ARES System there have been introduced algorithms for discovering discriminants of
information systems — LEM1, LEM2 and AQ along with required checking of consistency of information systems
[Grzymala, 2005]. A next new feature of ARES System enables discovering Emerging Patterns (EP) in objects of
decision tables. This is an alternative approach to mine rules from set of data. Support Vector Machine is yet
another methodology used to classify data, which has been integrated within the system.

ARES System becomes a common platform for a number of different classification approaches. The same data
can be processed in several ways and the results can be immediately compared and examined. Each approach
can be parameterized in many aspects giving a really flexible and powerful classification tool. Formats of
input/output files have been enriched by flexible XML based enabling universal communication with other different
systems. In particular quite large system output like hundreds of rules can be presented in web browser or more
elaborated presentation tools.

In the next section a general description of ARES System functionalities can be found. Then follows a section
covering capabilities of three methodologies of data analysis and knowledge acquisition, which have been
introduced to ARES System. A brief presentation of system development goes after a short record of the original
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system potential. Subsequently credibility coefficients, which are unique feature o ARES System, are concerned.
And finally conclusions and further perspectives of ARES System are submitted.

System Overview

The system has been designed to give a full interactive access to process of data analyses involving different
approaches. A multi-window graphical user interface enables tracking different steps of the processing and/or
comparing results of applying different algorithms for the whole procedure of data analysis or for its particular
phase. A sample screenshot from ARES System is shown in Fig. 1. The main application window consists of two
views. Directory browser presents a list of all elements currently available for user (e.g. workspaces, decision
tables, analysis results) and Workspace view provides a space for windows opened according to user selection.
Views of elements from the directory browser can be presented for investigations and comparisons with the
others (e.g. window with a decision table, the corresponding frequent sets, a list of all found reducts).

B ARES RoughSet Exploration System
File Palette

[ ARES Warkspaces
¢ [ Workspace 1
¢ [ InfarmationSystem 1

Data of patients

: Selected Fatients Muscle ache | Headache Teperature Flu?
[ Rules get 4 : i M ] ¥
o [ InfarmationSystern 4 : z John Smith none yes 3809 yes
[y approximation Summal v Helen Brown | light no 35.4 no
: é Betty Blair strong VES 40.48 YRS
O RulesSetd |2 ] John McDanald | strang ho 39.9 ves
[ Credibility Coefficient & : [v] Robert OBrian |none no 6.7 no

¢ [ patients
[Cy oynamic Reduct Set 1

[y piscernibility Matrix 1
[y Rules get 2
D Freguent Sets 1

D Consistency Summary

) workspace 2

Rules Analyser

Data of Frequent Sets 1

Select Rule:

ID [ Length]

5
0 1
Muscle ache=r|
{Muscle ache=4

{Headache=yed

(Muscle ache=strong) -> (Flu?=yes) [2obj. / 100%]
(Headache=yes) -> (Flu?=yes) [2ohj./ 100%]

Headache=no) -> (Flu?=no) [2ohj. /66%]

O | N [ | L0 [ RD [ = |
o= ===

¢ 3 workspace 3 {Headache=no
o [ zoo.sys (Flu?=yes)
D Rules Set 1 (Flu?=nnl
Data of Consistency Summ.
- - - Objects Considered By Selected Rule:
Ohjects Ohjects incof
lnkin Smith Patients Muscle ac..| Headache | Teperature Flu?
Helen Brown Helen Brow light no 35.4 no
Betty Blair John McDao strong no 3594 YRS
Jahn MeDonald Robert O'B| nane na 36.7 ha
Robert C'Brian
| Export to HTML | | Close Window
[_] Fit to screen
: Export to HTML
4] ] | DE

Figure 1. Multi-window GUI of ARES System

A relationship between elements of processed data is reflected by their hierarchical placements within the system
directory, however it can be accentuated by naming conventions. Each directory item stores information on its
type, its data and description. Item type determines operations, which can be applied to it. Context menu
associated with the item (pulled down by the right button of mouse) contains positions for starting the operations.
The data and the description can be presented in appropriate windows in the workspace view. The description
contains some statistic and explanatory information as execution time used to produce the item, algorithm applied
and some other specific data (e.g. number of generated rules for rule set item).

An information system or more precisely a decision table is input to ARES System. The input data can be stored
in three formats: numerical one (specific for ARES System only), CSV and XML. Two latter ones give sufficient
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flexibility to cooperate with other systems. In the decision table rows represent data objects and columns
represent attributes of objects. In ARES System only one attribute can be chosen as a decision. There are
checkboxes associated with each row and each columns. They enable cutting a desired decision table from the
existing one by removing unchecked rows and/or columns (Fig. 2). It is possible to view the information system in
its internal numerical representation as well.

Data of patients
Selected Patients Muscle ache| Headache | Teperature Flu?
— vl L vl ]
L John Smith none yes 3849 yes
v Helen Brown light no 354 no
v Betty Blair strang yes 40.5 yes
L Jaohn McDonald | strong ho 399 yes
v Rabert O'Brian |none ha 36.7 1L}
Fit to screen
| cwnortonram || ciocenindon
Data of patients 2
Selected | Fatients |h.|1uscle ache{ Teperature | Flu®
| 4 v
v] Helen Brown | light 35.4 no
é Betty Blair strong 40.5 Ves
Ld Robert O'Brian_|nane 36.7 na

Fit to screen

| Export to HTML || Close Window |

Figure 2. Modifications of a Decision Table

All data displayed in a tabular form in any window of the workspace view can be exported to HTML file. The
information format is similar to presented in the window. This option allows saving the results of ARES System,
present them and print in internet browsers and/or publish in formats accepting HTML.

Integration of Platforms

The system has been developed to comprise three methodologies of knowledge acquisition. To original contents
based on Rough Set theory [Pawlak, 1991] capabilities of Emerging Patterns [Dong, 1999] approach and Support
Vector Machines [Schmilovici, 2005] methodology have been appended to the system. Rough Set approach has
been extended as well by adding algorithms for discovering discriminant of information system. SVM algorithms
have already been implemented and user interface for them is just under construction, and currently only
credibility coefficients based on SVM are fully operational. The original ARES System [Podraza 2005] has
comprised modules for performing the following tasks form rough set sphere such as
— Discretizing continuous domains of objects’ attributes
— Discovering approximations of decision classes
—  Determining discernibility matrices
— Finding relative reducts by applying set of algorithms to calculate
o allreducts
0 minimal reducts
— Discovering frequents sets
—  Mining decision rules

All these tasks can be performed by a number of algorithms. The operations are selected for particular items from
the directory browser. Each such item has a number of operations applicable to it. They are all grouped in a
context menu pulled down by the right button of mouse while selecting the item. A collection of operations
applicable to directory item representing a set of rules is presented in Tab. 1. Usually results of each such
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operation is presented in a new window in the workspace area and sometimes a new item representing the result
is inserted to the directory. There is a possibility to export the result into HTML file. Particular operation can be
performed by a number of algorithms. The choice and required parameters are determined in a interactive way.

Table 1. List of commands (from context menu) for item representing set of rules

Command Description
Close Rules Miner Deletes the rules set
Show Data Displays a window with rules and information about them (support and

confidence of given rules)

Show Properties Displays a window with information about given rules set (name and parameters
of the rule mining algorithm, count of rules, time of mining)

Show Disjunctive Rules Set (AQ) Displays a window with disjunctive rules (generated by the AQ algorithm)

Objects Coverage Displays a window presenting objects coverage
Rules Coverage Displays a window presenting rules coverage
Rules Analyser Displays a window of a rules analyser

Show All Rules Displays a window with all rules

Show Certain Rules Displays a window with certain rules

Show Possible Rules Displays a window with possible rules

Close Menu Closes the menu

In implementation of ARES System many known procedures of rough set area have been instantiated and some
updates have been formulated. There are some analyzing tools to present relationships discovered between
results and objects of original decision table. In Fig. 3 there is a window showing objects from decision table
supporting antecedent of a selected rule.

There have been a number of algorithms for calculating credibility coefficients for objects of decision table.
Module of credibility coefficients is very special for ARES System because it allows for systematic treatment of
exceptional cases and the next section is devoted to this subject in a systematic way.

A domain of rough set theory in ARES System has been supplemented by module for discovering discriminant of
information system. The module comprises three algorithms LEM1, LEM2 and AQ [Grzymala, 2005]. The last
algorithm generates rules with disjunctive representation. There is a possibility to check consistency of
information system, which is a necessary condition to calculate a discriminant of information system. If the
information system is inconsistent (there are at least two objects, which have the same values for all conditional
attributes and have different values of the decision attribute) then the operation results in a report highlighting
objects causing this inconsistency.

o' F X

E Rules Analyser

Select Rule:

(Muscle ache=strong) -> (Flu?=yes) [2obj./100%]
({Headache=yes) -> (Flu?=yes) [2ohj./100%]
Headache=no) -> (Flu?=no) [2ohj. / 66%]

Objects Considered By Selected Rule:

Patients Muscle ac..| Headache | Teperature Flu?
Helen Erav light no 54 no
John McDo strong nog 3949 yes
Robert O'Blnone no 36.7 no

| Export to HTML | | Close Window |

Figure 3. Window presenting relationship between antecedent of selected rule and objects from decision table.
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The next platform in ARES System is the KTDA system [Podraza 2007], [Podraza, 2006a] based on Emerging
Patterns (EP) approach. The KTDA system was designed and implemented as an independent platform and then
was integrated with ARES System. To distinguish two decision classes it is desirable to find out such patterns
which are frequent itemsets in one class and are infrequent in the other one. These patterns are just called
emerging patterns. The ratio of the pattern support in its target class to the pattern support in the rest of the
dataset is a growth rate for this pattern. Larger values of the growth rate denote more characteristic EPs for its
target class.

Discover Emerging Patterns

Discovering EP algorithms:

i@ Maximal Frequent femset Algorithm
i Decision Tree Algorithm:

Maximal Frequent itemset Algorithm Parameters:

Minimal EP Growth Rate: 2.0

Minimal EP Support in Target Class [%]: 40

Minimal-EP-support increase per iteration [%]:[5

Reduce discovered Emerging Patterns
Decision Tree Algorithm Parameters:
Split significance level [%]:

EP significance level [%]:

— T ~
petallength petalwidth N
Numeric |~
class (Dec.) Numeric 5
T pemme
| Discover EP || Cancel |

Figure 4. A choice of algorithms for discovering emerging patterns.

The KTDA system implements two different algorithms of discovering EPs — using maximal frequent itemsets
proposed in [Dong, 1999] and using decision tree [Boulesteix, 2003] , but with some extensions and
improvements. The former one reflects the classical approach and requires stating minimal growth rate and
minimal support in the target class, while the latter one uses Fisher’'s Exact Test used to discover only such EPs
which are statistically significant. Algorithm using decision tree is quicker one, produces smaller set of EPs,
however all of them are statistically significant. There are default parameters provided for both algorithms and
some preliminary research shows, that except minimal growth rate for maximal frequent itemsets algorithms the
other parameters have limited impact on set of discovered EPs. In Fig. 4 there is a window for choosing algorithm
discovering EPs and setting the appropriate parameters and in Fig 5 there is presented set of EPs revealed by
algorithm using maximal frequent itemsets.

EPs enable data classification for which CAEP (Classification by Aggregating Emerging Patterns) algorithm
[Dong, 1999a] is applied. For this classifier set of EPs discovered by maximal frequent itemsets algorithms gives
usually slightly better classification. On the other hand algorithm using decision tree produces more compact and
more significant knowledge, which probably can be more interesting for expert trying to update his/her
knowledge on the analyzed problem.
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Support Vector Machines is yet another methodology being integrated to ARES System. Currently there are
attempts to expose results of classification of data done with this approach. Only credibility coefficients calculated
for each object from information system are available from ARES System now, but their calculations involve the
classification itself. The credibility coefficients are presented in the following section.

Data of Emerging Patterns 1
no. Ilargnitlglgss [ R E_mde['%ingcagtllemm o GrrEWEh. Rate U‘I;arget Support EENSISUF]F]DH |
13 |lris-setosa sepalwidth == 315, sepalwidth = 3.84 3.6EBET BE % 18 % =
14 |lris-setosa sepakwidth == 315, sepalwidth = 4.14 3.88884 0 % 18 %
15 |lris-getosa sepalwidth == 3. 45, sepalwidth = 4.3 13.3333 40 % 3% |
16 |lris-setosa petallength = 1.44 +o 46 % 0 %
17 |lris-getosa petallenath = 1.95 +ao T4 % 0 % 3
18 |lris-getosa petallength = 1.65 +a 88 % 0 %
13 |lris-setosa petallength = 1.8 +a0 96 % 0 % L
20 |lris-zetosa petallength == 1.445, petallength = 1.65 +o0 42 % 0%
21 |lris-setosa petallength == 1.44, petallength < 1.8 +o0 a0 % 0 %
22 |lris-zetosa petalwidth = 0.25 +a0 B8 % 0 %
23 |lris-setosa petalwidth = 0.34 +o0 82 % 0%
24 |lris-setosa petalwidth < 0.45 +aa 496 % 0 %
25 |lris-wersicolor  |sepallength == 515, sepallength = 615 2.5 B0 % 24 %
26 |lris-versicolor  |sepallength == 514, sepallength = 6.35 |2.1874 70 % 32 %
27 |lris-wersicalor  |[sepallength == 5.35, sepallength <= 5.95 |2.625 42 % 16 %
28 |lrig-wersicalor  |sepallength == 5.445, sepallength = 595 |2.04762 86 % 42 %
29 |lris-versicolor  |sepalwidth = 2.75 3.4 42 % 12 %
30 |lris-versicolor  |sepalwidth = 2.85 2.7 54 % 20 % |
[v] Fit to screen
Export to HTML || Close Window

Figure 5. Emerging patterns produced by algorithm using maximal frequent itemsets

Credibility Coefficients

Calculations of credibility coefficients is a unique feature of ARES System. A credibility coefficient is a heuristic
measure, which assesses typicality of a given object in respect to other objects of information system. Value of
credibility coefficient ranges from 0 to 1 and lower values denote worse credibility. The concept of credibility
coefficients is based on assumption that majority of data is correct. Minority of data can be incorrect or corrupted.
The goal of credibility coefficients is to identify this minority by applying different approaches.

Currently in ARES System there is a number of algorithms for calculations of credibility coefficients based on the
following concepts:

— Approximation of rough set classes

—  Statistics of attribute values

—  Hybrid of previous two

— Frequent set

— Extracted Rules

— Voting Classifier (CAEP)

—  Support Vector Machines

—  Multi Credibility Coefficient
The first five algorithms for calculations of credibility coefficients belong to the original version of ARES System
and mostly exploit concepts of rough set theory. They were described elsewhere in details [Podraza 2007]
[Podraza, 2006b] . Credibility coefficient based on voting classifier was incorporated as a part of KTDA system. It
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takes into account the real classification of the object and vector of weights of votes for classification determined
by the classifier. Any voting classifier outcome can be utilized - CAEP and SVM classifiers are used in ARES
System.

Values of different credibility coefficients are incomparable, although all belong to interval <0; 1>. There was
proposed a new kind of credibility coefficient, namely ordinal credibility coefficient. Ordinal credibility coefficient is
associated with any arbitrary chosen “normal” credibility coefficient, whose values are data for the former one.
Ordinal credibility coefficient expresses the relative amount of records with credibility coefficients less or equal to
the credibility coefficient for this record. Important feature of ordinal credibility coefficient is fact that its and its
input counterpart’s values introduce the same ordering of data set objects. In other words, ordinal credibility
coefficient of a given record defines its relative position within the data set according to ranking given by the value
of the basic credibility coefficient. Multi Credibility Coefficient method [Podraza 2007] combines a number of
ordinal credibility coefficients to obtain an aggregate outcome. The resulting value is (weighted) average of
aggregated ordinal credibility coefficients.

Credibility coefficients are supposed to reveal “improper” data. Quite often it may be extremely important to focus
user attention on such exceptional cases. For instance in medical application the case supporting known rules
and procedures can be proceed routinely, while exceptions may require extra check-up and treatment. And in
practical data analysis exceptions may appear more interesting then the rules themselves.

Conclusion

The paper presents ARES System functional capabilities. All typical stages of data exploration based on the
rough set theory can be performed and presented with support of ARES System. The system has been extended
by Emerging Patterns approach and Support Vector Machines methodology.

ARES System has its unique characteristics for discovering non-typical objects in information system. Credibility
coefficients are used to evaluate object’'s measure of typicality in respect to the rest of the information systems.
Many algorithms for evaluating credibility coefficients are offered.

ARES System was designed to be used in medical application. Medicine and natural sciences appear to be often
interested in exceptions more than in rules — a patient, who reacts exceptionally to a routine treatment causes the
highest concern of physicians. ARES System’s unique feature to recognize exceptional cases by employing
credibility coefficients seems valuable to medicine and other natural sciences but, generally, it can be used on
any kind of data, e.g. for engineering purposes.

A multi-document architecture of the ARES System allows for detailed analysis of the data exploration process,
what makes the system a perfect and easy to use learning tool.

The ARES System has been implemented in Java and is portable. Its architecture enables permanent
development by adding new items with appropriate algorithms to the documents presented and processed by the
system. The module structure of ARES System makes its development quite obvious — new functional items
inherit structure features of the system.

Although ARES System has been designed to allow its permanent development. It is planned to implement ARES
System as Service Oriented Architecture (SOA). The server part will contain all services, very often mutually
independent, responsible for steps of data analysis. A number of client programs, tailored to user needs, will call
the services. This approach should support developing the system by adding new methodologies, updating
existing algorithms and testing parts of the system without interfering with its working part. For applications it
should be very attractive to compare results of data analysis performed by different approaches.



54 No:13 — Intelligent Information and Engineering Systems

Bibliography

[Podraza 2005] Podraza R., Walkiewicz M., A. Dominik A.: Credibility Coefficients in ARES Rough Set Exploration System.
Proc. 10th Int. Conf. on Rough Sets, Fuzzy Sets, Data Mining, and Granular Computing, RSFDGrC 2005, Regina,
Canada, Lecture  Notes in  Artificial Intelligence, LNAl 3642, Part Il.  Springer-Verlag,
Berlin Heidelberg New York (2005) 29-38.

[Pawlak, 1991] Pawlak Z.: Rough Sets. Theoretical Aspects of Reasoning about Data. Kluwer, (1991).
[Podraza, 2007] Podraza R., Tomaszewski K.: Ordinal credibility coefficient - a new approach in the data credibility analysis.
In A. An, J. Stefanowski, S. Ramanna, C. J. Butz, W. Pedrycz, G. Wang (Eds.), Rough Sets, Fuzzy Sets, Data Mining

and Granular Computing, Proc. 11th Int. Conf., RSFDGrC 2007, Toronto, Canada, Lecture Notes in Artificial Intelligence
LNAI 4482, Springer-Verlag Berlin Heidelberg (2007) 190-198.

[Podraza, 2006] Podraza R., Dominik A.: Problem of Data Reliability in Decision Tables. Int. J. of Information Technology
and Intelligent Computing (IT&IC), Vol. 1 No. 1, (2006) 103-112.

[Grzymala, 2005] Grzymata-Busse J.W.: Rule Induction. In Data Mining and Knowledge Discovery Handbook. Maimon O.,
Rokach L. (Eds.), Springer Science + Business Media Inc. (2005) 277-295.

[Dong, 1999] Dong G., Li J.: Efficient Mining of Emerging Patterns: Discovering Trends and Differences. Proc. of the
SIGKDD (5th ACM Int. Conf. on Knowledge Discovery and Data Mining), San Diego, USA, (1999) 43-52.

[Schmilovici, 2005] Schmilovici A.: Support Vector Machines. In Data Mining and Knowledge Discovery Handbook. Maimon
0., Rokach L. (Eds.), Springer Science + Business Media Inc. (2005) 257-274.

[Podraza, 2006a] Podraza R., Tomaszewski K.: KTDA: Emerging Patterns Based Data Analysis System. Annales UMCS,
Informatica, Al, Vol.4, Lublin, Poland, (2006) 279-290.

[Boulesteix, 2003] Boulesteix A.-L., Tutz G.: A Framework to Discover Emerging Patterns for Application in Microarray Data.
Institute for Statistics, Ludwig-Maximilian-Universitat, Munich (2003).

[Dong, 1999a] Dong G., Zhang X., Wong L., Li J.: CAEP: Classification by Aggregating Emerging Patterns. Proc. of 2nd Int.
Conf. on Discovery Science, Tokyo, Japan, (1999) 30-42.

[Podraza, 2006b] Podraza R., Dominik A.: Credibility coefficients for objects of rough sets. Studia Informatica, No. 1/2 (7)
(2006) 93-104.

Authors' Information

Roman Podraza - Institute of Computer Science, Warsaw University of Technology; Nowowigjska 15/19,
00-665 Warsaw, Poland ; e-mail: R.Podraza@ii.pw.edu.pl

Mariusz Kalinowski — Institute of Computer Science, Warsaw University of Technology; Nowowiejska 15/19,
00-665 Warsaw, Poland ; e-mail: M.M.Kalinowski@elka.pw.edu.pl



International Book Series "Information Science and Computing" 55

THE APPLICATION OF DATA MINING METHODS TO THE CLASSIFICATION OF
FINISHED PRODUCTS

Monika Pir6g-Mazur, Galina Setlak, Wioletta Szajnar, Tomasz Kozak

Abstract: In this paper the review of applications of data mining is presented. The algorithm of the induction
across decision trees that was proposed for classifying large set of data is described in the part 2 of the paper. A
short characteristic of the proposed algorithm is included in the part 3. In the part 4 we present characteristics of
R-environment and the implementation of the algorithm. The method of conducting the computational
experiments and the obtained results are presented in the part 5. The last part of the paper contains conclusions
and further perspectives.
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Introduction

Data mining is the analysis of observational data sets (often huge sets) in order to find unexpected relations and
to sum up data in an original way to make it both comprehensible and useful for its owner. Relationships and
summaries which are the result of data mining are called models or prototypes. The examples are linear
equations, rules, concentrations, graphs, tree structures and re-entry prototypes in time series.

Data mining covers a wide range of topics in the field of computer science and statistics. They have a lot in
common but at the same time each of them preserves its distinct character and deals with specific problems and
the ways of solving them [Hand, Mannila, Smith, 2005].

The essence of classification

One of the oldest and the most important methods of data mining, which is also of great practical importance, is
the classification method. The process of classification in data mining was presented in papers [Kennedy, Lee,
Van Roy, Reed, Lipman, 1995], [Mehta, Agrawal, Rissanen, Slig, 1996].

This method was introduced by Breiman and others [Breiman, Friedman, Olsen, Stone, 1984] and it combines
classification with application in which it works. The most popular in this group are: CART [Breiman, Friedman,
Olsen, Stone, 1984], ID3 [Quinlan , 1986], C4.5 [Quinlan 1993].

Classification means finding data mapping in a set of predefined classes. The model (for example: a decision
tree, logical rules) is being built on the basis of database contents. The built model is designed for classifying new
objects in the database or for deeper understanding of the existing division of objects into predefined classes.

The main aim of classification is to build a formal model called a classifier. Input data in the process of
classification is a set of tuples (a training set of examples, observations, samples), which is a list of values of
description attributes and a selected decision attribute. The result of the classification process is a certain model
(a classifier) which assigns each tipple (an example) the value of a decision attribute on the basis of values of
other attributes [Wazniak, 2008].
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A decision tree construction

The task of classifying objects on the basis of putting together their features (attributes) is a key task for
technologies connected with data mining. It can be generally said that the main task of classification is to find the
function which assigns n-set of well-known attributes of a certain object marked as (x1....xn) to y class which this
object belongs to. The tasks of this type appear in many domains. The popular ones include: picture recognition,
text analysis, economic trends analysis and customers classification [Kasprowski, 2005].

A method based on decision trees enjoys great popularity. The classifier is represented by a binary tree, there are
some enquiries about values of a given feature in its nodes and class assessments in its leaves.

The basic algorithm of a decision tree structure used while constructing it belongs to the method family called
“divide-and-conquer”. There are many variants of the basic algorithm. ID3 and C4.5. are the algorithms that are
the most frequently applied. The main difference between these algorithms is the established criterion of division,
which is the way of creating new inner nodes in a decision tree, used while constructing the tree. The method of
division should maximize the accuracy of constructing the decision tree that is it should minimize the wrong
classification of data records [Kasprowski, 2005].

Let’s begin with finding such a division of a training set so as to minimize its entropy that is an unordered set of
data, which can be counted by using this formula:

H(d)==Y, p(y)log p()

Where d is a set of data and p(y) is probability that a sample from this set belongs to class y.

The probability is counted as the ratio of the number of samples in a set belonging to class y to the total number
of samples.

The tree generated in the stage of learning is used to classify new samples with the unknown class membership.

The database is divided into two sets, where the first one is a training set (it serves to build the model) and the
second one is a testing set (it serves to test the model).

Implementation in the R environment

The R package is a tool for data analysis (financial, industrial, biological, medical and other data). It allows
carrying out a reliable analysis, to visualize the results by creating legible graphs and to generate the reports
automatically. Statistical methods and data analysis and visualization have been implemented in the R
environment.

The R package can be used for many applications, both educational and business applications.

R users have the possibility to use CLI (Command Line Interface — writing commands directly into a command
line), creating script languages or GUI (Graphical User Interface — ready-made user interfaces).

The method of creating decision trees is available in many different functions in the R package. The functions
which are commonly used are: tree(tree), rpart(rpart) oraz cpart (party). All mentioned above functions are used
in the same way while constructing trees [Biecek, 2008].

To make classification trees visualized the following functions can be used (depending on the function we used to
create the tree):

plot.BinaryTreelparty)
plot.tree(trael
text.treeltreg)
draw.tres(maptresa]
plot.rpart{rpart)
text.rpart{rpart)

While building a classification tree the criterion of a division should be determined, that is which value is to be
minimized while creating the next branches (most often it is the error of classification) and the stopping criterion
(how long the tree should be divided). Different variants of trees allow to control different criteria.
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ustawienia <- Ctree_contr
# uczymy drzewo

# Fysujemy drzewo
plot{drzewo)
# proces klasyfikacji

N R

prawdziwe

predykcja neg pos
neg 111 2&
pos 25 34

# okresTamy kryteria budn:uw%f drzewa kTasyTikayjnego
gl{mincriterion = 0.1, testiype =

oceny = predict{drzewo, dane[-zbior.uczacy,])
tablefpredykcia = oceny, prawdziwe = dane[-zbior.uczacy,3])

"Testt")

Figure 1. The hypothetical session of constructing a decision tree

drzewo <- ctree(gr_l-~wada_krytyczna, data=dane, subset = zbior.uczacy, controls = ustawier

Computational data analysis

The characteristic of a data set.

The data set of a real production company, which manufactures ready-made products (glass products - bottles),
was used in research. The production company does three-shift work. It is able to produce 200 000 bottles of one

type during one shift.

There is some data prepared to classify the bottles. The data is prepared in the form of text files including the
value set of the selected parameters (classification of critical defects with the division into groups).

In the first place preparing data was based on bringing it to the flat structure. Next, all names applied in a source
system were removed. During this stage of preparing data incoherent and empty data were rejected. The
research was carried out by means of the tool — the R package.

Table 1 Hypothetical data from the studied data set

Name fault group Name fault group
tag tag
1 Birdcage Group 0 25 Any microchecks Group 4
2 Spikes Group 0 26 Crizzels, washboard, threads, cords, ripples, tears | Group 4
3 Internal Fused glass Group 0 27 Wavy, rough, hammer, dirty mould Group 4
4 Flanged finish Group 0 28 Shear mark, dirt outside Group 4
5 Overpress finish Group 0 29 Unffilled thread, thin finish Group 4
6 Internal dirt Group 0 30 Fused bottom, baffle mark, wedged bottom Group 4
7 Broken stones, Open blisters — internal | Group 1 31 Engraving, lettering Group 4
8 Chipped finish Group 1 32 Solid stones Group 4
9 Open blister on sealing surface, burrs | Group 1 33 Closed blisters Group 5
10 Finish dimensions Group 2 34 Drag marks, double seams, offset bottom Group 5
11 Checks on finish Group 2 35 Offset mould Group 5
12 Unfilled, bulged finish Group 2 36 Unstable, bulged, push up, thick bottom Group 5
13 Sharp finish seams Group 2 37 Faint, no stippling Group 5
14 Chocked finish Group 2
15 Flanged bottom Group 2
16 Thermal shock Group 2
17 Any checks, crizzels, chips Group 3
18 Microchecks on finish Group 3
19 Offset finish Group 3
20 Sharp, thick seams Group 3
21 Breaking and open blisters Group 3
22 Dimensional defects Group 3
23 Sharp crizzels, sharp and open cords | Group 3
24 Bulged body, cold mould Group 3
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For hypothetical data, included in table 1, sets describing this data are presented in table 2
Table 2. Set

Group 0 | Birdcage, Spikes, Internal Fused glass, Flanged finish, Overpress finish, Internal dirt

Group 1 | Broken stones, Open blisters — internal, Chipped finish, Open blister on sealing surface, burrs

Group 2 | Finish dimensions, Checks on finish, Unfilled, bulged finish, Sharp finish seams, Chocked finish,
Flanged bottom, Thermal shock

Group 3 | Any checks, crizzels, chips, Microchecks on finish, Offset finish, Sharp, thick seams, Breaking and
open blisters, Dimensional defects, Sharp crizzels, sharp and open cords, Bulged body, cold mould

Group 4 | Any microchecks, Crizzels, washboard, threads, cords, ripples, tears, Wavy, rough, hammer, dirty
mould, Shear mark, dirt outside, Unffilled thread, thin finish, Fused bottom, baffle mark, wedged
bottom, Engraving, lettering, Solid stones

Group 5 | Closed blisters, Drag marks, double seams, offset bottom, Offset mould, Unstable, bulged, push up,
thick bottom, Faint, no stippling

500

400 1

300+

200
100

group Group Group Group Group Group Group Group Group Group Group Group Group
0 0 1 2 2 3 3 3 4 4 4 5

Figure 2. The hypothetical histogram with the division into groups

Decision trees allow data set mining to be done by analyzing values which decide about creating nodes and can
be designed for classification of customers or products [Bauer, 2006] [Blundon, 2003] [Shearer, 2004].

The advantage of classification by means of decision trees is the ease of interpretation.
The drawn classifier can be evaluated and corrected by experts in different domains.

Conclusion

Having a training set including samples with well-known classification at disposal makes
it possible to create a classification model (called in other words - a classifier).
Itis possible to create different classifiers for the same training set taking into consideration:

— which attributes and their combinations are to be considered,

— which classification method will be used.
Thus the same input data (a training set) can have very different solutions. The selection
of the optimum solution is usually made on the basis of tests carried out on the set of samples with the known
classification [Kasprowski, 2005].
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It is necessary to remember that classification algorithms relying on the same data can easily lead to the
phenomenon of overloading. The overloaded classifier provides very good results for the data which was used to
create it, but it is much weaker for the new data which has not been used yet [Kasprowski, 2005].

The paper presents the preliminary results of the research concerning the classification
of ready-made products of the production company. The achieved results prove the usefulness of the applied
method of data mining — decision trees. The results will be verified in collaboration with experts from the control
department of the studied company. The aim of further research will be to make a series of detailed analyses
within the confines of individual ready-made products.

This exemplar is meant to be a model for manuscript format. Please make your manuscript look as much like this
exemplar as possible.

In the case of serious deviations from the format, the paper will be returned for reformatting.
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A NEURAL NETWORKS APPLICATION IN DECISION SUPPORT SYSTEM

Galina Setlak, Wioletta Szajnar, Leszek Kobylinski

Abstract: This work presents the using of the chosen neural networks for the data classification. The Statistic
Neural Networks has been used for the rating. The neural networks have been successfully applied for building
one decision support systems for solving managerial problem.

Keywords: artificial intelligence, neural networks, classification, decision support
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Introduction

The problems of object recognizing and classification are currently the most important, of which the modern
science is interested in at present.

Classification is the most frequently solved problems both in technology and economy. Generally one can define
that the classification algorithm lies in finding the data mapping into the set of predefined classes:

fc.‘RpDX—>C, (1)

where C = {C 1 C 2,---,Cn}is the finite set of classes, whereas the set X < R”is the attribute space, and
the decision about the classification result is based on them. Classification mapping f; devides space X into n
decisive areas, grouping the attribute formulas belonging to one category [Zielinski, 2000]. Input data is the set of
examples, observations, samples which are the value list of the descriptive features constituting the model
(classifier). On the basis of the data content the model has been built, which is then used to classify new objects.
Building a new classifier is the main aim of the classification of data. The classification process consists of few
stages: building a model, testing unknown values . Whereas, the classification means assigning an object on the
basis of the chosen distinctive features, to one of the model classes. Classification is mentioned when the classes
to which we would like to divide the input set, will be defined before the division process. [Hand, Mannila, Smith,
2005], [Adamczak, 2001].

Statistical methods are traditionally used to solve the classification problems [Witkowska, 2002], [ StatSoft, 2005].
Moreover there are also used the following methods: Bayes classifiers, decision trees, neural networks, genetic
algorithms, rough sets, fuzzy logic and neuro-fuzzy classifiers [Stapor, 2005], [Rutkowska, Pilinski, Rutkowski,
1997].

The aim of this thesis is investigating the possibilities of applying the artificial neural networks in the object
classification and evaluation and comparative analysis of these results. As an analysis result there is the choice
of the net done, the net with the best classification results with solving the sample problem of the market research
analysis.

Methodology and results of the experimental research

There were the following neural networks used in these object classification research, they are different in
structure and teaching method:

—  Multilayer Perceptron (MLP) ,

— Radial Basis Function (RBF).
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These experimental researches have been done on the practical example of the market research analysis of
household appliances. The task of this classification is choosing the most prospective market for the produced
goods in a chosen factory. We will use the information about hoovers for description of the classified
observations, which should be divided into four classes, that is markets. Initial parameters characterizing the
particular goods (hoovers) are presented in table 1.

The first column of table 1 includes the verbal description of the feature, a type is presented in the second
column. The third column includes the shortened name responding to the parameter, under which it is in the
programme package - Statistic Neural Networks (STNN), which will be used to solve the made tasks [Setlak,
2004].

Table1. Characteristic parameters of the products (hoovers)

Description Type Shortened name
Engine Power/capacity number ENGINE_W
price number PRICE
Presence of the air filtration system {Yes, No} FILTR_SYS
Presence of automation {Yes,No} AUTOFUNC
Automatic cord rolling {Yes, No} AUTOCORD
Power regulation and speed switch {Yes, No} SPD_CTRL
Noise reducing system {Yes, No} NOISSYS
Device moistness function {Yes, No} WASH
Aesthetic of the external appearance {Yes, No} VIEW
Additional possibilities and improvements (merits) {Yes, No} FEATURE
Well known producer {Yes, No} BRAND
Service level {low, average, high} SERVICE

The shortening CLASS corresponds to initial classification parameters — one of the four classes of the presented
market in the STNN package [9]. The market description with the division into classes is presented in the
following way:

- Class 1 — market where the highest quality goods are of the most interest, of huge power with additional
features and a very good service,

- Class 2 is the average class of purchasers, who are less interested in expensive products, but they still
demand good products,

- Class 3 - purchasers paying attention to low price, but not interested in improvements,
- Class 4 — market where the low price is the priority, but other parameters are less important.

All data for this classification were taken from the market analysis of one of the production factories. These data
were prepared in advance. This processing phase in the STNN program is called ,pre-processing”. In this
problem the learning set describes 116 models of Hoovers with different parameters.

In order to search for the best architecture and optima teaching method the Intelligent Problem Solver (IPS) has
been used in this thesis in the advanced version, included in the STNN package [Statistic Neural Networks,
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1999]. IPS is exceptionally useful device that is helpful for the user in the most difficult, laborious and intensive
phase of neuron network construction —testing and choosing different models.

IPS formulates and initially evaluates the architecture of neural networks with different initial variable sets. It
allows to asses which parameter is the most important one. In classification problems, one can also control the
way of classification for particular values. With the IPS use in the analysis of the initial parameters importance,
there have been the optima neuron net structures described and only the most important parameters have been
used in the research then. In complex problems with the numerous amounts of initial parameters in STNN, one
can use the following device to choose the net structure — The Genetic algorithm of the initial variables selection.

IPS for the classification task, creates and tests many nets which are compared and then, with the chosen option
from many examples, chooses and keeps some that are different due to the quality, construction and number of
hidden layers and conducts the additional tests.

After the research done the following results were presented in table 2 on this initial data set (object ,Hoover”)
and solving the classification problem with the use of different net types MLP and RBF

Table 2. Classification results obtained after using the IPS for the object ,hoover”

Net Error Number of the | Numberof | Themost | Working | Chosen
type initial the hidden | important | timein market
parameters layers parameter | net [s]
MLP 0,099 10 12 10 2 1
MLP 0,111 9 12 1 4 1
MLP 0,175 9 11 1 6 1
MLP 0,126 8 9 10 8 2
MLP 0,088 10 13 1 10 1
MLP 0,102 9 14 9 15 2
MLP 0,185 11 10 1 20 1
MLP 0,211 9 1 25 2
MLP 0,266 8 2 30 4
MLP 0,299 12 6 1 35 2
RBF 0,098 7 3 2 1
RBF 0,095 8 1 1
RBF 0,127 10 6 3 3
RBF 0,131 11 5 3 10 1
RBF 0,175 2 3 15 2
RBF 0,155 3 3 20 3
RBF 0,191 12 3 1 25 2
RBF 0,130 10 7 1 50 2
RBF 0,093 9 8 3 55 2
RBF 0,116 10 6 3 60 2

Source: own study
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Some of these relations achieved during the analysis are presented in the following graphs. Some of the points in
the graphs are the average values responding to the error value for the same number of initial parameters or
hidden layers.

Conclusions

The research done resulted in working out two types of neuron net s of different architecture, taught with different
methods that were used for classification the object ,hoover”.

The analysis of net work is directed to the division of numerous hoovers model s into four markets. The precision
of assignment to the particular classes have been evaluated.

During the classification 116 types of hoovers, more difficult was RBF to teach than MLP, which influenced the
final result. The proper variable choice played a very important role in the classification process, and it influenced
the classification result. The best result (marked in table 3) was received with the use of MLP net with ten inputs
and thirteen hidden layers. The optimal working time of the networks was then 10 seconds.

The most rejected parameter was 5 and 8. These were the least important parameters then. For these
parameters the correlation ratio had lower than 1 value. The most chosen parameters for this analysis were 1 and
10. They were chosen for each analysis. They were also the most important parameters of the best value
quotient ratio. For RBF networks, the best result was for 9 inputs and 8 hidden layers. Parameter 1 was also the
most important and the most chosen parameter too.

Analyzing all results for the particular networks it appears that MLP networks gave worse results in short time of
networks working and the working time of the networks was longer of over 15 seconds. The best result was for
the working time of 10 seconds. The result was dependent on the initial parameters amount and the number of
hidden layers. The best results were for 9-11 parameters at the initial point. The more hidden layers, the best the
result was.

RBF networks were behaving similarly, if we take initial parameters and hidden layers into consideration. The
more hidden layers, the best the result was.

Depending on which parameter was the most important, the networks were doing the classification for the
particular classes (markets). In case of the results with low error, the choice of the market was the accurate one
in case of the both networks. If the most important parameter was a huge power and additional improvements,
the most chosen class would have been the class 1 and 2. If the important role in the classification was played by
the parameter 2, that is the choice price, the market 3 or 4 was chosen.

Comparing two best results for the particular networks, one can state that in such a case, the better classifier was
MLP networks.

Summing up, we can state that neural networks, due to their possibilities can be successfully used in solving the
classification problems. It is easy to change their architecture, which results in bigger versatility. Looking at the
results, one can state that the neural networks are very good classifiers, even if they are not 100% compliant with
the model.

The reason that some of the data were incorrectly classified can be the fact that the classes overlap. To gain
better results, one should search for additional solutions, among others test networks of different architecture,
and as for the teaching, to use bigger teaching set. It can have better results that the one achieved in this study.
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Knowledge Representation and Management

ORGANISATION OF DISABLED PERSONS’ TELEWORK
AS PART OF PROCESS OF KNOWLEDGE MANAGEMENT

Tatjana Bileviciené, Eglé Bileviciuté

Abstract: Challenges of knowledge society, knowledge economics change models of management. Work trends,
organisational structures are changing. Most of knowledge management processes one way or another are
connected with main elements of information management: information technologies and information systems.
Knowledge management is new branch of management, the main purpose of that is bigger effectiveness of
business applying synergy of humans, processes and technologies. Knowledge management helps for
employees single-mindedly to create, share, collect, keep and practice the knowledge. Fundamentals of
knowledge management could be used for organisation of telework of disabled persons, solving economical
problems of state. Knowledge management could help to increase productiveness of employees, expanding
sources of reachable for them knowledge. Improving shapes of disabled persons’ education the very important is
fo pay attention at how educational knowledge is implemented practically. Knowledge management should
encourage employees to integrate such educational processes together with their work methods and to apply
results of educational processes in their daily activities. For purposeful and beneficial education there should be
forecasted what knowledge is the most important. Authors of article analyses the application of knowledge
management methods in structure of professional rehabilitation of disabled persons, organising telework of
disabled persons. During such process new knowledge should be used not only by disabled persons, but both
represents of governmental institutions and consultants.

Keywords: knowledge society, disabled persons, telework.

ACM Classification Keywords: K.4.3. Computers and society - Computer-supported collaborative work

Introduction

Transformation of modern society to knowledge society originates the absolutely new global social and
economical contexts that require different management principles, skills, abilities and competences. Experts, who
prognosticate changes of European economy, declare that the main factor of development of European
economical space business organizations and economy would be the knowledge, generation of innovative
products, perfection of production and management’s methods.

Most of knowledge management processes one way or another are connected with the main elements of
information management: information technologies and information systems. Information technologies are the
main connection of information management and knowledge management too, and it is the main accent. Inquiring
objects — information and knowledge, its expression’s levels, determine the connections of information and
knowledge management.
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Information and communication technologies assume huge importance in all spheres of modern society life — in
professional life, in education, in daily life, but not for all members of society it is available. Application of
information and communication technologies could challenge new forms of social disjuncture. New technologies
not only require special skills and competences, but both it becomes dangers of social disjuncture for special
groups of employees, for example, for disabled.

Telework and new form of work organization became important aspects of creation of new work’s places in
European Union. 30 percents of all staff in Europe regularly practise telework. Together with additional telework it
would be 36 percents. Big enterprises mostly practise telework. There are more than 3 millions teleworking
employees at home in European Union. The alternative telework composes quite big part; it means that such
work is performing both at home and at work. 1,4 million of employees we can classify as private teleworkers
owning home office. Also 2,3 million of employees are mobile teleworkers [Bergum, 2007].

Problem of employment for disabled persons is partly connected with permanent changes and technical
achievements on labour market. One of the tasks of Lisbon strategy is creation of information society, helping to
implement knowledge economy and create new work places in states that have the biggest development
potential. Spread of new information technologies changes character of work — its quantity, quality, particularity of
performing work. Telework at home could supply better opportunity for disabled persons to receive work places.

Practical value of knowledge management

Environment of enterprise is changing continually because of globalisation. Expansion of competition,
intensification of international economical cooperation, spread of technologies, changing of social priorities,
attitudes and values - all are such transformations that cause new phenomenon — knowledge based economy.
The main attention in knowledge economy is played to person, his abilities, knowledge and opportunities of its
consumption. Information technologies precede revolution in business world: expand computer networks,
globalise market, create business environment without borders. Internet and communications become equipment
of successful business and bottomless source of information that properly using we can reach competitive
advantage in any activity. Types of social economic activity are transferring to electronic environment, e-
commerce replaces traditional commerce.

Challenges of knowledge society, knowledge economy are changing models of management, enabling in
scientific view basically to analyse the advantages and disadvantages of state or organisation, to establish fields
of strategic excellence creation. Elements of information and knowledge management are in every modern filed
of management: in processes management, in time and space management, in changes’ management, in crisis
and conflicts management, in organisations’ management, in education management, in quality management and
etc. Information and knowledge management in system of information and communication sciences composes
nucleus of going together manage mental disciplines of information sciences that perfectly fits the modern
conception of management.

Knowledge management’s essence becomes the management of individuals with particular skills and experience,
with purpose to encourage particular behavioural models in organisation and interaction of individual employees —
socialisation. The main attention is paid to knowledge based activities and processes that educate abilities of
enterprise to work effectively. Effective knowledge management in organisation directly depends on technologies,
methods and interaction of persons [Bhatt, 2001].

Practical space of knowledge management realisation is making knowledge economy. Knowledge management
becomes strategic discipline, mostly influence development steps of knowledge economy and information society.
If prerequisites of knowledge economy would be evaluated successfully, we could scientifically basically to
analyse advantages and disadvantages of state, to establish fields of creation of critical strategic excellence and
to analyse good practice of successful work.

Modern management as society generally is one-to-many and heterogeneous. Methodological armamentarium of
management and variety of methods are changing and increasing. By information attitude, management connects
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most scientific elements to holistic space. Management generally is concurrent part of information phenomenon —
management always is firstly informational, not formal solution. In information space very different ways and
methods of social and economic life are developing and existing [Augustinaitis, 2005].
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Figure 1. Scheme of development conditions of disabled persons’ telework

Knowledge management previously was as attachment for information and technology management, developed
in independent branch, essential purpose of which is management of organization sources as intellectual capital,
employees” knowledge, organisation’s image and others. Development of new information technologies, that
relieved types of most global business operations and education, transferred business to new level, supplying the
increasing importance for knowledge. Conjunction of different knowledge parts to management of strategic
intellectual capital brings people to new practice of management in information age.
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Knowledge management is optimal application of theoretical and practical knowledge in business processes —
with purpose to reach durable advantage against rivals and bigger benefit of all shareholders of enterprise —
investors, employees, managers, so common state benefit would be implemented [McGinn, 2001].

Model of professional rehabilitation of disabled persons in knowledge management context

Development of employment’'s levels is effective measure causing development of economy and stimulating
economy of social inclusion, both securing protection for disabled persons to work. Disabled persons as others
members of society have demand to perform significant activity, beneficial for society and themselves.

Together with rapidly developing information technology the economical and social environmental is changing,
the new opportunities are starting, so character of work is changing, new work forms are starting. Today often to
remove work at employees’ place is easier than opposite. Although, properly organised, flexible, mobile and
independent of place work could essentially reduce costs, raise effectiveness, it is profitable for employers,
customers and employees. Telework commonly is understandable as opportunity to accomplish work or its part at
home maintaining connection with work place using technical equipment (internet, fax, and phone). It lets to
reduce level of unemployment, to keep specialist with high qualification. Telework and e-commerce illustrate
transferring of labour market to information society [Benchmarking, 2000].

According authors, the theoretical united system of development of disabled persons’ telework could be
presented as sustainable operative structure with related inter-connections (see Figure 1). Creation and
sustainable development of such system depend on legal basis development, economical conditions creation,
development of e-inclusion and e-accessibility for disabled, development of telework and e-commerce,
implementation of policy of disabled persons’ employment. Analysing presented scheme, we could predicate that
successful organisation of disabled persons’ telework is closely connected with the main development processes
of information society and highly depends on disabled persons’ e-inclusion and e-accessibility.

Seeking to increase disabled person’s efficiency, professional competence and potential to participate in labour
market professional rehabilitation services are providing for disabled persons. Professional rehabilitation services
are the part of professional integration system in European Union, closely cooperating with systems of social
services, labour market, medical and educational systems. Professional rehabilitation is coherent process,
consisting of several stages that differ in every country but essentially professional rehabilitation composes such
stages: establishment of person’s working ability; evaluation of work experience and arrangement to work;
professional education, training, and cultivation; training of working skills, organization of working test;
employment or support in creation of new enterprise or in practise the autonomous activity. Structure of
professional rehabilitation processes is presented on Figure 2. Institutions of professional rehabilitation services
could play the main role in process of telework development.

Modern organization should comprehend knowledge management and implement it inside. Knowledge
management is manage mental instrument supporting by different measures to create working environment in
that seeking the best result they optimally create, spread and use their and others knowledge. The main result of
knowledge management is environment stimulating employees to create, spread, keep and apply knowledge and
consisting of all processes, roles, measures and structures that let to implement it.

Principles of knowledge management rarely are applying in development of disabled persons’ professional
rehabilitation. Analysing system of disabled persons’ professional rehabilitation in context of knowledge
management we will use triad that describes the knowledge management as process and as result: knowledge
creation, knowledge spread, knowledge appliance.
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Figure 2. Structure of professional rehabilitation services

Creation of knowledge. In our opinion, model of disabled persons’ professional rehabilitation applicable in
Lithuania, hasn't been discussed in context of its suitability for disabled persons’ telework. In February’2009
Tatjana BileviCiené accomplished interview of experts. Only few specialists in Lithuania could qualitative evaluate
the condition of disabled persons’ social and professional rehabilitation, quality of disabled persons’ employment.
So, as experts’ representatives of disabled persons’ organizations, persons, responsible for disabled persons’
professional rehabilitation, social work specialists — scientists, businessmen, were questioned. One of the most
important questions supplied for experts was what, in their opinion, changes are needful and possible on every
stage of system of disabled persons’ professional rehabilitation and employment, on purpose to successfully
employ united disabled persons’ telework system. Experts solidly determined that new management programmes
of disabled persons’ professional skills evaluation, establishment of suitability of telework, rehabilitation or
cultivation of professional skills and telework are necessary. There is predicated that for successful organization
of telework part of employees of professional rehabilitation system should acquire additional qualification.

Spread of knowledge. Research of theoretical material and experts’ opinion showed that in spite of quite
intensive system of professional rehabilitation in Lithuania, organization of disabled persons’ telework requires
forecasting new methods of professional rehabilitation: professional education should be combining with training
of computer literacy. Specialists who working with disabled persons in such way should have not only skills of
social work and profession but both good skills in ICT. ICT knowledge is necessary even for medics who
evaluating suitability of choosing work for disabled persons, because noxiousness of computer works and
necessity of appliance of support computer technique should be evaluated. Doctor should evaluate affections of
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disabled persons’ health and organism and discuss with ICT specialist the opportunities to compensate such
disadvantaged by ICT (using support technologies). Also, ICT specialist should describe possible effect of
computer work for disabled person, and doctor should decide if particular person could work particular works (and
how long he could work such works). ICT specialist composes list of necessary compensative technique and soft-
ware for employment of disabled persons.

Medical adviser should have comprehensive description of employee’s responsibilities; that such information
would be useful the character of work, person, working time, preparation for flexible work, physical requirements
of work (stay, intellectual and emotional requirements), intensity factors, forecasted working results, conditions of
work contract should be described.

Discussing advantages of telework, both we should describe problems of such work. Employers fear to lose
control of work, demands of teleworkers’ socialization is hardly satisfied, informal meetings proceed without
teleworkers, some of teleworkers overwork, teleworkers could wrongly evaluate the main task of work, leaders
have problems in evaluation of work only by results, electronic connection not always successfully displace direct
communication, it is complicate to plan meetings, harder to accomplish urgent work, professional unions and
others organizations could lose nearness with its members [Coope, Kurland, 2002].

One of the most important problems of telework is management problem, because additional requirements for
leaders originate. Leaders should be able to manage in distance, evaluate work by results, not by time, what
employee is at his working place. Also leader should be able properly formulate work task. Employee should be
able properly plan his work, his activity, properly understand tasks, should be able actively, successfully to find
solution in every day small problems. Both, he should be able properly present his activity. Telework could be
accomplished only then task is clearly described. Successful telework requires particular management style and
good selection of employees [Nilles, 2007].

Employment of knowledge. Improving education forms it is very important to highlight how many of training
knowledge is used in practice. Knowledge management is part of common management of organization. The
main purpose of it is to increase effectiveness of organization, purposely to improve only essential educational
processes: knowledge management should stimulate employees to integrate these educational processes with
their working methods and to apply educational processes’ results in their every day activity. There should be
forecasting what knowledge seeking strategic tasks are the most important for organisation [McGinn, 2001].

System of disabled persons’ professional rehabilitation should forecast the adaptation of work places for disabled
persons and their education preparing specialist for particular work place.

Conclusion

Knowledge management is connected with innovations, inter-connections, ideas, competences, structures. This
management supports individual or groups’ education, stimulates and enhances spread of experience,
distribution of failures and good practises, choice of optimal solutions. Knowledge management technologies
could be used for stimulation of dialogues, bargains, communication, but it is not essence of such management.

Accomplished researches show that modern professional rehabilitation system could be conforming for
organization of disabled persons’ telework only applying principles of knowledge management.

If disabled person has professional, psychological, functional suitability, way of telework could be recommended
for him. If disabled person agrees, suitable professional rehabilitation programme would be created for him. In
such way, the search of future work place should be oriented particularly at telework method.
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ALGEBRA LOGIC APPROACH TO PERSON’S THINKING MECHANISMS
FORMALIZATION

Olga Kalinichenko

Abstract: It is known, that person’s thinking is inaccessible to studying by direct physical and psychological
methods. In this case it is necessary to have indirect ones. Computers do not understand the psychological
description and formalization of thinking mechanisms. Algebra logic analysis of natural language and person’s
thinking plays an important role for development of logic mathematics and its applications in artificial intelligence.
Only axiomatic method works in this situation. On the basis of axioms’ system we can propose an approach that
helps to investigate the structure and properties of objects. The main problem of formal studying of a natural
language is shortage of the mathematical apparatus. The axiomatic description of logic mathematics' objects
requires preliminary realization of constructive logical tools, which subsequently become a subject of the
axiomatic analysis. The paper is devoted the algebra of ideas to axiomatic construction. The carrier of this
algebra is naturally interpreted as the set of intelligence ideas (thoughts, concepts and, in general, any subjective
conditions of the person). There are devised some methods for application of proposed formal apparatus.
Simultaneously with algebra of ideas formal introducing there is considered its intentional interpretation.

Keywords: a predicate, algebra of ideas, artificial intelligence, Cartesian set, algebra of predicates, algebra of
single k-dimentional first order predicates.

ACM Classification Keywords: .2 Artificial intelligence - Natural Language Processing

Introduction

One of artificial intelligence lacks, which is much limiting sphere of its practical use, is the inability of the machine
to understand human speech and, as a consequence, impossibility of semantic processing of the natural
language texts. For studying of human thinking, in particular, of natural language semantics mechanisms are
successfully used comparative method and logic apparatus of predicates and predicate operations. [Bondarenko,
2000] For development of logic mathematics and its appendices in artificial intelligence the special role plays
algebra logic analysis of natural language. In this case we can apply axiomatic method. On the basis of axioms’
system we can propose an approach that helps to investigate the structure and properties of objects. The
axiomatic description of logic mathematics' objects requires preliminary realization of constructive logical tools,
which subsequently become a subject of the axiomatic analysis. Yet there are no many abstract concepts for
description of natural intellectual processes. [Shabanov-Kushnarenko, 2005]

In logic mathematics the central role is played by relations. The relation are formally described with the help of
predicates. [Ivanilov,2007] In language of algebra of predicates it is possible to describe any information process
but the algebra of predicates is constructed structurally. It is enough, if the internal structure of information
process is known for us, but it is not enough, if we have only results of this process, as in natural language. What
occurs inside, what algorithms are working — it is not known. That is why it is necessary to set algebra of
predicates axiomatically. Then these properties we can observe in real human speech and behavior and to make
conclusions about structure of these information processes.

The algebra of predicates has appeared as a result of attempts of the formal description of natural language -
modeling of declinations, conjugations, words' formation. Now, there is more complex task - formalization of
understanding and semantics of language. In this case it is necessary to describe concept of a predicate
axiomatically because relations, but not functions, lays in the basis of thinking. The task about the formal
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description of a predicate is naturally divides into two tasks. The first is a consideration of a single predicate from
variable x, and the second is expansion of this integrated variable x in a set of variables, i.e. studying of a many-
place predicate or structure of the Cartesian product.

The paper is devoted to construction of the methods of formal description of natural language structure with the
help of algebra of ideas - mathematical apparatus, which is constructed axiomatically as algebra logic analogue
of natural language. The urgency of this area is defined by perspectives of applying of the received methods for
developing systems of dialogue with the computer in natural language. In this work the properties of single
predicates are considered, as it is enough for modeling rather wide area of natural language. Except studying of
single predicates, there are some adjacent questions, such as predicate of equality and models, i.e. circle of
tasks closely connected with axiomatic of a single predicate.

A model of ideas’ equality. Formal representation of ideas

We shall use algebra of single k-dimentional predicates of the first order in a role of the algebra of ideas
prototype. It appears, that exactly the algebra of single k-dimentional predicates of the first order brings to the
most general algebra of ideas definition that is necessary to us. Abstract analogues of the more general algebras
of final predicates (many-placed and the any order) turn out simply by detailed elaboration of initial algebra of
ideas.

single k-dimentional predicates of the first order are entered as follows. Let 4 = {a,, a,,....a,} is the set, that
consists of k letters @» @,---» @, . All letters are numbered, everyone has the serial number. The variable x is set
on 4, and it named alphabetic. We enter the set = = {0, 1} that consists of logic constants 0 and 1, named
accordingly zero and unity. The variable x is set on 2 and it named logic. Each function = P(x) that display
set 4, inset X we named as single k-dimentional predicate of the first order. Let's speak, that predicate P is set
on set 4i. Set of all single k- dimentional predicates of the first order we designate by a symbol M. Let
N, (k) is a number of all predicates included in set M . Itis equal No(k)=2".

algebra of ideas Construction we shall begin with introducing of its carrier - set of all ideas. We shall designate by
a symbol Sy the set consisting of 2* various elements o> S1--» S, ;- we Accept the set Sy in a role of the
algebra of ideas carrier with dimension & . Elements of set S; we name ideas of dimension X . Single & -
dimentional predicates of the first order serve for us as prototypes of elements of set Sy . The number of
elements 2 of set Sy is chosen so that it coincided with number of all single k-dimentional predicates of the

first order. Set Sx we shall name k-dimensional space of ideas. The question on concrete value of number k is
left open. While we shall consider, that in a role k any natural number k=1, 2, ... can be chosen. Let's notice,

that at any value k the set Sy is not empty. In some tasks we need not all the set Sy but only some part N of it.
The number of elements in set N can be any, but it should be less, than 2%. Set N we shall name incomplete set
of ideas, and set Sk - full.

Let's enter bijection D: S, > M, establishing univocity between all ideas of dimension k and all k-
dimentional predicates that set on set A1t always can be made, because sets Sy and M, contain identical
number of elements. Predicate £ =@(X) we shall name a predicate corresponding to idea x, and idea
x=@ (P) - the idea corresponding to predicate P. There are two examples of bijection ®'and " in tables 1

and 2. Bijection @'t S'y = M is determined on three-dimensional space of ideas S+ = 18", §'5ees 8%}
bijection @": §"_— M, is determined on space of ideas  S"; = 8", s" ..., s";} with the same
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dimentional. The symbol x ' designates variable that sets on set S's and symbol x " - a variable that sets on set

S"; . Sets ' also S"'5 can be considered as different systems of designations for the same three-dimensional
ideas.

Table 1 Variables that set on set S '3

X Sy oSy sy, sy sy | sy S |shy

Q) R R P |K BB R P

Table 2 Variables that set on set S 3.

@) |\p, |B |B |R |R |B |B |P

Elements of set S; we shall psychologically interpret as ideas of the examinee. Predicate P (the question is
about single k-dimentional predicates of the first order) that accept for all letters * € A, zero value P(x)=0,

we shall name identically false. Predicate P that accept for all letters X € A, individual value P(x) =1 we shall
name identically true. We designate these predicates accordingly symbols 0 and 1. The predicate 0 has number
0, a predicate 1 - number 2% —1.

The idea that corresponds to identically false predicate 0 we shall lie, and designate it by the same symbol 0.
The idea that corresponds to identically true predicate 1, we shall name true and designate it by symbol 1. Thus,

@7'(0)=0, @' (1) =1. Operation of the bijection ® reference is designate by symbol ' In a role of function
@ 'arguments they mean predicates, that are the elements of set M, and in a role of function @'values

they mean ideas, that are the elements of set Si. This circumstance, however, will not result in
misunderstanding because the true sense of signs 0 and 1 is easily determined on a context. For example, we

shall find ideas 0 and 1 in sets S's and S"; with help of tables 1 and 2. In a role of the predicate 0 acts
predicate F, in a role of the predicate 1 - predicate Piin both tables. We find
@ (R)=+5,, D" (P)=s". from table 1. Thus, for set S5 we have 0=5", =5 We find
D" (R)=5"s, @' (P,) =5, from table 2. Thus, for set S"s we have 0=5"5,1=s",.

Statement that express lie, we shall name the contradiction. The statement that express true, we shall name a
tautology.

A predicate of ideas’ equality

Let's consider a predicate of equality D, (P, Q) of predicates P and Q, which are set on the Cartesian square
of set M, of all single k-dimentional first order predicates.

It defines by equality:
Dy (P, ©)=Vx(P(x) ~ Q). o

P, QeM,

that fair for anyone . The predicate D, puts in conformity to equal predicates P and Q a logic

constant 1, unequal - 0. The equation D,(P, O)=1 sets the relation of equality P=0 of predicates
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P, QeM, . The equality relation of predicates can be considered as the diagonal relation set on the Cartesian

4 (P P) PeM

square of set Mk, i.e. as set of all pairs a kin where

(B B)s (Bs By (B,

k. In our example the set

£} serves as equality relation. the Equation D, (P, Q):Osets the

inequality reIationP #0 predicates P and Q. The inequality relation of predicates can be considered as the
antidiagonal relation that set on the Cartesian set M, .

Let's introduce a predicate of equality of ideas 2y on set Sy XSy, defining it for anyone x, y €S, as follows:
Dy (x, ) =D(P(). D()). 2

Here ® is bijection that display set S« on set M. The predicate Dy (X, ¥) predicate Dy (X, ¥) displays
set S; XS, on set Z . Being sent from definition (2) and using equality and inequality relations of predicates, we

can present a predicate D; as

D, (5 )= {o, if @(x) = D(y),

L if @(x)=D(y). 3)
Let's consider two models <Sk= Dk> and <M k> Dk>. First of them represents set Sy together with the
predicate Dy set on its Cartesian square, another - set M together with the predicate D, set on its Cartesian

square. Equality (1) means, that models <Sk7 Dk> and <M k> Dk> are isomorphic each other. The relation of
isomorphism of models is equivalence.
We shall make some specifications of the introduced terminology. Ideas we shall name, in the first place,

mathematical objects - elements of set S}, at the second place, psychological objects - any subjective conditions
of the person. In the second meaning the term idea we shall use only at the expanded statement of tasks of the
intelligence theory. We shall name psychological objects by ideas - all those subjective conditions of the person
which can be expressed in the form of statements.

The signals showed to the examinee during carrying out of experiences, we shall name physical stimulus. We
shall speak, that physical stimulus serve as prototypes of ideas, and ideas are images of physical stimulus. At
narrow problem definition in a role of physical stimulus will act statements, and in a role of their images will act
only ideas. At expanded problem definition stimulus can be any physical objects.

Properties of a equality predicate of ideas

Let's consider properties of a predicate Dk. It submits to laws of reflexivity, substitution, symmetry and
transitivity. In formal record these laws look like the following logic equations:

Vx D, (x,x)=1,
VxVy (D (x, y) 2 D (. X)) =1,
VxVyVz (D, (x, y)AD,(y,z) D D,(x,z)) =1,

VR, Yx¥y (R, (1) A Dy (x, 7)) > R, (1) =1,
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Here, variables x, y, z are set on set of all ideas Sk, the variable Ry is define on set of all predicates which are

determined on set S k. The variable predicate connected by the logic equations (4) - (7) designates by

symbol Dy .

We have defined a equality predicate of ideas Dy and have deduced its four properties, being sent from a
equality predicate of predicates (1) and using expression (2). However, it would be desirable to construct the
approach of equality of ideas on the bases, not dependent on concept of a final predicate which in our statement
carries out only auxiliary role of the prototype of concept of idea.

As it is proved in the statement resulted below, it can be made, basing on properties (4) - (7) of equality
predicates of ideas as on axioms. Value of the statement will be, that it gives axiomatic definition of a predicate of
equality of ideas.

Statement 1.

To present in form (1) predicate Dy, that defines on set Sy XSy, itis necessary and enough that it satisfied to
conditions of reflexivity, symmetry, transitivity and substitution.

That is why any two models that isomorphic the third are isomorphic each other. We shall take models

(S, D',) and (S":» D",) . Both of them are isomorphic to model (M D;) so they are isomorphic to
each other.

From here follows the existence of bijection €2 S'x = 8", for which at anyone ¥, ¥ €S"; takes place the
equality:

D', (x, y)=D", (Q(x), Q). )

Expression (8) means, that in abstract sense predicates of ideas equality, and, consequently, relations of ideas
equality, that appears in any algebras of ideas of the same dimension, are indistinguishable from each other.
Insignificant distinction from the mathematical point of view consists only in a concrete way of a designation of

elements of set S'x and "4 of carriers of these algebras. If we replace names of set S"¢ elements with names
of set S elements by bijection 2 the predicate of ideas equality D , which is set on set S'¢*S"; will turn in

a predicate of ideas equality D", which is set on set S"; xS" .

The equality predicate Dy (X, ¥) of ideas x and y is practically realized by the examinee in a series of

experiences. Every experience consists of researcher suggestion to examinee of two ideas ¥ = @ and V = b
which are showed in the certain order so that examinee always knows what is the first of them and what is the
second. He needs to compare the ideas showed to him and to establish, they are equal or not. In case of full
concurrence of ideas a and b the examinee reacts the answer 1 if they are differ in something the answer will be
0. Experience shows, that the examinee recognizes two ideas equal in all those and only those cases when
statements that express these ideas are logically equivalent.

When we define the algebra of ideas formally, we have introduced the set of all ideas Sy and only after that have

set on it an equality predicate Dy (X, ¥) for any ideas X» ¥ €S, . At substantial introduction of algebra of
ideas (i.e. such algebra of ideas at which a role of ideas play ideas of the person) it is necessary to make on the
contrary: first to introduce an equality predicate of ideas, and then the set of all ideas with help of this equality
predicate.
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The researcher has no direct access to ideas of the examinee. Therefore he is compelled to find set of ideas of
the examinee, basing exclusively on supervision results of examinee behavior. The researcher can act as follows.
He shows to the examinee various pairs physical signals which from his point of view can carry out a role of ideas
names, and suggests examinee to establish, are equal or not ideas that corresponding to these signals.

Thus the researcher, first of all, should find out, is examinee capable to react on those or other pairs of signals. If
it appears, that examinee always reacts by quite certain answer on some pair of entrance signals, the researcher,
should establish, will be a reaction of examinee on this pair of signals unequivocal or not.

With this purpose the researcher in a random way between other pairs of signals, repeatedly shows the same
pair of signals that is interesting for him. If the examinee reacts once to this pair of signals the answer 0, and
other time - the answer 1 the signals of such pair should not be included in structure of set S} as names of
ideas. So, using a predicate of equality as the tool, the researcher forms the set of all ideas for the given

examinee. It is necessary to specify, that actually the researcher collects in set S} not ideas of the examinee, but
names of these ideas. If for any idea have been used several different names, the researcher select only one of
them. If the researcher puts before itself any private tasks he can be limited to revealing not all ideas of the
examinee but only some part of then that is interesting for him, for example, ideas of mathematical character.

Conclusion

On the basis of algebra single k-dimntional predicates of the first order is offered the algebra of ideas that
intended for formalization of subjective conditions of the person.

The algebra of ideas structure is developed: the carrier of algebra and its axiomatics.

The equality predicate of ideas is introduced as the tool for experimental studying ideas of the person, the
axiomatics of this predicate is determined.
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Introduction

The intelligent development support system "Ontolntegrator” is a ontolinguistic research integrated environment
for NLP using complicated structured ontological models.

The system "Ontolntegrator" is a specialized systems for the decision of next main tasks: design of ontological
models with free structure (supporting of large-scale of data visualization); modelling of applied tasks used
natural language texts; NLP based on ontological and linguistic models.

The system "Ontolntegrator” is focused on the application development used NLP and realizes the onto-
linguistic approach integrating the next main processes: new domain adaption; design of task decision based on
ontological models: deep linguistic analysis; knowledge representation in the ontological models and specialized
knowledge bases; modularity and extensibility of toolkits.

Applications spectrum of developed technologies is wide: text information structuring and visualization;
information extraction from texts for computer-aided database updating; systems for automatic document
annotation; information retrieval systems; document classification systems; knowledge extraction systems.

Architecture and functionality of development support system "Ontolntegrator"

Next important methods of software development were used for design of intelligent development support system
"Ontolntegrator" which determine the efficiency of developed technological solution:

e using of Clarion development technology which represents the projected system as the system of hierarchy
levels. The levels differ the degree of abstractness (database drivers, database dictionaries, application
conceptual framework, basic templates of object-oriented programming, process-oriented programming).

o method of toolkits vertical integration which provides links and compatibility under control between different
software tools.

o method of software tools balance which provides "necessity and sufficiency” for each tool (table and graphic
ontology editors, import/export data processors, search engine, logical inference processor and others).

o method of horizontal integration of data processing models and inference models which provide data
specifications compatibility.

Main functional subsystems of system "Ontolntegrator" is shown in Fig. 1.

The system includes next main functional subsystems: the subsystem "Integrator"; the ontology development

subsystem "OntoEditor"; the subsystem "Text Analyzer"; the subsystem for supporting external linguistic
recourses; the subsystem of ontological models.
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Figure 1. Architecture of system "Ontolntegrator"

A brief survey of main functional characteristics of listed systems is given below.

The ontology development subsystem "OntoEditor" [Nevzorova et. al., 2004] supports main table functions
for ontology processing (editing the records; automatic record correction; supporting the using of several
ontologies including mixed ontologies (for instance, the ontologies which have the common lists of relation types,
classes, synonymic rows and others); import the ontologies in different data formats from external databases,
gathering automatically statistics of ontology objects; ontology filtering; search the chains of concept relations
with fixed properties and others).

Fig. 2 shows the graphical form with concepts hierarchy of applied ontology. Different form components show
information about statistical characteristics of hierarchy including the list of ontology concepts unclassified in
hierarchy; set of filtering buttons for hierarchy display; set of buttons for editing concepts hierarchy.

The subsystem "Text Analyzer" includes linguistic tools which are meant for solution different linguistic tasks:
morphological analysis, ontological markup, disambiguation , segmentation, building text models for applied
purposes. The solution of these tasks is based on the technologies of ontological models and external linguistic
recourses interactions [Nevzorova, 2007]. In [Nevzorova et. al., 2007] the technologies of homonymy
disambiguation used in the system are described.

The process of building (extraction) of text models (set of T- components) is based on the results of
segmentation. The different types of segments are interpreted as the different T- components (T- components
interpreted as the properties models of domain; T- components interpreted as examples models of domain;
T—-components interpreted as tasks models of domain).
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Figure 2. Graphical form of the subsystem "OntoEditor"

Fig. 3 shows the results of text analysis represented in database table structure. Information about lexical items,
grammatical characteristics of word forms, references on concepts of ontological markup, results of homonymy
disambiguation based on homonymy index, results of segmentation are included in table columns. The set of
buttons are meant for editing table records, showing the results of segmentation and information about text
statistics.

=lo ]

¥ Cnoeo ¥ Pynr omorum OBHOBMTE

v Adtpeswarypa W Myneryaura ¥ Owntkd cnosapa

« 1 MpocMoTp cnoeodopm obpabaToiBaenoro Tekcta (Beero - 127)

Haeuraums PUASTP Mo THY [CoEofopr - 127)

@ noMNe npeanoieriA © No rnas. cAoBy certerTa ¥ Herscaseape ¥ He cioeo
" ng HazeaHWIO N0 PYHKUHMOH. OMOHHEEM

© no Me cermerTa " no cervenTan

| a | » | Cratuctiea
MpepnoieHml - 10
Mo TereTy II'Io HOMEPY NPEANGHEHMA I Mo andasury I Mo HoMepy cerMerTa Cermenros - o
MNinp | Mepex.| Ken Caosogopra Tun| Yacte pedu]YP vHaek | YP nokp. MNokpeme . OMOHHMOS - 15
8 5| cTpykTypoi o | M CTPOEHWE, CTPYK
8 E|cTpoa or| DPARYN
8 5| Hatnuaaeron cn |PAR W HAENI OATE, CAEE
8 9| cTpoi ok YN .
10| paccrasnamrcs Y [poEHeTp Mofe el

rAck| 1

o] M M ATARA

wom WAADJ N N UE Mk [OBLEKT A5 M‘
cn | A0S

cn | N N MHEPOPMALNA Mesart npeaaoHeHya

MyH

o) M

ot M M ATARS = r

oM NWADS N N L/ [OBLEKT AN Mokpemie £ Hacte peun

MyH
cn [N N HHPOPMALWA Medatb Boero TeroTa

MepeHyrepauma
| M
b CONJNPART
cn |PRE MSMEHHTbl Yaane |

E
raara| PR_AD

(MO DO OO DO O (00 0 0 (0 L0 Lo 00 o

atid WHOWKATOP TAKTE
nyH
I E KRN EIRD K |
el a2 oelm] 4] | 3akpes | MNomoue |

Figure 3. Graphical form of the subsystem "Analyzer"

The subsystem for supporting external linguistic recourses is meant for supporting of main linguistic
recourses including marked grammatical dictionary and different specialized databases. Grammatical dictionary
involves various markups included semantic markup that used in the algorithms of text analysis. The example of
specialized databases is the database of collocation used for homonymy disambiguation in Russian. The
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collocation context allows to disambiguate homonyms included in given collocation. The method of homonymy
disambiguation based on collocations models uses the search algorithms of collocation in text and  assigns pre-
defined grammatical characteristics to homonyms included in collocation model.

The subsystem of ontological models includes different ontologies types (applied ontology, the models
ontology, the tasks ontology). The core of ontological system is the models ontology.

The concepts of models ontology are being created and edited by user in table mode or graphical mode. The
concepts have the next mandatory attributes:

e name (any string). For link to T-components is used a set of text equivalents of name.

o functional class (F-class). The next F-classes are used:
0 basic class (the models of given class are built automatically in any new ontology);
0 derived (custom) class included the models of special purpose.

e color (for graphical mode);

e contents (the description of concept-model).

e semantic class. The next semantic classes are used:

relation;

property;

constructed by user;

O O O O

nonsemantic;
o referential.
All types have specific visual markings.

The concepts of tasks ontology are being created and edited by user in table mode or graphical mode. The
concepts have the next mandatory attributes:

e name (any string). For link to T-components is used a set of text equivalents of name.
o functional class (F- class). The next F- classes are used:

0 operation (operation is being imported to new tasks ontology);

o0 inputdata(input data determine information source for operations);

0 result (result determines the output result of operation);

o task (the concept determining the structure of task decision).
e contents (the description of concept-task).

Any concept-task may be added as the subtask to another concept-task. The link between tasks is realized as
the relation "operations sequence". The relation "operations sequence" is implemented with the attribute
"sequence number", the operation metric is used for parameters transmission between operations.

The concepts of applied ontology are being created and edited by user in table mode or graphical mode. The
concepts have the next mandatory attributes:

e name (any string). For link to T-components is used a set of text equivalents of name.
e abstractness (the attribute is used for research purposes).

Applied concepts may be classified, i.e. applied concept is being linked to some class (some concept-model).
At that additional links (properties, references) arise in relation to description model.

Current version of software system "Ontolntegrator" was used to the developing of applied ontology (avia-
ontology). Avia-ontology was developed for the domain which describes behavior of both an operator (air crew)
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and board equipment in various flight situations. Avia-ontology is a hierarchical concepts network (1600 concepts,
4700 terms) [Dobrov et. al., 2003].

The subsystem "Integrator" contains software tools for assignment of system interface settings including set of
interface functions for settings of graphical mode of ontology (selection of object icons, object color; selection of
functions being linked with mouse buttons and keyboard combinations). Another functional abilities support the
functions of initial text processing (text corpora loading into databases, automatic statistics gathering for all
linguistic objects; sentence segmentation; abbreviation recognition; building of linguistic shell of ontology and
others), functions of data export/import, functions for processing of external text queries. The core of given
system is  problems processor that includes problems constructor, identification unit of text models, problem
solver and result constructor. Functioning of problems processor is based on ontological models system.
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Figure 4. Task decomposition

The problems constructor performs decomposition of applied task into the structures of tasks ontology (set of
P-components). The components of tasks ontology go into some set of structures of models ontology (set of
S—components). The components of models ontology go again into the set of structures of applied ontology (set
of E-components). Identification unit of text models establishes a one-to-one correspondence between the set of
text models (set of T- components) and sets of structures of tasks ontology, models ontology and applied
ontology. The problem solver forms a problem-solving process as the sequence of P- components based on
built mapping.

Fig. 4 shows the method of problem decomposition into structures of ontological system. Input task (P- model) is
being represented in the form of solvable subtasks sequence that are linked by consequence relation. Each
subtask ((P- model) goes into the set of S— models (task operations). Each operation goes into the set of
E-models that realize the operation.
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Selection of P,S,E-models is based on the T-models that correlate with P,S,E-models. Recognition of T-models
is implemented by the methods of linguistic analysis including text segmentation method and method of
ontological markup [Nevzorova, 2007].

Reference method is used for different tasks of linguistic analysis including disambiguation, segmentation,
ontological markup and others. The software tools of system "Integrator" support realization of decomposition
method (development of concepts of task ontology, models ontology and applied ontology; building the mapping
of various ontological levels and others).

Solution of applied linguistic problem "Analysis of functional homonymy"

The system is oriented to process linguistic tasks including as standard linguistic problems (morphology analysis,
disambiguation, syntactical analysis) as well as applied problems (knowledge acquisition. annotation,
classification). The solution of these problems is based on the method of problem decomposition into structures
of ontological system. We will describe the using of method for applied linguistic problem "Analysis of functional
homonymy" (Fig. 5).
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Figure 5. Development of solution for the task "Analysis of functional homonymy"

Given task is one of the basic tasks that the system "Analyzer" performs during text analysis. The objective of this
task is to disambiguate functional homonymy using different applied methods. Disambiguation of functional
homonymy is being implemented by group of methods [Nevzorova et. al., 2007]:

- method of disambiguation based on linguistic shell of applied ontology;
- method of disambiguation based on homonyms index of database of collocations;
- method of disambiguation based on context rules.

The solution of given problem is described as sequence of definite operations (sequence of P- components).
Fig. 5 shows the sequence of given P— model: lexical analysis of text, show the word forms, flag of successful
operation and others. All operations are being linked by consequence relation that is belong to S—models.
Mapping of T-models into P,S,E-levels is being realized by procedures of morphological analysis. The
development of solution is realized in special interactive mode in which the concepts of ontological system are
being selected and the links between concepts are being set up. First two methods have the precision estimate
100 %, the third method have the precision estimate about 95% for different types of functional homonymy.
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Conclusion

In the article we discussed the methodology of development of NLP-problems solution based on interactions of
ontological models system. Given methodology was realized in program tools research environment
"Ontolntegrator" oriented for NLP. At the present time discussed methods are successfully used for NLP including
these tasks as disambiguation, text segmentation, ontological markup and others. Program tools of system
"Ontolntegrator" support the realization of method of decomposition (development of ontology tasks concepts,
ontology models concepts, applied ontology concepts; mapping of different ontological levels and others).
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THERMALS MAP - ASSIST FLIGHT SYSTEM
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Abstract: The article presents proposition of the assist pilot system. The system helps pilot with correct decision
of cross country flights. Presentation of specially calculated information stored by the system delivered to pilot
could help him with his decision about correct directions of crossing.
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Introduction

Dream about flying has been following in most of people through the years. Some people make this dream came
true. By those dreams, people all the time have been trying to get to the clouds. The ways of their trip were
different. Human constructed a glider, plane, rocket and other flying machines as answer of this needs. But in
every cases life showed them that flying is not as easy as it looks like. Birds and they behaviors, that people
follow all the time, are still the question. How they do that ?

When people get to the air they tray to stay there as long as they can. Sometimes it was easy, sometimes not but
all the time people ask how to get to the sky faster and stay there higher and longer. The observations and all of
experiments became a science. The flying has been a topic of thesis and experiments. Lots of later theories,
analysis and practices were based on bird’s behaviors. At the end of all of experiments people discovered
instruments which helped them with conquest their nature. But no matter how the instruments ware perfect flaying
was always a big mystery. This mystery was a fuel for development of flying science.

Flying, in his pure form like soaring and thermal flying is a good place for many experiments and thesis. These
drive to working out solutions which make flaying easy. These solutions help pilots make a final decision during
their flights. Decisions are different. Sometimes they realize on carrying about temporary direction, height of the
flight or choosing the landing place. But sometimes they are more complicated and depend on many things.
That's decisions are usually critical aspects of flying, specially when the security is considered.

Flying on different kinds of gliders is what we call as a free flying. That means that the pilot doesn’t need anything
but pure nature forces like thermal or soaring wind. Many things which help pilot with his trip are necessary,
specially when the flight is cross county type.

The main topic of this article is finding the system which helps to choose the right direction of the flight. This
paper focuses on paragliders. With comparison to classic glide and delta-glide this constructions have a number
of limits like: fly speed and glide ratio. Because of this limits paraglider pilot's decisions are always based on large
knowledge about flying in different conditions. The way of crossing area where the fly is made is an individual
tactic of flight. In many cases pilot sees the area of flying for the first time, so his knowledge about tactic is poor.
His flights are usually not as long as they are supposed to be. The question is: how to get the special tactic
knowledge for pilot ? How to decide which direction is correct ? These and many other questions connected with
the flight have no answers.



86 No:13 — Intelligent Information and Engineering Systems

This problem seems to have no solution but some of specially calculated information delivered to pilot could help
him with his decision about correct directions of crossing. All cross country pilots after taking-off plan their trip. In
many cases the plan is based on studying the log files of other pilot's flights. The files are stored in Internet site of
XCC system where pilots report they flights in. It is a good source for any study in this topic. Files have the same
format made in world standard named igc. Internet source of log files is public available.

Knowledge base

Mentioned XCC (http://xcc.paragliding.pl/) is not the only place of gathering data about paragliding flights. In the
Internet there are many other similar web pages like XContest (http://www.xcontest.org/world/en/) or local data
bases. They also use mentioned files format (igc). The greatest advantage of IGC format is its universality and
that it is used by every XC pilot worldwide, which is a big help in flights analysis.

B1405365448657N01822350EA0000000043

where:

B140536 - utc Time 14h 05m 36s (T)

GPS position:
5448657N - 54-48.657 N (X)
01822350E - 018-22.350E(Y)

Height

A

00000 - height by barometer
00043 - height by GPS ()

Figure 1. Flies format igc [Davies, 1995]

IGC is type of text file. Thanks to quality of files gathered information are easier to analyze. There are no
additional interfaces that usually cause problems in data reading. Data record igc is not complicated. It consists
records, which are sequence of pilot's position in four dimension space (T,X,Y,Z) (Fig.1). Such accuracy allows fix
route of flight. It also enables to check if there was a record of descending or ascending in the area where pilot
was flying.

This information is essential in data analysis in topic of this article. Obtained geographic coordinates allow us to
place and estimate behavior of flying object in space. Analysis of greater amount of data on set penetrated area
give configuration of track points from particular flights in effect. This points can be taken as a compilation, which
will be used to form areas being potential zone of ascend of zones thermal inactive. Mentioned groups of points
can be presented in time and thus we can have changeable configuration of registered ascends. Time of record
of geographic point makes these zones more dynamic.

Project will use files saved during flights in mountains. This area lets to cut down number of factors that influence
the flight. Mountains and valleys determine wind direction and in some level limit variables like for instance
ground contrast connected with character of grown plants which have influence on generating lifts as well as
many other important weather conditions [Burkhard, 2007]. This thesis are concentrated on visualization of
thermal active points as a “ascend map”, not on analysis of arising those places and points in GPS tracks.
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Analysis of data from tracklogs proposed in this article is a stage of initial recognition of prognosis possibilities
and support navigation activities. In descriptions there were used only the most basic parameters. Many
environmental factors that can have influence on flight were not taken into consideration. Full analysis of data is
not possible due to too many mentioned variables and their impossible to predict character.

Characteristics of ascend map

Data in IGC files are often recorded in set time interval. Recording device to each point of GPS coordinates
applies time value and saves it in standard UTC format. This is first value, starts next point in IGC file.

Time factor is used to display thermal active points on ascend map and record them in set moment of flight, thus
to show the pilot probability of finding lifts in certain point and time. GPS coordinates enable for special orientation
within first recorded point that starts the lift. Further points, where pilot stays in lift, have minor meaning due to the
fact that thermal is being drifted by wind and its drift depends on wind direction. Different weather factors and
pilots individual preferences of circling in thermal are also important. Therefore registration of all ,ift points within
thermal” can darken the map and not bringing any benefits in creating the map. GPS coordinates show position of
finding a lift in horizontal setup with additional value — height. Horizontal setup places point of first contact with lift.
This is position registered, what means that certain point will not be the point of triggering the thermal but only
point of finding a lift by pilot. Registering height value during flight will show in three dimensional space pilot found
a lift. When many tracks near to this point will be analyzed this will enable to visualize air activity in this area. The
more tracks the easier to find places where it is the most probable to find a lift. Using time value helps us to show
thermal activity of area while creating ascends maps. Using time also benefits in possibility of showing map not
only in hours scale but also days, weeks, years scale. It makes easier to create statistics and detailed analysis of
reasons for arising of “hot” — thermal active and inactive — “cold” places.

Technical details of ascend map

Creating ascend map process consists of a few stages. First stage is gathering data for marking interesting
points. Choosing process based on data contained in IGC files. These data have to be initially processed by
picking only lift zones from whole tracks. Chose method is classic comparison of forward recorded heights and
picking first meaningful point which started the lift. Points selection is realized by differential method by
comprising next track points.

During flight pilot can notice short turbulences connected with air instability and activity of thermals. These air
movements are usually short and natural [Burkhard, 2007],[Suchan, 2001]. They are meaningless for gaining
height, therefore they will be put aside.

Due to the fact that turbulences are making distraction and only blur the map is proposed not to take them into
account. Therefore choosing of points, as previously, will be made by differential method, however point of first lift
will be marked as first — beginning set time in which progressive values of lift, are being registered. If value of lift
remains forward, points are showing growing value of height and points are being registered in 15 seconds
interval. Fixed lift and starting point has being chosen as a start of lift. If within 15 seconds lift disappears
registered starting point is treated as start of turbulence and it won't be taken into consideration when making
the map.
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After track analysis chosen thermal active points are compilation of several meaningful ingredients added to
database. This base gathers all points as overall repertory for “ascends map”. The base holds main table
containing active places coordinates and height as well as tables with additional supplementary data and
selection of correct interesting points. These is information about start place, route etc. Number of additional data
can be modified depending on needs. It doesn't affect on ,ascend map” directly but only makes data presentation
more interesting.

Presentation of map

Presentation of points on map can be shown with very popular Internet instrument - Google Earth. Selected group
of points has to be processed to KMZ format. This is Google Earth standard. Created this way group of points
give us static picture that show places recorded in database as thermal active points. It is example of web
interface being general view to analyze before flight. Target interface for “ascend map” is the one that is dynamic
application working on gathered data. The idea of this system is to direct pilot on closest lift zone based on his
actual position. In basic form interface will generate digitally flight parameters to get to thermal active point in
“‘ascend map”. These parameters are: coordinates of lift from “ascend map”, its height and distance to lift.
Parameters will show to the pilot exact point where lift had been recorded in the map. System’s role is to be a
flight assistant, pilot can not depend on it absolutely and final decision should bee made based on pilots
experience. He chose flight path based on actual weather conditions. System only gives a hint where are places
thermal active with high probability of finding a lift.

Conclusion

In thesis it was presented proposition of using database with flights on example of application being flight
assistant. This application would be additional tool helping young pilots to choose right route during cross country
flights. In the article there was suggested data converting process for ascend map and two examples for data
presentation
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APPLICATION OF GENETIC ALGORITHMS TO VECTOR OPTIMIZATION
OF THE AUTOMATIC CONTROL SYSTEMS

Valery Severin

Abstract: Methods for calculation of quality indexes for automatic control systems are presented. For the
optimization of quality indexes defined only in a stability domain a vector objective function of varied parameters
of the system is proposed. The stepwise principle of successive satisfaction of constraints for the passage into
the definition domain of quality indexes is considered, as well as a rational mechanism of its realization in the
form of the priority optimization of the vector objective function. For the optimization of the vector objective
functions genetic algorithms as vector optimization methods are presented. Their application allows one to steer
the optimization process from any initial point of the space of varied parameters into the stability domain of the
system and to find the optimum of the quality indexes in this domain. The efficiency of the proposed application of
vector genetic algorithms for the quality indexes optimization is confirmed by computational experiments.

Keywords: genetic algorithms, vector optimization methods, automatic control systems, quality indexes.
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Introduction

For the synthesis of automatic control systems (ACS) quality of their functioning can be presented by different
criteria [Besekerskiy, Popov, 2004]. There are many difficulties even at the synthesis of the linear control
systems, and the results of synthesis substantially depend on the applied criteria [Poljak, Scherbako, 2005]. Yet
the task of synthesis of the nonlinear systems is even more difficult.

Quality criteria for both linear and nonlinear ACS can be reflected by the direct quality indexes (DQI) and
improved integral quadratic estimations (IQE) [Severin, Nikulina, 2004], [Severin, 2004], [Severin, 2005]. The
optimization tasks of these criteria have an identical feature — their objective functions domain is limited by
stability conditions [Severin, 2008]. Therefore the standard optimization methods can not be effectively used for
the optimization of ACS quality indexes.

For the synthesis of the linear control systems by means of DQI and improved IQE optimization the vector
objective functions are offered and for their optimization the direct methods of unconstrained minimization are
modified [Severin, 2005]. The methods optimization laboratory OPTLAB is developed in MATLAB system
[Severin, 2009]. However, the offered vector optimization methods do not allow to find global extremes.

The decisions search of optimization tasks in very large and difficult domains is executed by genetic algorithms
which are evolutionary computations variety and behave to heuristic search methods [Voronovskiy, Makhatilo,
Petrashev, Sergeev, 1997], [Setlak, 2004]. Genetic algorithms are used for optimization tasks decision based on
the principles and mechanisms, reminding biological evolution [Panchenko, 2007], [Weise, 2008].
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The purpose of this paper consists of conception development of synthesis for linear and nonlinear ACS on the
basis of DQI, improved IQE and modifications of genetic algorithms for vector optimization.

The methods of DQI and improved IQE calculation are considered for linear and nonlinear systems. Statements
of systems optimization tasks are presented with using vector objective functions. Modification of genetic
algorithms is offered for vector optimization of ACS quality indexes.

Quality Indexes Calculation of Linear Automatic Control Systems

Let linear model of ACS, depending on a vector of varied parameters x € R” , in state space looks like:

0X (x,1)/0t = A(x) X (x,1) + B(x)u(t) , y(x,1)=C(x)X(x,1) (1)
where X (x.1) s a state vector with an initial condition Xo =0 u(?) is entrance influence, Y(X-?) is control
output co-ordinate; 4(x) | B(x) = C(x) are matrices of the control system parameters. For the stable watching

system at standard input step signal %) =1(?) the matrix of output C(X) is set so that the condition of output
coordinate scaling was executed: y(x,00) =1 At the fixed parameters vector value * will build transient

processes in model (1) on the quantum of time [0. 7] For this purpose at L integration steps of constant
length 2 =T /L with numbers & =1, L will enter denotations:
to=kh Xp(0)=X(x0t), y(0)=C0)X; (), @)

We will designate matrix exponent and it’s integral:
h
o) =t o) =[ etdr g(x)=®(WB). 3)

Then at an input signal %(*) =1(?) transient process in ACS with model (1) it is possible to build on the recurrent
formulas of matrix method [Severin, 2008]:

X)) =o)X (0)+g(x), k=1L, (4)

For a deviation Z(x,?) = y(x,2) = ¥(X,%) there are its values

Zr() =y ()= y(x,©)  k=0,L (5)

and their increments:
up (X) =z 5 () =23 (%), uy () =z, () -z, (%), k= 2,L. (6)
If the following condition, meaning that both successive increments are of the same sign, is met
uy (Xt (x) >0 (7)
then with using of quadratic interpolation the extreme value is calculated €; () :
Aoy () =uy () =1 (/2 s ) =uy () +uy (x), g () =d g (X)) 5, (%) (8)
€;(x) = 251 (¥) =y ()7 (%) /2 | 9)
where I =1,nTX), n,(x) is extreme’s number on segment [0, 7,1, By extreme’s values of transient process

the direct quality indexes are calculated: overshoot o(x) | vibrations scope &(X) | vibrations damping index

Mx) | Let (v), =max{v,0} is a cutting function of optional variable V. For watching system with (x,%) =1
direct indexes are determined on formulas:
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0, n,(x)=0,
o(x) = [max e;(x)],,n,(x)>0, (10)

0, L(x)=0,1 0, n,(x)=0,1,
G = max|ey;_; (x) —e; (x)], 1, (x) >1, Mx) = max{|e (x)|/|el 1(x)|} n,(x)>1. (11
For the stabilization system with ¥(*,%) =0 a process in which has even one extreme €1(x) |

and at a calculation &(*) and M%) in formulas (11) not taken into account €1 () .

For the calculation of ACS control time the entry times of deviation Z(X>?) in the set segment [=8-, 8-1 of the
steady-state value Z(X,%) =0 are determined by verification of entrance condition:

|2k (0] 28, Alzp (0)] <8, (13)
At implementation of this condition taking into account denotations (5)—(8) auxiliary values are calculated:
up(x)=38_signz; 1 (x) =z, (x) v (D) =r, (X, (14)
vo; (%) +5;(x), v; (x) <0,
5,0 = I r () + 2, (0 5, (x), Vi (¥)= {vo,- ()= 5,(x), %, (x) > 0. (15)

The moment of time, proper entrance of deviation function Z(X?) in area of steady-state value, is determined:
1;(x) =15 (x) +v; (x) | (16)
Control time Z. () and its relative value T(X) are calculated on formulas:
tc(x)zm[axtl-(x), w(x)=t.(x)/T; . (17)

On formulas (3)-(17) for calculation of DQI ©(*) | C(x) | A(x) .(x) ©(¥) the algorithms are obtained.

For the synthesis of watching ACS in place of few direct quality indexes it is possible to use their summarizing
single index — improved IQE. On the model of kind (1) one can build a transfer function (TF)

W (x,8)=Blx.s)/a(xs), alxs)=D" a;@)s"", Blrs)=Y " B(x)s"" . (18)
For the watching systems a method is offered for forming of improved IQE Z(X) of error €(x,7) ;
® 2
10=] lenldt,  en=3" wzlP (0, (19)
where ! is an order of estimation, / <7 —m; Wy are weighting coefficients:
_ — ! ) ! _
we=w Ty k=005 =/t v)=), v’ w) =) wes™ o)

Here Z. and s are control times of etalon and standard processes, ¥(5) and W(s) are standard and weighting
polynomials. On TF (18) Laplace representation of error is formed E(x,s)=38(x,s)/a(x,s) where

8(x, s) =[au(x,5) = B(x,5)w(5)]/s . On the basis of this representation IQE calculation algorithm is developed
[Severin, 2005].
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Optimization Tasks of Linear Automatic Control Systems

Taking into account the high scope values Sm, G, Aum for DQI ©(*) | C(x) A(x) and requirements of
maximal ACS response speed the system optimization task can be formulated as task of the constrained
optimization which requires minimization of control time at implementation of limits on the other indexes:

mxinr(x), o(x)<o, , ((0)<C,, Mx)<h,. Q1)
Using the improved integral estimation the task of control system optimization consists in minimization |QE:
mn e, 22)
However, statements of optimization control system tasks (21) and (22) take into account neither priority of direct
indexes nor limitation of their definitional domain and definitional domain of integral estimation.

The analysis of automatic control system requirements allows to set the following preference order of direct

quality indexes: 9(x), C(x)  M(x) T(X). The feature of these indexes as private quality criteria of the
automatic control systems is the limitation of their definitional domain by stability conditions. On Routh criterion for
stability of linear ACS with transfer function (18) there are necessary and sufficient conditions:

a;(x)>0, i=0,_n; Pr(¥)>0 k=2n-1, (23)
where P (X) are elements of the first column of Routh table. The analysis of Routh criterion and research of

properties of functions Px(X) justify the stepwise scheme of passage to the stability domain: if some from

elements P« (*) is not positive, it is suggested to increase first of them to the positive value by the change of
parameters values vector ¥, and then to increase subsequent elements. To simplify the scheme of passing to

the stability domain and to meet the conditions of direct quality indexes (21), the parameter space R? is divided
into three domain sequences. The inequalities (23) and (21) are satisfied on the following domains of limitations:

Q={x|o;(x)>0,i=0,n},  Q ={x|[p(0)>0} k=201, (24)
QnZ{X|G()C)SGm}, Q,H_]:{X|C(X)§Cm}’ Qn+2:{x|7\‘(x)g}\‘m}. (25)

On these m=n+2 domains the derived intersection domains Dk and domains of limitations levels x are
formed:

Hy=R"\Dy; Hy=D\Dyy, k=lm-1; H,=D, @7)

The domains of levels divide parameters space into the sequence of disjoint domains. The degree of violation of
the first group of inequalities (23) is presented by penalty function

Px)=)" [-o; ()], (28)

Stepwise principle of transferring to the stability domain and satisfaction of all limitations of direct quality indexes

is based on the following: from any point * of parameters space R? it is necessary to pass consistently to the
level domain with greater index by minimizing in the current level domain using its corresponding penalty function.
Taking into account the amount of levels domains there will be no more such steps of transition than the number
of limitations 7. For realization of stepwise principle of satisfaction of limitations in the task of ACS synthesis
with optimization of direct quality indexes on the basis of levels domains, a vector objective function is introduced
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(0; P(x)), xeHy;
(k; = Py (X)), xeH,, k=1lLn-2
_|J(n-L;0(x)-0,), xeH, ;
PO =g, ven,: 9)
(n+L;Mx)=-r,), xe€H,.;
(n+2;t(x)), xeH,,,.

Denote the first coordinate of this function as the function of level £1(x) and the second coordinate as the
function of penalty £2 (X) . The vector objective function (29) can be calculated algorithmically.
Algorithm for calculation of the vector objective function for direct quality indexes optimization.

Input parameters: X is a vector of variable parameters, Ty is the upper limit of integration interval, L is a

number of steps of integration, Sm, Cm and A — maximum acceptable values of DQI. Output parameter: F'
is a value of vector objective function. 1. On model (1) calculate TF (18) with the characteristic polynomial

a(s) =o(x,s) of degree ’*. 2. If the necessary stability conditions are violated, calculate penalty function (28),
let £=(0;P) and goto 12. 3.Let ¥ =1. 4.0On Routh chart calculate Pi+1 =Prs1(X) . 5. If Prs1 <O Jet
F=(k;=piy1) andgoto 12.6.1f k<n—2 let k=k +1 and goto 4. 7.0On formulas (2)~(17) by numerical
integration with quadratic interpolation calculate values of DQI G =C(x) A =A(x) . =t.(x), t=1(x),
8.f6>0, let F=(n-1;6-0,) and goto 12. 9.If C>C, let F=(n:C-C,) and go to 12.
10.1f 2> % let F=(m+1;1=2%,,) andgoto 12. 11.Let £'=(n+2;7) 12, Exit the algorithm.
Like function (29) a vector objective function is built for minimization of the improved IQE (19):

(0; P(x)), xeH;

F(x)=1 (k;=p (), xeHy, k=ln-2; (30)

(n—-1;1(x)), xeH, .
The goal of control systems optimization using vector objective functions (29) and (30) can be presented as
minimization of the function of penalty £2(x) with the priority condition of maximization of function of level
Fi(x) , which in turn can be presented as a single task of vector optimization:

rnxin F(x) . 31)
Unlike the tasks of scalar optimization (21) and (22) the task of vector optimization (31) takes into account the
stability conditions and order of preference of limitations. The process of optimal synthesis of ACS is grounded by
minimization £>(X) with priority maximization £1(x) as optimization of vector functions (29) and (30) on the
basis of comparison of their two arbitrary values U =(U;U3) and V' =(V1572) by the binary operations:

U<V = U>V= (32)
0, U1<I/1\/U1=I/1/\U22U2, 0, U1>V1VU1=V1/\U2SU2,
I, U >V,vU =V, AU, <V, I, U <V,vU =V, AU, >V,
U<V = 1 1 1 1 2 2 U>V = 1 1 1 1 2 2 (33)

These operations, allowing to determine which of the two values of vector objective function is «better», «worse»,
«not worsey, or «not better», can be used in the numerical methods of unconstrained optimization.
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Calculation of Quality Indexes of Nonlinear Control Systems

For nonlinear models the state vector and control coordinate will depend nonlinearly on the value of input
influence % = (?) . Unlike the linear model of ACS in state space (1), the nonlinear model can be presented as:

8X(x,u,t)/8t=f[X(x,u,t),u,t], y(x,u,t)=C(x,u) X (x,u,t) (34)
For the stable watching system at an input step signal #(f) =u1(¢) with magnitude s € [Umin’ Umax] the
output matrix C(X:4) scales an output coordinate ¥(*;%,%) =1 At a fixed value of parameters vector * let's
build transient processes in model (34) on the quantum of time [0.7/] and calculate the Jacobian matrix of

vector function of equation (34) by differentiating it on state vector coordinates:

A(x,u) =Of [ X (x,u,t),u,t]/0X (x,u,t)

x=0,u=0,1=0 . (35)

Let's introduce notation similar to (2) and (3), but taking into account system nonlinearity:

h
(x,u) = j St (36)

Transient process in the control system on a model (34) it is possible to build on recurrent formulas for £ =1, L :
X () = Xy (e, u) + DCx,u) Xy (v, u),u, 0541 37
As a result of application of formulas, similar to formulas (4)-(17) but with functions depending both on * and ¥,
we can calculate the direct indexes of quality (x:u) | C(x,u) ~A(x,u) ¢.(x,u) t(x,u) Unlike linear ACS
for the nonlinear systems an integral estimation (19) can be calculated only by numerical integration of the
nonlinear system of differential equations (34) together with differential equation of estimation:
! _
oA (xunfor=2  wez! ™ (xu0), (38)
For the extended system Jacobian matrix (35) and integral of matrix exponent (36) are calculated. The improved
IQE 1(x.4,T¢) will be a result of integration of such system of differential equations using formula (37) on the

span of time [0, 7,] required for the convergence of improper integral.

Optimization Tasks of Nonlinear Control Systems

In the first approaching stability of the nonlinear control system can be defined on a linearized model. For this
purpose we differentiate the vector function of equation (34) on input action:

B(x,u)=0f[X(x,u,t),u,t]/ou

x=0,u=0,1=0 . 39)
Taking into account matrix (35) let’s present the linearized model of the nonlinear system (34):
0X (x,u,t)/0t = A(x,u) X (x,u,t) + B(x,u)u , y(x,u,t)=C(x,u) X (x,u,t) (40)

On this model let’s build a transfer function
W(x,u,s)=B(x,u,s)/o(x,u,s) , ox,u,s)= ZLOOL,- (x,u)s™" , B(x,u,s)= ZZOBi (xu)s™ " 41)

On a characteristic polynomial ®(x,u,5) let's define the penalty function £(.%) of kind (28) and elements of

the first column of Routh table P« (X,%) . Vector objective functions for quality criteria optimization (29) and (30)
also will depend both on the vector of the varied parameters * and on input action . Let's designate these
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functions through £(*:%) and introduce 7. input step signals ;(t)=uy1(¢) i=1,n, with magnitudes
Ug; € [Umins Umax 1. Changing the value of input action U at the fixed value of vector ¥, we will get different

values of vector function F”(x)= F[x,u;1(£)] and using comparison operations (32) find the worst value
G(x)=max F" (x) 42)
By analogy with task (31) for linear ACS the task of optimization of the nonlinear systems can be presented as:
mn e, 3)

The solution of this task gives the optimal vector of the varied parameters, resulting to the best quality of transient
processes for the specified set of input actions.

Modification of Genetic Algorithms for Vector Optimization of Control Systems

For optimization of vector objective functions we offer modifications of genetic algorithms. Initial population from
)

M individuals is generated by introducing a set of random vectors x'/, j =1, M with real coordinates in the

space of parameters R” of the control system or vectors of binary values. In the second case it is necessary to

represent every binary vector in space R” and convert them to the vectors XD j=LM . Usually for this
purpose a binary-to-decimal code or Gray code is used. The values of vector objective functions (29), (30) or (42)

FY = F(x/ ), J=1,M are calculated for all individuals using systems models equations (1), (34), (35), (39)-
(41), quality indexes calculation formulas (2)-(20), (36)-(38), and defining expressions of vector functions (23)-
(28). To rank individuals by the degree of fitness it is suggested to use the vector objective function sorting
algorithms on the basis of operations of comparison of its values (32)—(33). The fitness level of individuals is

subsequently scaled by the inverse square root 1/ \/7 of their rank / in the sorted sequence. The scaled fitness
level is used in the casual mechanism of selection. Application of genetic operators to the paternal individuals and
generation of descendants is made, as well as in scalar genetic algorithms, with the use of different types of
crossover, mutation, inversion. For all got descendants the values of vector objective function are calculated, and
their ranks are obtained, similarly to the stage of forming the initial population. The new population is formed
based on the results of sorting.

Conclusion

The researches results allow to formulate next conclusions.

1. The calculation methods of direct quality indexes and improved integral quadratic estimations have been
studied for the linear automatic control systems. These quality indexes are defined only in stability domain of the
systems.

2. The optimization tasks of quality indexes of the linear automatic control systems are presented as the tasks of
optimization of vector objective functions, taking into account the conditions of stability of the systems,
requirements to the quality indexes and priority of system requirements. For modification of optimization methods
the set of comparison operations for vector objective functions is introduced.

3. The methods of quality indexes calculation have been also considered for the nonlinear automatic control
systems. These quality indexes are the functions of not only varying parameters but also input action of control
system.
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4. Through dependence of quality indexes on input action of nonlinear control systems for one value of vector of
varying parameters the several vector functions values are calculated at different values of input action. By the
choice from these vector values the worst value of the vector objective function of nonlinear system is
determined.

5. Vector modifications of genetic algorithms for optimization of vector objective functions, allowing to solve the
tasks of synthesis for the linear and nonlinear control systems, have been developed.

The efficiency of the proposed application of genetic algorithms for the vector optimization of quality indexes of
control systems has been confirmed by computational experiments on the test and applied tasks.
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OPTIMAL SYNTHESIS OF INTELLIGENT CONTROL SYSTEMS OF ATOMIC POWER
STATION USING GENETIC ALGORITHMS

Seyed Mojtaba Jafari Henjani, Valery Severin

Abstract: The paper is devoted to the development of a perspective concept of atomic station power block
intelligent automatic control systems synthesis on the basis of mathematical models and numeric methods of
vector optimization of systems quality indexes using genetic algorithms. The methods for calculation of direct
quality indexes and improved integral quadratic estimates have been created. The step-by-step principle of
transition to the domain of system stability has been based. There have also been suggested vector objective
functions including stability conditions and taking into consideration quality indexes priorities. The reliable genetic
algorithms for vector objective functions optimization have been suggested. Mathematical models in the state
space for intelligent automatic control systems of nuclear reactor and steam generator have been worked out.
The quality indexes optimization of power block intelligent control systems has been carried out, which allowed to
estimate various controller types efficiency.

Keywords: automatic systems, intelligent control, optimal synthesis, nuclear reactor, steam generator, genetic
algorithms.

ACM Classification Keywords: G.1.6 Optimization - Nonlinear programming

Introduction

The experience of research of work of the power units of the atomic electric stations (AES) shows that priority is
an increase of efficiency of methods of analysis and synthesis of the automatic control systems (ACS) — ACS of
power (ACSP) of the nuclear reactor, ACS of level (ACSL) of water in steam generator and other systems
[lvanov, 1982], [Denisov, Dragunov, 2002], [Nikulina, Severin, 2009].

For the improvement of dynamic properties of ACS of power unit it is suggested to optimize the improved integral
quadratic estimations and direct quality indexes (DQI) of the control systems — overshoot, index of vibrations and
control time [Severin, Nikulina, 2004], [Severin, 2005], [Severin, 2008], [Jafari Henjani Seyed Mojtaba, Severin,
2009]. The models of reactor WWER-1000 are built on the basis of the systems of differential equations (SDE) of
neutrons kinetics and heat sink. The models of steam generator PGV-1000 take into account SDE of material and
thermal balances, differential equation (DE) of circulation. Adding to the control objects DE of actuating
mechanism and controllers, get the models of ACSP and ACSL [Nikulina, Severin, 2009]. ACS models for
optimization of DQI must be simple, as they are repeatedly used by the methods of optimization at the calculation
of objective function. The algorithms of calculation of DQI of ACS are considered [Severin, Nikulina, 2004]. The
algorithms of vector methods of ACS optimization taking into account the conditions of stability are suggested
[Severin, 2008].

For ACS of AES power unit with such control objects as a nuclear reactor and steam generator, the parameters
of which change random in the process of functioning, development of synthesis methods is needed. In such
control systems in place of standard PID-controllers it is expedient to use intelligent controllers, built on the basis
of fuzzy logic and artificial neural networks with the using of genetic algorithms [Goldberg, 1989], [Voronovskiy,
Makhotilo, Petrashev, Sergeev, 1997], [Rotshtein, 1999], [Sabanin, Smirnov, Repin, 2003].
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The purpose of the article consists of analysis of perspectives of application of genetic algorithms for the
synthesis of the intelligent control systems of power unit of nuclear power plant. The general method of synthesis
of parameters of controllers of ACS is examined. The parameters of controllers of reactor and steam generator
are optimized. The analysis of possibilities of intelligent controllers, built on the basis of fuzzy logic, neural
networks and genetic algorithms is investigated.

Methods of Optimization of Controllers Parameters

We will consider the general optimization method of controllers parameters on the example of linear PID
controllers, forming the control action ¥ on control object by mistake € and consisting of proportional (P),
integral (1) and differential (D) controllers: P controller is reflected by a proportional law

uP = KPS , (1)
I and D controllers are formed the integral and differential control laws:
1 de
u, =— | edt Un =Tn —
1 T] ,[ ’ D D dt ’

where Kp | T and Tp are parameters of controllers. Proportional, integral and realizable differential control
laws are answered the transfer functions (TF) of controllers:

1 K Ths
Wp=Kp, Wi&)=7, WD(s)=ﬁ.

Last TF at Kp =10 approximately forms a differential control law with Tp = KpTp . With designations
7“1:1/T1, 7\‘D:1/TD, (2)
we will write down differential equation of | controller and equation of the realizable D controller:
dup/dt=he  dvp/dt==hp(vp +Kpe), up=vp+Kpe, (3)
With P, | and D controllers we will build PI, PD, ID and PID controllers. For optimization of parameters of
controllers K, A; and A p will form from them the vector of the variable parameters x e R” of vector length
P €{L2,3} ForP,andD controllers 2 =1 for PI, PD and ID controllers 2 =2, for PID controller 7 =3.
Let the linear or nonlinear models of the control systems be presented as systems of differential equations:
% = A X (60) + BOOU), % S XDUW), YED=CERX D, @
where U() =U1(?) is input action, Y(X:1) is an output variable, X (x,0)=0 y(x,0)=0 A constant U,
sets the size of step input action: for a linear model Us =1, and for a nonlinear model Uy €[-L 1], |f
Y(x,00) =0 will define C(x) so, that Y(x,%0) =1

We will impose the boundary conditions of the variable parameters

a; <x;<b; i=Lp (5)
with the domain of constraint satisfaction
G1={x|aiﬁxisbi,i=5} (6)

and will form a penalty function:
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S(x) = f [max {0, @, — x;} + max{0, x, —b,} | 7)
i=1

At linear ACS (4) for a matrix 4(X) | and at nonlinear ACS for Jacobian of vector function of right part (4) by the
method of D. K. Faddeev will define a characteristic polynomial

ox,s)= iai(x)s”_i ’
i=0

where ? is an degree of ACS. For this polynomial on algorithms from [Jafari Henjani Seyed Mojtaba, Severin,

2009] we will calculate the coefficients of Routh-Hurwitz Px(X) | k = 0, 7 will form domains
Gy ={x| 0,(x)>0,i=0,n} G ={x|ppy (>0} k=3n (®)
and will define a penalty function:
P(x) = max{0, - o;(x)} (9)
i=0
Integrating the systems of differential equations (4) on an interval (0,771 with the number of steps L, wil
calculate the values of direct indexes of quality — overshoot S(*) | scope of vibrations &(*) and time of control
1.(x) , proper the preset parameter S, of domain of the steady-state value of the output variable y(x,1): gt
t>t.(x) y(x,0)=y(x,0)€[~8,,5,] [Severin, Nikulina, 2004]. We will set the upper bounds of overshoot
G, , scope of vibrations € and will define domains
Gn+1:{x|c(x)scm}, Gn+2:{x|C(x)SCm}. (10)
On the domains of constraints (6), (8), (10) we will form system of domains of simultaneous satisfaction of
constraints Dy =R”, Dy =Dy NGy k=1,n+2 and disjoint domains of levels of constraints:
Hy =D \Dyyy k=0,n+1, H,.,, =D, On these domains, functions (7), (9), Px(x), o(x) C(x) and

the function of relative value of control time T(*) =7, (x)/ Ty , Which is necessary minimize, will define a vector
objective function:

(0: (o) e,
(I’P(x))’ XEHI’
_ ) (B =pi(x)), xeH, k=2,n-1,
F(x)_ (n;G(X)—Gm), ern’ (11)
(1 +16(0~C,0). xe .
(n+2;1(x)), xeH,,,.

This function, taking into account constraints of the variable parameters, necessary and sufficient conditions of
stability of ACS and requirements to its DQI, will calculate by algorithms from [Severin, Nikulina, 2004], [Severin,
2008].

The first projection of function (11), representing the number of the satisfied constraints, it is necessary to
increase, and the second projection — to diminish. The increasing of the first projection has priority, thus the

values of this function U = (U, U,) and ¥ = (¥1,72) we will compare by a binary operation «better»:
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L U >VyvU =V, AU, <V,,
U<V={ (12)

0, U <V,vU, =V, AU, 2V,.

Optimization of vector objective function (11) will allow in a united computational process to satisfy constraints of
the variable parameters (5), pass to the domain of stability of ACS and optimize DQIl in this domain. For
optimization of vector function (11) let's modify the methods of unconstrained minimization of scalar functions,
replacing the operation of comparison of values of scalar objective functions by the operation of comparison of
values of vector objective functions (12). For one-dimensional search we will use introduced by V. F. Korop the
method, not requiring the calculation of scopes of interval of uncertainty and consisting in adaptation of step its
multiplying by coefficient depending on the results of previous search. For optimization of function (11) of several
variables the algorithms of vector methods of Hooke-Jeeves and Nelder-Mead are developed [Severin, 2005)].

The Optimal Synthesis of Parameters of Controllers of Nuclear Reactor

We will consider the optimal synthesis of parameters of controllers of nuclear reactor WWER-1000. The ACS of
reactor power includes an adder, the power controller (PC), actuating mechanism (AM), model of reactor and
negative feedback (NFB) [Nikulina, Severin, 2009].

The input action of ACSP is setting of power U, an output is neutron power V. A current value V is measured
by ionization chamber and with NFB given on adder, determining an error

e=U —-v (13)
An error acts on the input of PC, which forms control action ¥, given on AM. The AM shifts neutron-absorbing
control rod and changes the component of reactivity P2 which is passed in linear or nonlinear models of reactor
and changes the vector of its state X'z including V :

a’rR = A Xz +Bzpy, drR =f(Xz.pg), v=CrAy, (14)

Will present an actuating mechanism by DE

dp,
Pa _ +b
i AgaPg +0gq,u . (15)

Values of parameters of model of reactor with six groups of delayed neutrons and AM given in [Nikulina, Severin,
2009].

On the models of nuclear reactor, actuating mechanism and controllers we will build the nonlinear and linear
models of ACSP of reactor at the different laws of control in a kind (4). So, model of kind (4) with P! controller will

build on (1), (3), (13), (15) at X =(Kp,A;) and u =up +u;:
X=Xz ps w), C=(Ce 0 0)’

Ap By 0 0 Jr(Xr:Pa)
A(x) = _bduKPCR add bdu , B(x) = bduKP , f(x,X,U) = addpd +bdu[KP(U_V)+u1] .

We will get the models of ACSP with other PC similarly.
For optimization of DQI of ACSP of reactor will impose the values of boundary conditions of the variable

parameters (5) with @ =0 and & =100 i=1, p . We will express through * the linear and nonlinear models
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of ACSP (4). The degree of model of ACSP with P controller is 72 =11 with |, Pl and PD controllers is 7 =12
with ID and PID controllers is 7 =13, For obtaining of the transient processes of power without overshoot and

oscillation with the minimum time of control in the linear models of ACSP of reactor at input action U =1(*) we
will set the values of parameters of task of optimization of direct indexes: acceptable values of overshoot and

scope of vibrations 9, =0 and €. =0, parameter of domain of the steady-state value 6, =0.05 For|and

ID controllers will set time of integration 7 1000's and for the other controllers — 100's, number of steps of

integration L =200 We will form a vector objective function (11) and will optimize it in the case of one variable
by the vector method of step adaptation, and in the case of several variables — by the vector method of Nelder-
Mead [Severin, 2005].

In table 1 for different PC the optimal values of
Table 1. Results of optimization of parameters of PC

parameters of PC are presented Kp X7 Xp, and
also the proper by it's the values of projections of PC Kp | A} Ap £ £ le,s

function (1) 7, , F5 and value of control time #,. | P 458 | — — 13 0.232 | 23.2
Values F;" show that all constraints of the task of ! — 0.083 | — 14 0.343 | 343.3
optimization of the direct indexes of quality are | P! 100 259 |— |14 [0138 138
executed in optimal points. At the optimal values of | PD 100 | — 0,044 | 14 0114 1 11.4
parameters of P and PD controllers a static error D — 0.083 | 100 15 0.343 | 343.3

excels 10 %. The systems with the | and ID PID 100 1259 |100 15 0138 | 13.8

controllers have large value of control time.
Efficiency of Pl and PID controllers is identical, they
allow to provide the fast response of ACSP. From
the optimal values A; and Xp it is possible to
pass to the values of time constants on formulas
(2). Data of table 1 show that for Pl controller an

optimal process on a fast-acting is provided onthe | Uy | A ths | Vs N £s
high bound of parameter K». 010 | 0673 |[534 |-020 [0659 |54.7
For optimization of nonlinear models of ACSP with | 0.05 | 0.671 53.6 |[-0.50 | 0.631 58.1
Pl controller at the different values of setting of [ 005 | 0667 |539 |-075 | 0573 | 67.9
power Us will put Y(x:0)=v(x.0)/Us ‘Intable2 | _010 | 0664 |542 |-090 | 0494 |888
at b =25 T;=200g K, =250 for different

Table 2. Results of optimization of nonlinear ACSP

. * . *
values Uy optimal values A; and control time Z.
*
are given. With diminishing Us A, diminishes and 7. increases.

Thus, nonlinearity of mathematical model of nuclear reactor substantially influences on the optimal values of
parameters of controller.

The Optimal Synthesis of Parameters of Controllers of Water Level in Steam Generator

The automatic control system of water level in steam generator (SG) PGW-1000 includes the level controller
(LC), model of steam generator, NFB and adder [Nikulina, Severin, 2009]. On the input of the system control of
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level a setting of level s =0 is given, an output is a coordinate of level ., which together with the increases
of discharges of steam and water &5 and &w form an error:

8=§Cs—ﬁc+gs—gw_

We will express &5 and & through the vector of the state of SG X ¢ :

e=-DgXg . (16)
An error acts on the input of LC, forming control action ¥, given in the model of SG:
dX
thzAGXG +Bgu+Bg U, &, =CoXg (17)

where U s disturbing influence of valve of control of turbine. We will build the models of the level control
systems with different controllers in a kind (4). The model of ACSL with PI controller will get at * =(Kp, A ;)
and 4 =up +u; on (1), 3), (16), (17):

Xg Ag = BgwKpDg B,
X= A(x) = B r _
(”1 j ) ( —A;Dg 0 j’ B_(BGS 0) ) c (CG 0).

We will impose on the values of the variable parameters constraints (5) with @ =0, b; =100 i=1, p We wil
express through X the linear models of the control systems of level of kind (4). The degree of model of the
control system with P controller is 7 = 9 . with I, D, Pl and PD controllers is 7 =10, with ID and PID controllers
is =11 For obtaining of optimal transient processes without vibrations with minimum time of control will set the
values of parameters of task of optimization of DQI: proper the possible increase of level % =15sm value of
maximal deviation of coordinate of level ©» =1 proper processes without vibrations legitimate value of index of
vibrations G =0, time of integration Zr =300S  number of steps of integration L =200 parameter of the
domain of control time 8, = 0-05 g steady-state value of process ¥(%0) =0 We will form a vector function (11)
which optimize by the vector method of step adaptation at 7 = L or by method Nelder-Mead at 7 ~ 1

The results of optimal synthesis of parameters of controllers show that for ACSL with all considered types of
controllers optimal processes are got without vibrations, inherent a process in real ACSL. The ASCL with P, D
and PD controllers are static, and with the other ASCL — astatic. The best type of controller of level is PI
controller with the optimal values of parameters, providing the most rapid transient process without vibrations.

Prospects of the Use of Fuzzy Controllers

Practical introduction of fuzzy controllers (FC) in the control systems of industrial sphere is intensively
investigated. The investigated review on fuzzy controllers exposed the following:

— application of FC allows to use for control of technological processes information of qualitative type, which it is
impossible to formalize during realization of traditional laws of control; an fuzzy controller is showed not sensitive
to disturbances and demonstrates the best characteristics as compared to classic controllers;

— for composition of control rules of fuzzy controller intuition of developer and good knowledge of control object
is required, methods for the direct synthesis of fuzzy controllers are practically absent;

— existent FR tune in to logic of user through the change of membership functions, thus a choice of membership
functions is nontrivial procedure;

— there are not standardized recommendations on the choice of method of interpretation of fuzzy conclusion;
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— possibility of application of fuzzy controllers is not certain for a multidimensional process.

Effective combination of methods of control theory and fuzzy logic theory allows to form the models of difficultly
formalizable processes of control. The fuzzy systems are especially effective in the complex nonlinear processes
of AES with parametric uncertainty.

Prospects of the Use of Neural Networks

The creation of artificial neural networks (NN) is based on development of principle new algorithms and methods
of control for nonlinear dynamic objects. Most charts of neuron control are based on next approaches.

1. Successive chart of control. A neuron network will realize a reverse reflection in relation to a reflection «input-
output» for the control object. Thus, if to set the supporting signal on NN, then the output signal of control object
will be adopted by the same value. Teaching of neuron network is founded by back-propagation algorithm.

2. Parallel charts of control. NN of parallel type is used for tuning of input control signal which is the output signal
of usual PID-controller. Tuning is executed so that an output signal of control object as possible more precisely
corresponds the set supporting signal of ACS.

3. Control chart with self-tuning. A neural network is used for tuning the parameters of ordinary controller like
tuning, to executable by a man-operator.

4. Control chart with an emulator and comptroller. Neural comptroller is taught on the inversion model of control
object, and neural emulator on the ordinary model of object. Neural comptroller can be taught directly on the
basis of back-propagation of error through neural emulator.

For the estimation of efficiency of neural comptrollers it is necessary to carry out computing experiments with the
use of the developed models of objects of control of power unit and numerical methods of optimization.

Prospects of Application of Genetic Algorithms for the Systems Synthesis

For complex multiloop control systems and control systems with neural controllers it is characteristically large
number of local extremes. At the synthesis of intelligent controller the surface of response is unknown, and the
number of parameters which are necessary to be defined is large. According to ideology of work of genetic
algorithm (GA) the form of surface of response does not matter for its successful work. The task of tuning of the
parameters of intelligent controller, as a rule, is the multiextremal task of optimization. During optimization of the
complex multiloop and multivariable control systems and intelligent systems with neural controllers genetic
algorithms with high probability find global extreme. However the calculation of objective function on a time
domain of transient process requires considerable computational resources that substantially influences on
common work time of GA. It is expedient to develop the genetic algorithms in this direction.

Conclusion

The results of the investigated researches allow to present next conclusions.

1. The method of synthesis of parameters of controllers is considered on the base of optimization of vector
objective function taking into account conditions of stability and direct indexes ACS.

2. The parameters of controllers of power of nuclear reactor WWER-1000 are optimized, that showed most
efficiency of Pl controller.

3. Optimization of parameters of controllers of water level of steam generator PGW-1000 showed most efficiency
of PI controller with the optimal values of parameters.
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4. The analysis of possibilities of intelligent controllers, built on the basis of fuzzy logic and neural networks,
shows the wide prospects of their use in the automatic control systems of power units of nuclear power plants.

5. Application for the synthesis of the intelligent control systems of power unit AES the genetic algorithms will
allow to raise quality of the systems.
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OPTIMAL DESIGN OF INTELLIGENT CONTROL SYSTEMS OF STEAM TURBINE
USING GENETIC ALGORITHMS

Khrystyna Fedyanyna, levgeniia Kucher, Valery Severin

Abstract: One of the basic engineering problems of the automatic control systems synthesis for steam turbines is
systems quality indices optimization task. The features of such task are defined by plenty of control systems
structural parameters, complication of quality indices formalization and calculation, the systems models high
order. The greatest difficulty of the control system synthesis is optimization models and methods design. The
paper purpose is to develop models and methods for optimum design of the intelligent automatic control systems
of atomic power station steam turbine using genetic algorithms. The steam turbine automatic control system is
applied to stabilize turbine rotor frequency with high precision. The intelligent steam turbine control system
includes a steam turbine, frequency sensor, intelligent frequency regulator, electro-hydraulic automatic drive and
turbine adjusting valve. Input signals on an automatic drive can be given by the steam pressure requlator through
the turbine management mechanism or by the electric power regulator. Assumptions substantiated to model the
automatic control system and automatic drive as executive link of control system. The automatic drive diagram of
principle includes electro-hydraulic transformer, sleeve valve, servomotor, position sensors and electronic part. In
the paper were built the mathematical models of automatic drive and steam turbine, the models permanent
parameters values were calculated, the mathematical models of the automatic control system were developed in
state space with the intelligent frequency regulator, the requlator parameters were optimized with system quality
indices using genetic algorithms.

Keywords: automatic control system, automatic drive, steam turbine, intelligent requlator, genetic algorithms.

ACM Classification Keywords: G.1.6 Optimization - Nonlinear programming

Introduction

One of the basic engineering problems of creation of the steam turbines automatic control systems is a problem
of optimization of their quality indices [Fragin, 2005]. Used engineering methods of calculation of the control
systems are usually based on models substantial simplification and application of close indirect scalar quality
criteria. The greatest lack of calculations of the control systems of nuclear power station turbines is slight using of
models with optimal intelligent regulators in this area. Intelligent regulators based on fuzzy logic and artificial
neuron networks allow to solve more intricate problems of compound objects control than standard regulators.

During last years works on practical introduction of fuzzy regulators, fuzzy expert and control systems in industrial
and nonproductive spheres are intensively conducted [Terano, Asai, Sugeno, 1993]. Moreover fuzzy regulators
excel traditional PID-regulators in transitional processes quality and in achieving management aims.

The use of intelligent regulators results in the nonlinear non-obviously set models of the automatic control
systems. For the optimal synthesis of such systems parameters taking into account multiextremeness of their
quality indices it is expedient to use the global optimization methods, in particular, methods of direct search and
genetic algorithms [Nelder, Mead, 1964], [Sabanin, Smirnov, Repin, 2003], [Goldberg, 1989], [Voronovskiy,
Makhotilo, Petrashev, Sergeev, 1997]. It is necessary to modify these methods, usually used for optimization of
scalar objective functions, for optimization of vector objective functions taking into account all requirements to
automatic control system [Kirillov, 1988], [Troyanovskiy, 1983], [Severin, 2007].
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The purpose of this article is to develop models of the rotation frequency stabilizing systems of steam turbine
rotor and its watching drive in state space with the using of standard and fuzzy regulators, and also to analyses
optimization possibilities by genetic algorithms of the frequency stabilizing systems quality indices.

This purpose achievement will allow to do the steam turbines automatic control systems more effective taking into
account all structural and technological requirements produced to them.

Possibilities of Genetic Algorithms and their Modification to Optimal by Synthesize Control
Systems

Previous research experience of the automatic control systems with linear regulators has showed that the criteria
of optimization, as a rule, were the same one-extreme. However, for the complex multicontour control systems
and control systems with intelligent regulators presence of the large number of local extremes along with global
ones is significant. Local extremes appear also in imposing restrictions on the area of search. For the solution of
the same one-extreme task of optimization, there is a sufficient number of algorithms of gradient methods and
methods of direct search. One of the most effective methods of direct search is the Nelder-Mead’s method of the
deformed polyhedron [Nelder, Mead, 1964].

Application of Nelder-Mead's method for the optimization of the automatic control systems with the fuzzy
regulators of different structure does not result in an optimum decision. In every case results depend on the
chosen coordinates of initial point of search. A conclusion result from this that objective functions of similar tasks
are multiextremeness, and for their solution the global optimization methods are required [Sabanin, Smirnov,
Repin, 2003].

The present time the most preferable methods of multiextreme optimization are genetic algorithms realizing the
postulates of evolutionism and experience of selection of plants and animals [Goldberg, 1989]. The purpose of
optimization of the control systems by genetic algorithms consists in finding the best possible decision of
optimization task by one or few criteria. To realize a genetic algorithm it is needed at first to choose a suitable
structure for these decisions presentation. In the search problem statement copy of this data structure presents a
point in space of search of all possible decisions. To optimize a structure using a genetic algorithm it is needed to
set some measure of quality for every structure in search space. The function of fitness is used for this purpose.
During maximization the objective function turns itself into a fitness function. For the tasks of minimization it is
necessary to invert an objective function and displace it after that to the area of positive values. Strategy of
search of optimum solution in genetic algorithms relies on the hypothesis of selection: the more fitness of an
individual is higher the higher is the probability that descendants, got with its participation, will have determining
fitness features stronger expressed [Voronovskiy, Makhotilo, Petrashev, Sergeev, 1997].

If to accept that every individual of population is a point in coordinate space of optimization task

X; [X1I’X2i""7xli] and fitness of an individual is the proper value of objective function f (Xi) then individual
populations can be examined as a great number of coordinate points in space, and process of evolution — as
motion of these points toward the improvement of values of objective function. A feature of the genetic algorithm
as a global search method is that none of genetic operators in the descendants generation process leans on
knowledge of local relief response surface for the objective function. Forming of descendants by genetic
operators occurs in a random manner, and that is why there is no guarantee that found solutions will be better
than paternal. The enumerated features restrain wide application of genetic algorithms in engineering practice.
However necessity in such algorithms for the solution of the applied tasks of comparatively small dimension
constantly grows, especially in connection with the planned tendency of introduction of fuzzy and neural network
technologies in the control systems. For the optimum synthesis of the automatic control systems it is expedient to
use vector objective functions taking into account all complex of system requirements in order of their preference
[Severin, 2007]. As genetic algorithms are mainly used for optimization of scalar objective functions for
optimization of vector objective functions these algorithms are modified with the using of operations of vector
function values comparison [Severin, 2007].
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Design and Optimization of Watching Drive

An electro-hydraulic watching drive is the main executive link of the automatic control system of frequency of
rotation of steam turbines rotor. We will develop the mathematical model of watching drive intended for
optimization of its quality indices.

The chart diagram of principle of electro-hydraulic watching drive on a fig. 1 includes an electro-hydraulic
transformer (EHT), chopping off slide-valve (CHV), servomotor (SM), sensors of position (SP), electronic
part (EP).

On the models of transformer, chopping off slide-valve, servomotor and sensor of position models of charts of
drive with the different number of sensors are got. The flow diagram of watching drive with three sensors is
presented on a fig. 2. The diagram includes summators, proportional link with a coefficient K, model of
successive connection of electro-hydraulic transformer, chopping off slide-valve and servomotor, sensor of
position of slide-valve of electro-hydraulic transformer, sensor of position of chopping off slide-valve, sensor of
position of servomotor, three negative feed-backs according to the position of slide-valve of electro-hydraulic

transformer, chopping off slide-valve and servomotor with coefficients ky, ks and 1. Signal
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For the reliability of the automatic control system of
rotation frequency of turbine rotor a watching drive must
keep a considerable reserve of stability, be sensible to
control signals and fast-acting. We will consider watching drive quality indices optimization by the modified
genetic algorithms.

Figure 1. The chart of principle of watching drive

For optimization of drive we form a vector from its variable parameters X =(K.ky.ks) . we impose limitations

a;<x;<b; a;=0 b;=100 i=1,p on the values of the varied parameters and form a penalty function for

p

them: S(x)=_ [max{0,a; —x;} +max{0,x; —b;} ]. On the penalty function of limitations S(X), penalty
=

function of necessary condition of stability P(X), coefficients of the first column of Routh table P:(x),
k=2,n—1, overshoot 5(x) , vibrations scope S(X), maximum values of overshoot and vibrations scope Sm

and &, control time ©(X) and domains of levels Hx, k=0,n+2 we form the vector objective function:
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O:S(X))! XEHo,
1; P(x)), X € Hy,
k;—py (X)), xeH, k=2,n-1,

n;o(x)—cp), xeH,,

+1;C(X)_Cm)7 XEHnHl
+2;1(x)), XxeH,,,.

This function takes into account all limitations of the system parameters. The first its projection — the function of
level corresponds to the number of executed limitations, and the second projection the function of penalty
determines the penalty of limitation violation [Severin, 2007].

The vector objective function in a priority order takes into account direct limitations on the system parameters,
necessary and sufficient conditions of stability, limitations of direct quality indices, requirement of time minimum
for the adjustment of the control system.

For its optimization the genetic algorithms were modified with the use of operations of the vector function values
comparison [Severin, 2007].

The results of drive optimization with the applied quality criteria — improved integral quadratic estimation and
direct quality indices — are presented in a table 1. For the number of calculating experiments N optimum values
of the varied parameters K, k V, k; and adjustment time t" founded by the modified genetic algorithm are

presented. The graphs of the proper transitional processes are shown on a fig. 3.

Table 1. Results of optimization of watching drive
N K k, ke £ s
1 26 045 075 0.080
2 1.8 0.60 0.90 0.112
3 07 0.68 1.26 0.161
4 24 0.44 077 0.082
5 3.0 0.46 0.69 0.076
6 15 0.57 0.98 0.118 D ‘ | | ‘
7 20 0.61 0.99 0.147 0 005 01 , 015 0z 02
8 25 063 102 o174 Figure 3. Optimum processes in a watching drive

These results, got by genetic algorithms, confirmed results that were got before by other optimization methods.

On afig. 4 for N=6 the graphs of change of state variables of optimum watching drive are presented. Graphs
turned out from the entrance step influence ks =1(t) .
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Figure 4. Change of state variables an optimal drive

All processes are smooth and quickly set without substantial vibrations. Coordinates of current &;, displacement
of managing spool Sx and slide-valve of electro-hydraulic transformer Sy from zero initial values increase at
first, then diminished, reverse sign and aspire to zero eventual values. Coordinates of voltage Su, chopping off

slide-valve ©s and servomotor Hm are positive, & and Os aspire to zero eventual values, and Hm aims at 1.
Thus, watching drive quality indices optimization allowed to provide high quality of processes which flow in it.

Design and Optimization of the Control Systems of the Steam Turbine

We will consider the construction of mathematical models of the automatic control systems of the steam turbine
K-1000-60/1500 in state space. The chart of principle of steam turbine is presented on a fig. 5 and includes the
turbine adjusting valve (TAV), high pressure cylinder (HPC), volume before the high pressure cylinder, volume in
a separator-superheater, separator-superheater valve (SSV), volume after the separator-superheater valve,
middle pressure cylinder (MPC), low pressure cylinder (LPC), volume before the low pressure cylinder.

On the basis of the system of differential equations of watching drive, steam highway and rotor of steam turbine
the mathematical model of turbine is got as a control object [Severin, 2007].

The automatic control system of frequency of steam turbine is intended for stabilization of the rotation frequency
of steam turbine rotor. The heaviest test of the automatic control system of frequency of rotation is dropping of the
nominal load of steam-turbine and passing to the no-load conditions. On developed model of the steam turbine K-
1000-60/1500 we build models of the automatic control systems of rotation frequency of steam turbine rotor for
the load dropping at the different laws of control with different regulators.

The flow diagram of the offered model of the real system of automatic control of steam-turbine rotation of
frequency is presented on a fig. 6 and includes summarizing, regulator of frequency, steam turbine model and
negative feed-back [Kirillov, 1988]. The signal of error is given on the entrance of standard regulator of frequency

with a transmission function We(t) and forms managing influence Y. This influence and revolting signal Vs
come in model of steam turbine and change the vector of his state X7 . The coordinate of frequency @ is given

by negative feedback on summarizing and with master influence ®s forms the signal of error €
[Troyanovskiy, 1983]. The entrance perturbation action of the automatic control system of frequency is a signal of

power change Vs .
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Figure 5. The chart of principle of steam turbine Figure 6. Flow diagram of the automatic control
K-1000-60/1500 system of frequency of rotation

The output variable is frequency ® of steam turbine. On the basis of steam turbine model the mathematical
models of its control systems are built with different regulators are built [Severin, 2007].

For optimization of parameters of the automatic control systems of rotation frequency we form a vector X from
the varied parameters of PID-regulator of frequency Kp, Ai and 2D . We define the models of automatic control
systems of rotation frequency at entrance perturbation action Vs = =1(t) proper to the transition of steam turbine
from the mode of nominal power V=0 to the no-load conditions and to the output coordinate ¥ of deviation of
frequency in percents:

X, (x,t)
dt

=f(x, X (6t vs)  y(x,t)=100-CoXs(x.t) |

where index C corresponds to the type of regulator P, |, D, PI, PD, ID or PID. Automatic control systems of
rotation frequency with I, D and ID-regulators of frequency appeared uneffective as their optimum processes have
frequency deviations which exceed 12 %. The results of optimization of vector objective function by the modified
genetic algorithms are presented in table 2 and on fig. 7.

For the static automatic control systems of rotation frequency with P and PD-regulators y(«) =1.0, and for the
astatic automatic control systems of rotation frequency with Pl and PID-regulators y(c)=0. In the first four
experiments the legitimate scope value of frequency vibrations is accepted ¢, =1, and in the last two
€,, =0.5.For N =5 time of integration is set to T; =50, and in the other experiments to T =20.

On fig. 8 the changes of some state variables of the optimum automatic control system of rotations frequency of
steam turbine with a PID-regulator got at entrance step influence v =—1(t) are presented. The coordinate of

chopping off slide-valve o4(t) changes in small limits and set in a zero value. The servomotor coordinate i, (t)
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diminishing takes on considerable negative values and passes to the value —1. The coordinate of power of
turbine v(t) from an initial zero value of nominal power after a few quickly attenuated oscillations aspires to the

value -1 proper steam turbine idling. The frequency deviation coordinate y(t) from an initial zero value after

attenuated oscillations returns to zero nominal level. The signal of PID-regulator u(t) diminishes and then after

vibrations sets on a value —1. The electro-hydraulic watching drive output coordinate ., (t) repeats the signal

change of frequency regulator u(t) with a small delay.

Table 2. Results of optimization of the automatic control
system of steam-turbine frequency

* * * * % * *

N la | ap | AR || ¢ |ts

1 — — 20 2.0 3.6 3.0 3.56
2 27 — 22 0.3 3.5 1.0 5.19
3 — 1.1 21 1.7 3.5 27 3.16

4 31 1.1 23 0.2 34 0.8 3.50

5 10 — 22 0.4 3.6 05 | 19.42

6 23 1.1 23 0.3 34 0.5 5.04

Figure 7 Change of frequency at different regulators

Thus, in this automatic control system of rotation frequency of steam turbine with a PID-regulator an electro-
hydraulic watching drive and automatic control system of rotation frequency satisfy the requirements produced to
them. Unlike the considered regulators a fuzzy PID-regulator allows to organize more flexible adjusting in PID
control law with the automatic calculation of regulator adjustments for the objects with a proportional executive

mechanism. Principle of action of fuzzy regulators differs
from classic regulators by the fact that on the object
entrance along with the regulator signal the additional trial
sine wave signal of small amplitude is given. The
calculation of regulator adjustments is carried out on
amplitude and phase of harmonic constituent in the object
output signal [Terano, Asai, Sugeno, 1993].

The fuzzy regulators use will allow to automatize better
the process of contours adjusting and also to give up the
use of object dynamics authentication ordinary methods
and adjustment regulators optimum  parameters
calculation. As practice shows adaptive regulators allow
to save up to 15% of raw material and energy resources
as compared with a hand management or about 5% as
compared with the not optimally adjusted classic PID-
regulator. Moreover application of the adaptive
adjustment leads to reduction of terms and costs of
starting-ups and adjustment works.

Figure 8. A state variables change in the optimal
automatic control system of frequency
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Conclusion

The results of the conducted researches allow to formulate following conclusions.

1. On the basis of models of electro-hydraulic transformer, chopping off slide-valve, servomotor and sensors of
position a mathematical model in state space of steam turbine watching drive with three sensors is developed.
Parameters optimization of this model provides high quality of monotonous process in a watching drive at the
optimum value of amplification factor.

2. The mathematical models of the stabilizing systems of rotation frequency of steam turbine rotor are developed
in state space with different standard and fuzzy regulators of frequency. The direct quality indices optimization
tasks for the rotation frequency stabilizing systems are solved with the use of the modified genetic algorithms.
The most effective standard type of frequency regulator at the turbine load dropping is a PID-regulator which
provides the most rapid transitional process with the least deviation of frequency. Possibilities of fuzzy PID-
regulators are analysed.

3. For optimization of vector objective functions of the automatic control systems the direct methods of
unconstrained minimization and genetic algorithms which allowed to find the optimum values of indices are
modified. Calculable experiments confirmed high efficiency of application of the modified methods.
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Intelligent Agents and Multi-Agent Systems

AGENT ORIENTATION AS A TOOLBOX FOR ORGANIZATIONAL MODELING
AND PERFORMANCE IMPROVEMENT

Jacek Jakieta, Bartosz Pomianek

Abstract: The main goal of the paper is to convince that agent orientation may be considered as a powerful
paradigm for organization modeling and the reference architecture for Management Information Systems, that if
properly applied, would lead to firm’s overall performance improvement. The scenario of proving these theses
consists of three steps. Firstly the basic concepts of agency have been defined. Then the agent and multi-agent
system are presented as playing the roles of very natural and intuitive modeling constructs and complexity
management tools. Finally the benefits of agent oriented software application are described from the perspective
of gaining compelitive advantage by improving intra- and interorganizational efficiency due to basic
characteristics of agents such as constant monitoring of the environment (where they are situated), reactivity, pro-
activeness and social ability.

Keywords: Software Agent, Intelligent Agent, Agent Oriented Approach, Organization Modeling, Multi-agent
System, Complexity Management, Business Performance Improvement, Supply Chain, Demand Chain,
Management Information Management System

ACM Classification Keywords: |. Computing Methodologies; 1.2 Artificial IOntelligence 1.2.11 Distributed
Artificial Intelligence; Multiagent systems

Introduction

Business organizations today are becoming increasingly complex systems. In order to manage this emerging
complexity proper toolbox is needed. The paper presents two aspects of agent oriented toolbox. The first one
considers support for organization modeling which is currently crucial to improve business processes
performance as well as ICT development effort. As North et al. suggest, nowadays organizations are facing
several problems which are mainly related to fragmented consumer markets, more interwoven industrial supply
chains, sophisticated transportation systems and growing interdependency of infrastructures [North, 2003]. Better
understanding of how these would affect specific organization requires the business model that may be analyzed
from different angles and on several levels of abstraction. The model development process is conducted with the
use of modeling language that must have modeling constructs which enable to fully express the characteristics of
business problems. As there is shown in the paper, agent orientation is a new way to capture and analyze the
structure and behavior of enterprises. Multi-agent system as a modeling metaphor can be considered very natural
and intuitive paradigm for building business models.

The second aspect of the toolbox regards the agent based software support for process and knowledge oriented
business organizations. As paper implies, performance improvement efforts should take into consideration
business computing paradigm shift — from “direct manipulation metaphor” to “do not navigate — delegate!” way of
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using software systems. In such scenario, the societies of software agents work autonomously on behalf of
business actors, who delegated to them sophisticated tasks, helping organization to effectively achieve its goals.

Basic concepts of agent orientation

Before advantages of agent oriented organization modeling and performance improvement will be presented, it
seems advisable to explain the essence of agency.

The agent

Over the last two decades the concept of an intelligent agent has become really popular. A number of
researchers dealing with artificial intelligence focused on agency. Consequently numerous definitions of an agent
have been coined. Two of them have been mentioned below.

Michael Wooldridge and Nicholas R. Jennings describe an agent as: “a hardware or (more usually) software-
based computer system that enjoys the following properties:
— autonomy: agents operate without the direct intervention of humans or others, and have some kind of
control over their actions and internal state;

— social ability: agents interact with other agents (and possibly humans) via some kind of agent-
communication language;

— reactivity: agents perceive their environment, (which may be the physical world, a user via a graphical
user interface, a collection of other agents, the INTERNET, or perhaps all of these combined), and
respond in a timely fashion to changes that occur in it;

— pro-activeness: agents do not simply act in response to their environment, they are able to exhibit goal-
directed behavior by taking the initiative [Woolbridge, 1995].

Another definition has been proposed by S. Franklin and A. Graesser in their paper attempting to distinguish

software agents from regular computer programs [Franklin, 1996]: An autonomous agent is a system situated

within and a part of an environment that senses that environment and acts on it, over time, in pursuit of its own
agenda and so as to effect what it senses in the future.

Basing on this definition few vital attributes of an agent can be noticed:
— an agent exists in a certain environment and thus it ceases to be an agent when extracted from such
environment,

— an agent senses its environment, acts on this environment and its actions can affect what an agent will
sense in the future,

— an agent operates over time and acts whenever it “feels” it's necessary; unlike regular program which
terminates once its mission is accomplished,

— an agent operates autonomously pursuing its own goals.

All these basic characteristics constitute conceptual framework that will be used later when trying to show how
agent oriented applications may lead to organization performance improvement.

Multi-agent systems

A Multi-Agent System may be defined as a set (society) of decentralized software components (where every
component exhibits the properties of an agent, mentioned in the previous section), that are carrying out tasks
collaboratively (often in parallel manner) in order to achieve a goal of the whole society. Later in the paper this
definition has been disaggregated and all the properties are used to show why the multi-agent system can be
considered as a very intuitive organization modeling metaphor.

As presented definition reveals, software agents have the ability to collaborate with each other which enables the
creation of multi-agent systems. Collaboration is defined as a process in which society coordinate its actions in
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order to achieve common goals. Software agents are able to collaborate with one another as well as human
agents.

The corner-stones of inter-agent collaboration are: communication and knowledge sharing. Communication is
basically an exchange of information among agents (agents can send messages to each other, observe each
other’s state and behavior, however, communication takes place on the so called knowledge level). To enable
knowledge sharing agents must have common goals and decompose the process of achieving these goals into
sequence of actions providing that every agent is capable of performing task assigned to it.

Inter-agent collaboration requires also a communication language. Currently the most popular agent
communication languages are: Knowledge Query Manipulation Language (KQML) developed in early 90’s and
FIPA-ACL developed by Foundation for Intelligent Physical Agents. Both rely on speech act theory and define
a set of performatives, their meaning and protocol for perfomatives exchange.

To enable agents to understand each other they must not only speak the same language, but also have
a common ontology. According to Gruber “...An ontology is an explicit specification of a conceptualization...
A body of formally represented knowledge is based on conceptualization: the objects, concepts, and other entities
that are assumed to exist in some area of interest and the relationships that hold among them” [Gruber, 1993].
Within an agent community agents have different knowledge, capabilities and responsibilities. Each one can have
access to different resources and can perceive certain matters differently. Developing a successful multi-agent
system demands effective coordination of autonomous agents thus creating a synergy enabling this system to
solve problems in dynamic environment despite imperfect data and information. To achieve it one must answer
few critical questions [Farhoodi, 1993]:

— What are appropriate agent architectures for different classes of problem-solving?
— How does an agent acquire its knowledge and how should it be represented?

— How does a complex task get decomposed and allocated to different agents?

— How should agents cooperate and communicate with each other?

— Can an intelligent agent be trusted?

Agent orientation as a modeling paradigm

When considering agent orientation as a modeling paradigm it is essential to answer two fundamental questions.
The first one is why agent and multi-agent system characteristics make agents so natural and intuitive
organizational modeling constructs? The second asks why agent orientation is optimal choice for complexity
management? The following sections answer them one by one.

Agent as a modeling metaphor

One of the fundamental assumptions for this article is that organization modeling process bases on multi-agent
system metaphor, that leads to perceiving and understanding of organization in the way typical for multi-agent
system software engineering, but also takes under consideration business aspects along with basic organization
characteristics.

The use of a metaphor during the process of organizational analysis and understanding is of great significance.
Morgan says that metaphor is frequently understood as a way to make an argument more appealing, however its
meaning is much more important. The use of a metaphor is a consequence of a way one thinks and perceives
which penetrate our understanding of the world that surrounds us [Morgan, 2005].

We use metaphor when we try to understand some portion of reality using another its portion. Thus we formulate
a theorem that “A is B” or that “A is similar to B”. Concerning this article an assumption has been made that in
qualitative terms the characteristics of modern organizations are really close to the characteristics of multi-agent
systems both in structure and in behavior.
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The appearance of obvious similarities between multi-agent systems and business organizations is particularly
visible in the case of companies which adopted such business strategies as decentralization of operations and
process orientation, that led to the creation of specific organizational forms [Drucker, 2000].

The table 1 shows observed similarities. In the first column are basic structural and behavioral characteristics of
multi-agent systems, and in the second characteristics of modern organizations extracted from key titles which
deal with organization design and process orientation.

Table 1. Similarities between structural and behavioral characteristics of modern organizations
and multi-agent systems [Jakiefa, 2006].

Multi-agent system

Business organization

Multi-agent system is a set of
decentralized software components.

Centralized model and functional decomposition reflect precisely
decomposition of workload into smaller tasks, that are distributed
among particular company departments and are accomplished in
sequences [Peppard,1997]. Modern organizations operate according to
decentralized business process patterns which are accomplished by
distributed organizational actors. Decentralization causes, that these
processes are moved from companies headquarters to local offices.
The operational model of modern companies is a highly decentralized.

Multi-agent system is a set of
autonomous software components.

Decentralization requires in turn autonomy delegation, that has
drastically changed the role of organizational actors, because
“controlled positions” have been replaced by positions which give full
competence [Drucker, 2000]. This trend is really similar to that which
takes place in software engineering due to control encapsulation into
distributed components, which therefore poses operational autonomy.
According to Champy and Hammer people working within processes
that are being reengineered must be equipped with delegations. As
members of a process team they are both allowed and obliged to make
decisions. [Hammer, 1996]. In case of process orientation it is
impossible to avoid situation when organizational actors, who perform
process oriented jobs, are fully autonomous entities.

Multi-agent system is a set of goal-
oriented software components.

In modern organizations functional departments have been replaced by
process teams. A set of organizational actors, who cooperate in order
to achieve particular goals of certain process is a natural form of
modern firm’s organization [Hammer, 1999].

Multi-agent system is a set of
software components, which may carry
out tasks in parallel manner.

In the company organized around processes, subsequent work-stages
are performed in natural order. Instead of artificial operations order,
natural operation order is used. Processes’ de-linearization allows task
performance acceleration due to two factors. Firstly, lots of tasks are
performed in the same time. Secondly, shrinking of time between initial
and final stages of processes causes that the necessity for serious
changes, which can undermine or make incoherent work done so far is
less probable [Hammer, 1996].

Agent orientation and complexity management
Thank to the use of an agent as a modeling construct designer/analyst can cope better with problem domain and

design process complexity.
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Complexity management problem is a really vital issue, because each human is in this field inherently limited.
When analyst/designer sees the problem domain, he is trying to solve, for the first time, he sees vast variety of
components, which interact with one another in many various ways. Trying to structuralize the model during the
analysis she is forced to take under consideration plenty of factors. Unfortunately, according to research
conducted by cognitive scientists, each human being can work effectively with 7+2 portions of information at the
same time [Miller, 1956]. Simon claims that the velocity of information processing by the human, which totals
approximately 5 sec for the perception of each new portion of information, is an additional restriction [Simon,
1996].

Complexity management is also a serious problem in case of organization modeling. Each organization is
undoubtedly a complex system. According to Carley “Organizations are heterogeneous, complex, dynamic
nonlinear adaptive and evolving systems. Organizational action results from interactions among adaptive systems
(both human and artificial), emergent structuration in response to non-linear processes, and detailed interactions
among hundreds of factors.” [Carley, 1999].

Booch [Booch, 2007] relying on Simon’s work [Simon, 1996] has defined the following set of basic characteristics
of complex systems:

Complexity frequently takes a form of hierarchy, where the system is composed of sub-systems connected with
each other, which have their sub-systems, which in turn have their sub-systems and so on until the elementary
level is reached. This hierarchy does not mean the superior-subordinate relation. Thank to the fact, that complex
systems are nearly decomposable we can fully understand them, describe or even perceive. Simon claims that it
is highly probable that in reality only the systems that have a hierarchical structure can be understood [Simon,
1996]. Looking at process oriented organizations from this perspective, it is possible to distinguish such levels of
hierarchy as organization actors level, business process level, singular organization level and specific
configuration of few organizations in a form of extended enterprise or virtual organization (See Fig. 1.)

Extended
enterprise

Organization

AuolessiH

Business
process

Figure 1. Business organization as a complex system

The choice which components of a system should be treated as elementary is arbitrary and depends on the
system observer’s decision.

It is possible to identify interactions taking place between sub-systems as well as inside sub-systems between
their components, however interactions of the second type have one row higher frequency and are more
predictable. The interaction frequency will differ depending on the level of hierarchy. For example, within a
business organization more interactions will take place between employees working on the same process than
between teams of employees working on different processes. The differences in interaction frequency within and
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between sub-systems allow decomposition and lead to the clear division between domains of analysis. In case of
social systems, and undoubtedly every organization can be seen as such system, nearly decomposable
character is clearly visible, therefore it is possible to exploit advantages of the decomposition method.

Complex systems are mostly sets of similar elements composed in various combinations. In other words there
are certain common templates created on the basis of reuse of similar elementary components or more complex
structures in the form of sub-systems.

Systems organized hierarchically tend to evolve over time, and hierarchical systems evolve faster than non-
hierarchical ones. Simon claims that complex systems will evolve out of simple systems, if certain intermediary
forms exist [Simon, 1996].

Taking under consideration basic characteristics of complex systems as well as agent approach described above
we can start our argumentation, purpose of which is to show advantages of agent approach in the context of
complexity management in the organization as well as information system modeling process.

As the first argument it can be noticed, that agent oriented decomposition of a problem domain is an effective way
to division of the problem space, while modeling organizations and information systems. It can be concluded from
a number of factors.

Firstly, hierarchical structure of complex systems causes, that modularization of organization components in
terms of goals, that are to be achieved is a really intuitive solution. As Jennings and Wooldridge claim hierarchical
organization of complex systems causes that at each level of the hierarchy the purpose of the cooperation
between sub-systems is achieving a functionally higher level. Whereas within sub-systems components, which
these sub-systems are composed of cooperate in order to achieve total functionality of a sub-system. As a
consequence, decomposition oriented on goals that are to be reached is very natural division [Jennings, 2000].
Applying this schema to an organization the situation emerges where organization actors cooperate in order to
achieve goals of the process, in turn processes are realized in order to achieve the goal of the organization, and
organizations combine their inherent competences in order to achieve goals of the extended enterprise or virtual
organization. It is worth to remember that goal orientation is one of the main characteristics of an agent and thus
agent concept can be used without any additional effort.

Another vital issue is presentation of such characteristic of a modern organization as decentralization in the area
of information processing and control. In this case agent oriented decomposition seems to be an optimal solution
due to such characteristics of an agent as thread of control encapsulation in the form of autonomy property. The
distributed organizational components may be thus modeled with autonomous agents as a basic modeling
constructs.

Agent oriented approach allows also to solve problems connected with the design of interactions taking place
between system components. It is a serious issue due to the dynamics of interactions between organization
components. It is really frequent, that organization components enter an interaction in difficult to predict time and
for unknown at the stage of design reasons. As a consequence it's really challenging to predetermine parameters
of such interactions. The solution to this problem is existence of system components with characteristics thank to
which they can make decisions concerning the type and range of interaction not before the system is running.

Another argument for an agent oriented approach is that it allows to eliminate semantic gap between agent
abstraction used during the information system design phase and structures used during organization modeling. It
is directly connected with similarities which appear between structural and behavioral characteristics of a multi-
agent system and organization (table 1). Continuing this thread it is advisable to point out the following
conveniences:

Mutual interdependencies present among organization actors and organization sub-systems can be naturally
mapped into the system architecture in terms of high-level social interactions which take place among agents.

In most organizations dependencies of this type are present in the form of really complex network of dynamically
changing relations. Agent based approach includes mechanisms which allow to describe such relations. For
example, interaction protocols such as Contact Net Protocol can be used in order to dynamically create business
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process teams, which can be in case of such need activated and after reaching particular goals deactivated.
What is more, there are off-the-shelf structures, which can be used during the community modeling, what is really
useful when modeling organization actors and sub-systems [Jennings, 2000].

The process of organization modeling and system design frequently requires to perceive modeled object from the
perspective of various abstraction levels, treating set of elements as atomic modeling structure. The idea of an
agent is flexible enough to be used in an elementary component role on any detail level depending on the
analyst's needs. For example, an agent could be organization actor, process or whole organization and
components treated as elementary interact only in an integrated form omitting details concerning intra-
interactions.

Organization modeling and system design with agent oriented approach leads to the structure, which has
numerous stable intermediary forms, what is really important concerning complexity management. Among others
it means that system components in the form of agents can be created rather independently and in case of such
a need added to the system providing a smooth functionality growth.

Besides advantages of agent oriented approach mentioned above, additional benefits can be pointed out, which
are connected with agent oriented approach during information systems development. They are analyzed in
details in monograph [Cetnar, 1999]. As its author claims, agent oriented approach should lead to improvement
and enrichment following characteristics of information systems:

- Flexibility. System can be rather easily adopted to the performance of new tasks in changing
environment. The adaptation process is much more flexible with the use of an agent approach.

- Reliability. Particularly in case of heavily developed systems, which can cause un-stability problems
understood as permanent or temporary loss of the ability to perform tasks of the system.

- Ability to combine functions of various systems flexibly, as well as ability to create new properties such
as self-organization or self-adaptation.

What is more, application of agent orientation may lead to the simplification, improved reliability, and as an effect
decrease in costs of analysis, design and implementation of decentralized information systems.

Agent oriented vs. object oriented modeling

It can be seen that agents are really similar to objects and as a consequence agent based modeling is similar to
object oriented approach. However agents have some vital advantages over regular objects which can bring
modeling of contemporary enterprises one step higher.

Agents are intelligent, have the ability to learn. They can use regular objects in pursuit of their own goals. Their
behavior may vary depending on the circumstances and environment due to their experience. They pursue their
goals actively cooperating with each other and influencing one another. As Farhoodi suggests “...business
objects make a major contribution to modeling information in the enterprise. Intelligent business agents extend
this capability to provide the breakthrough in modeling knowledge in the enterprise” [Farhoodi, 1993].

Object oriented notation is really well suited for software engineering, but can be difficult to understand by
business people. As a consequence models created with the use of OO techniques are difficult to validate for
them. Whereas models created with agent oriented approach are much more comprehendible, because the same
perspective and vocabulary is used during analysis, design and construction phases in software development
cycle. The example of how agent orientation may significantly reduce the semantic gap between organization
model and management information system architecture has been presented in [Jakieta, 2006] ] in the form of
AROMA methodology.

To emphasize once again the potential of agent oriented approach let's quote Farhoodi and Fingar: “...Intelligent
agents can facilitate the incorporation of reasoning capabilities within the application logic (e.g. encapsulation of
business rules within agents or modeled organizations). They permit the inclusion of learning and self
improvement capabilities at both infrastructure (adaptive routing) and application (adaptive user interfaces) levels.
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Intelligent user interfaces (supporting task centered user interfaces and intelligent assistance to end-users) can
be a boon to productivity in a network-centric world” [Farhoodi, 1993].

Agent as a tool for performance improvement

When evaluating the ways agents can be used for performance improvement it is advisable to look at the
organization from the perspective of value chain model (see Fig. 2.). Porter introduced the value chain concept as
a systematic way of examining all activities a firm performs and how applications of ICT interact to provide
competitive advantage. A firm gains competitive advantage by performing these strategically important activities
in more efficient way then competitors [McCormack, 2003]. It is possible when properly chosen ICT are applied to
the processes which have the highest information density and/or are used as activities coordination mechanism.

Value Chain
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Figure 2. The value chain model

Besides the basic activities that organization performs individually, it is also important to think about links that
connect it with its business partners. These “market interfaces” are known as buy-side and sell-side of firms
operations. The analysis that follows, showing advantages of using agent oriented software in the process of
optimizing inter- and intra-organizational effectiveness, has been divided into two parts: Agents in Supply Chain
Management and Agents in Demand Chain Management. In order to reveal the superiority of agent technology
over the traditional solutions, the references have been made to most important agent’s characteristics (See
section entitied The Agent).

Agents in Supply Chain Management

Contemporary enterprises integrate sell-side and buy-side activities into sophisticated Supply Chain Management
(SCM) systems. Figure 3 depicts the generic structure of typical supply chain.

As in [Singh, 2005] was shown, agents may work as Management Information Systems, enabling integration of
information flows across multiple electronic marketplaces and thus support performance improvement of the
critical SCM activities. In this case the delegation of tedious tasks to agent society enables the availability of
market information to all business partners as well as effective and efficient coordination of the supply chain
interactions. The coordination effort is mainly related to dynamic supply and demand planning but the aggregated
information flowing through e-marketplaces is extensively used also for such tasks as real-time planning, buyer-
supplier selection and transaction facilitation.

It is easy to observe that agent orientation of such solution provides significant advantages to all participants over

traditionally automated (systems not using agent-oriented approach) supply chains of competitors. The
argumentation may be based on the analysis of basic characteristics of agents in this specific context.
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Figure 3. The generic model of Supply Chain

The SCM system architecture described in [Singh, 2005] has been developed with the use of agent oriented
conceptualization of problem domain. As has been already shown in the paper, agents can be very natural and
intuitive modeling constructs. Mentioned architecture consists of basic agents for buyers and suppliers as well as
several auxiliary agents (discovery agents, transaction agents, monitoring agents). Agent oriented decomposition
significantly reduced the semantic gap between the high-level description of the business requirements and
system architecture.

The agents are situated in dynamically changing environment consisted of e-marketplaces related to business
actors roles in the whole supply chain. Because agents are inextricably linked with their environment — what is an
essence of agency — this is quite natural mapping between business context and the information architecture
enabling incorporating all important flows into the system. Agents are monitoring role specific data such as
demand requirements, matching suppliers’ properties, transaction details and level of satisfaction using their
sensors and affecting the flows through effectors.

Every agent operates autonomously and knows its role and behavior related to it. It is working on behalf of the
user, and what is important, it performs goal oriented tasks, without direct intervention of human agent.

Roles are connected with goals, which agents are trying to proactively achieve. For example transaction agent’s
goal is optimal transaction facilitation, buyers and suppliers agents’ goal is to maximize the level of satisfaction
related to executed transactions, discovery agent is responsible for matching buyers and suppliers, maximizing
the value of utility and monitoring agents fulfill the goal of marketplace synchronization.

Finally, the social abilities of agents enable the cross e-marketplace information transparency. Communication
among agents plays the role of coordination mechanism and allows for dynamic and transparent planning of
demand and supply requirements through real-time information integration across agent-oriented supply chain.

Agents in Demand Chain Management

On the other value chain side enterprises develop Demand Chain Management systems. The role of
Management Information Systems again can be taken over by agents. Such agents are mainly used by
companies to enhance the performance of Customer Relation Management Systems enabling constant
assistance throughout the whole buying decision making process. According to Turban [Turban, 2008] this
process includes such stages as need identification, information search, product or merchant brokering, purchase
terms negotiation, payment and delivery facilitation and even post-purchase support (See Fig. 4.). On every stage
customer has a goal and tasks needed for its achievement may be smoothly mapped into agent functionality.
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Figure 4. Buying Decision Making Process

Agents in such scenario allow unobstructed information exchange between vast numbers of actors (sellers and
buyers) participating in numerous e-marketplaces, and are of invaluable help to buyers who are forced to deal
with the problem of information overload thus greatly improve companies relations with their customers.

It is obvious that the application of agents in such context can bring vital advantages for all the participants
(buyers and sellers) in terms of performance improvement. Let’s refer again to the basic characteristic of agents.
The fact that agents are highly decentralized entities enables smooth decomposition of a problem domain thus
creating numerous agents responsible for various tasks related to all the stages in decision making process. For
example we can observe agents that support need identification, reduce information overload, provide customers
with comparison shopping engine, facilitate payments and offer after-sales support.

Agents are proactive what enables them to aggressive solution searching, active monitoring of vast amounts of
information dispersed among numerous sources and as a consequence bringing the edge over traditional passive
systems, which are much less effective concerning present rapidly changing environment. An agent can monitor
a given information source without being dependent on the system from which it originates. Agents can wait for
certain kinds of information to become available. It is often important that the life spans of monitoring agents
exceed or be independent of the computing processes that created them [Maes, 1999]. There are agent
implementations that are using comparable techniques to recommend complex products based on multi-attribute
utility theory and assist customers in the merchant-brokering and negotiation stages. Some agent oriented
solutions use automated word-of-mouth recommendation mechanism called “collaborative filtering.” Whenever
someone would like to buy something the system first compares a shopper’s product ratings with those of other
shoppers. After identifying the shopper’s “nearest neighbors,” or users with similar taste, the system recommends
the products the neighbors rated highly but which the shopper may not yet have rated [Maes, 1999]. Proactive
agents can also acting on their own initiative negotiate terms of transactions, organize product/service delivery as
well as evaluate consumers satisfaction.

Agents are autonomous what allows them to work effectively on behalf of the customers, taking initiative,
identifying the need of their “bosses”, independently searching for the best product as well as merchant choice,
making decisions related to their goals and form valid contracts. In automated negotiation for instance, agents
find and prepare contracts on behalf of the real-world parties they represent. This automation saves negotiation
time, and agents are often better in finding deals in combinatorially and strategically complex settings. Agents
also make it possible to provide customers with dynamic pricing models. The main benefit is that the burden to
determine a priori the price of a good is pushed into the marketplace. As a result the limited resources are
allocated to those who value them most. Using dynamic pricing models in the real world may be to costly to
customers (geographical collocation, time spent for offers monitoring etc.). This is where agent technologies
come in. Customer can delegate the task by creating the auction, specify auction parameters (reservation price,
clearing times and method for resolving tie bids) and let agent to do the rest for her. Autonomous agents can also
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participate during purchase and delivery stages as well as during post-purchase stage taking care of post-
purchase support.

Each agent is goal oriented and each goal depends on the role of a particular agent. For example need
recognition agents “keep an eye” on information sources and basing on consumer preferences inform her when
the specific product is available, other agents analyzing vast quantities of information select best products and
vendors, transaction agents negotiate purchase terms, delivery support agents facilitate purchase and delivery
tasks, call center agents solve consumer problems and in case it is necessary connect them with appropriate
human assistant. As can be seen the whole decision making process may be significantly supported by pro-active
agents’ services, increasing consumer satisfaction level and creating switching costs.

What is more, agents can form societies thus enable smooth flow of information, strengthen cooperation between
various actors and through the exchange of experience improve consumer trust. Agent societies sharing
information can significantly enhance consumers need recognition as well as product and merchant selection.
Agents organized in societies can not only negotiate terms of transaction and arrange product delivery, but also
exchange information concerning post-purchase satisfaction thus helping each other making better choices in the
future and greatly improving overall consumer’s loyalty.

Conclusion

Organization modeling is still a niche, but it is developing rapidly. A progression from proprietary models and tools
to new standards can be seen. The growing complexity of contemporary firms requires the tools enabling us to
better understand distributed and knowledge oriented business processes. It is highly likely that in ten years,
business modeling will be the mainstream. Using business models, will become the natural and ordinary way for
interdisciplinary teams to communicate, much as software modeling is mainstream today for software engineers.

More and more sophisticated business architectures require also flexible ICT infrastructure that will properly
coordinate their operations. The paper shows that agent-orientation is a very promising solution. As Maes et al.
predict “...in the near future the agent oriented solutions will explore new types of transactions in the form of
dynamic relationships among previously unknown parties. At the speed of bits, agents will strategically form and
reform coalitions to bid on contracts and leverage economies of scale” [Maes, 1999].

As a summary the following conclusions have been drawn:

1. Taking into consideration that characteristics of decentralized and process oriented organizations are
semantically very close to properties of multi-agent systems, using agent oriented conceptualization
seems to be very natural and intuitive modeling metaphor. This direct mapping eliminates semantic gap
between business requirements and management information systems architecture.

2. Agent orientation can be considered as a toolbox for complexity management. It has been shown by
analyzing the relationships between the classical definition of complex system provided by Simon and
structures and mechanisms offered by agent paradigm. The paper shows why agent approach is
especially well suited for dealing with inherently complex systems such as contemporary business
organizations.

3. The application of agent-oriented software may lead to performance improvement of firms due to
software agents’ properties. What can be easily observed, agent technology started to transform the way
companies conduct business but the real prominent changes will occur as agent technologies mature.
The predictions say that the next wave of agent solutions will be able to better manage ambiguous
content, personalized preferences, complex goals, changing environments, and disconnected parties.
However it is important to remember that the full adoption of agent technologies will occur after
standards are widely accepted and used. Unfortunately it may take some time as in case of object
oriented technologies where it took over three decades.
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AGENT TECHNOLOGIES FOR WEB MINING FROM A NON-EXTENSIVE
THERMODYNAMICS PERSPECTIVE

Franciszek Grabowski, Marek Zarychta, Przemystaw Hawro

Abstract: Motivated by the works that reveal the small-world effect and scale-free property of various real-life
networks, many scientists devote themselves into studying complex networks. One of the ultimate goals is to
understand how the topological structures of networks affect the dynamics upon them. In this paper, we give
a brief review on the studies of agent technology appliances for Web mining which is performed in complex
network environment ruled by non-extensive thermodynamics.
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Introduction

The study of complex systems has became one the most active areas of research. This subject has interest in
natural sciences as well as in social and artificial systems. Typical features present in complex systems are long-
range interactions, long-term memory, fractal phase-space structure, scale-free network structure, or even
combinations of these characteristics. These systems are common in computer science and cannot be correctly
described by the well-established Boltzmann-Gibbs statistics. Such systems lack linear relationship between the
input and the output, or between a cause and its effect. Formally, such relationships are commonly described by
a power law. Scientists are particularly interested in two types of dynamics in complex systems and complex
networks:
— event-driven processes, a dynamic process is apparently caused by external interferences, for
instance, a fire caused by a dropped match
— self-organized criticality, a system in which dramatic changes may take place in the absence of major
causes at the macroscopic level [Chen, 2003].
Despite current complex network theory have not yet reached a level that one can specifically identify the cause-
effect relations associated with the dynamics observed over a complex network, we should consider it as new
approach to well known areas of research including web mining and multi-agent systems.

Network dynamics and topology of World Wide Web

Robust development in Information Technology and it's still gaining popularity has impact on the World Wide Web
acting as an information super highway. Millions of people all around the world have access to miscellaneous
information scattered over the Web. The distributed and dynamic nature of the Web has thrown down the gauntlet
to information retrieval on this complex information space. The software agent technology seem to be appropriate
to pick up this gauntlet. The system consistent of autonomous, collaborative and adoptive software entities is
suitable for solving complex problems and coping with huge amount of information, but this software agents must
be aware of their surrounding and run strictly connected to it.

Existing in real world networks, reveal more complex structures than were firstly considered, so the sense of
topology evolved and acquired importance [Dorogovisev, 2002]. Knowledge of topology is necessary to
understand phenomena occuring in the network.

In the simplest random network model, vertex pairs are connected with each other with some probability value.
Traditional approach to physical networks expose them as real finite dimensional regular lattices, field fully
connected graphs or random graphs. Watts and Strogatz have developed model that interpolates between
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aregular ordered graph and a random graph calling it small-world phenomenon [Watts, 1998]. Their model is
appropriate for systems having a high degree of local clustering combined with a short finite path length between
any pair of vertices. This feature is common among many social networks of human relationships, electric power
grid, etc. A small-world network can be constructed starting from a regular lattice, in which each vertex is joined to
its neighbours or fewer lattice spacings away, and then adding or moving a portion of the edges. The moving can
be done by examining each vertex in turn and with some probability moving the other end of the edge to a
different vertex chosen at random. The result is a lattice with shortcuts.

To study the degree distribution of a network, let px denote the fraction of vertices with degree k, or, the
probability that a vertex chosen at random has degree k. Random network models produce usually a Poisson
distribution for px , whereas most real-world networks have highly right-skewed degree distributions, meaning that
there are lots of vertices having a few connections, and some vertices have many connections — highly-
connected vertices are practically absent in random and small-world networks. The networks with right-skewed
degree distributions have no characteristic scales for the degrees, thus the networks of this kind are called scale-
free. Their degree distribution follows a power law px ~ k -*. Barabasi and Albert built the model and found that
the exponent in the power law has been approximated for many different real-world networks having values in
range 2 < -y < 4 [Albert, 2002]. The World Wide Web topology based on preferential linking and revealing small-
world phenomenon is currently one of the largest global social networks for which topological information is
available.

Web mining

Web mining is the use of data mining techniques to automatically discover and extract information from web
documents and services [Dunham, 2006]. There can be seen huge grow and impressive evolution of the Web
uncovering scalability problems of actual Web search engines. The Web structure can be compared to graph
structure where pages appear as vertices and hyperlinks as edges. Collecting miscellaneous useful informations
from this structure is called Web mining and can be divided into three categories:
1. Web content mining,
2. Web structure mining,
3. Web usage mining.
Web content mining aims at the knowledge discovery, where the objects are common collections of text
documents, sets of multimedia documents such as images, videos, which are incorporated or linked to the Web
pages. Web content mining from the agent-based approach aims on improving the information finding and
filtering and could be divided into the following three categories [Cooley, 1997]:
— Intelligent Search Agents. These agents search for relevant information using domain characteristics
and user profiles to organize and interpret the discovered information.
— Information Filtering/ Categorization. These agents use information retrieval techniques and
characteristics of open hypertext Web documents to automatically retrieve, filter, and categorize them.
— Personalized Web Agents. These agents learn user preferences and discover Web information based
on these preferences, and preferences of other users with similar interest.
There is another approach to the Web content mining which aims on modeling the data on the Web into more
structured form in the purpose of applying standard database querying mechanisms and data mining applications
to analyze it. This approach is categorized to Multilevel databases and Web query systems.

Web structure mining concentrates on revealing the structure of the Web. The effort is focused on discovering the
model underlying the hyperlink structures of the Web. This model can be used to categorize the Web pages and
is useful to generate information such as similarity and relationships between Web sites containing important
information which can help in filtering or ranking Web pages. Divergent nature of the Web and its objects creates
new challenges and even obstacles, because there is not possibility to strictly make use of existing techniques
such as database management or information retrieval. Since the Web is full of loops and traps, to generate
a Web structure, the circuits and repetitive cycles should be detected and removed, without which a client may be
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lost in Cyberspace through the complex cycles. Multi-agent systems seem to be well suited and have sufficient
capabilities to perform such task.

Web usage mining covers the prediction techniques of the users behavior and their interactions with the WWW.
The most useful source containing information for such analyses are logs from Web servers. The data collected
from Web log records allows to discover user access patterns of Web pages and their interests. Typical
applications generated from this analysis can be classified as personalization, system improvement, site
modification, business intelligence and usage characterization [Cooley, 1997]. Web usage mining sometimes
encounter obstacles for instance, due to the collaboration lack of the users or webserver administrators, who tend
to keep the Web log records as jealously-guarded secret. Due to this fact, privacy plays a key role in Web usage
mining, because users should be at least warned about privacy policies before they admit to reveal their personal
data. There are no straight boundaries between Web structure mining and Web usage mining, hence all of them
could be used in combined applications, which will not be discussed here.

Non-extensive thermodynamics and its impact on web mining techniques.

Since most of the systems in nature are in nonequilibrium states, not even tending toward equilibrium, over the
years considerable effort has been devoted to the development of nonequilibrium statistical mechanics and
nonequilibrium thermodynamics. The fluxes of energy, matter, etc. in nature are irreversible [Prigogine, 1961].
The second law of thermodynamics fixes the direction of these irreversible processes by specifying that the
accompanying entropy production should be always positive. This is so indifferent of whether the system is open
or closed, and independently of whether entropy flows into or out of the system to its surroundings. For an
isolated system the second law therefore indicates that entropy can never decrease, but it does not affect open
systems, where entropy can either increase or decrease. The Shannon information entropy defines entropy in
terms of the probability distribution of observations, or the information applying to a set of observations. In
nonequlibrium systems, irreversible behavior occurs as information is lost in the observation process. Driving a
system away from equilibrium breaks symmetry and consequent emergence of organization but can also affect
stability of the system by producing turbulences. Questions related to the statistical thermodynamics of
irreversibility and self-organization are important in a wide range of new and cross-disciplinary fields, such as
epidemiology, evolutionary dynamics, artificial life, agent technologies and web mining [Dewar, 2003].

Most systems, including Web, are not isolated they are open in various ways and they experience fluxes of
energy, mass, information, etc. across their boundaries. Although the total entropy of a system plus its
environment must increase, it does not follow that the entropy of an open system must increase. Instead, there
are many remarkable instances of self-organization of such systems into coherent structures, ranging from
tropical cyclones through individual biological organisms to human civilizations. Constantino Tsallis proposed new
entropy definition to cope with all these phenomena [Tsallis, 1998]. So the question is not: whether self-
organization of the Web will occur or not, but when it will occur and what are general principles to determine it?

In the last few years, there has been a great interest in understanding the topological properties of multi-mesh
peer-to-peer networks which are capable of rearranging topology in case of node or link failure. This studies help
us understand the behavior of systems such as the Internet and the World Wide Web. Whilst studies driven by
traditional approach assume that once a link is created between two nodes, it is never deleted, research devoted
to dynamic communication networks show that links are being constantly rewired. An important issue is to
discover the topology that, given a search algorithm, optimizes the search process, optimality is defined as the
minimization of the average time to perform a search. Clearly, being able to obtain such topology structures
seems to be a useful guide to drive the evolution of dynamic communication networks [Cholvi, 2005].



128 No:13 — Intelligent Information and Engineering Systems

Conclusion
Table1. Reductionism vs. System-Oriented Perspective.
Reductionistic, Object-Oriented Approach System-Oriented Approach
Principle Behavior of a system can be explained the Multipartite systems have emergent properties
properties of its constituent parts that are only possesed by whole system and not
the isolated parts
Model characteristics Linear, predictable, deterministic Non-linear, stochastic, sensitive to initial
conditions, chaotic
Agent interactions Homeostasis principle, normality, Adaptation, robustness, percolations, self-
cooperation, self-regulation organization
Network topology Erdos-Rényi graphs, random linking, static Small-worlds, preferential linking, scale-free
wiring networks, dynamic, self-organizing topologies
Probability distribution Poissonian or Gaussian distribution Heavy ftailed, self-similar, Pareto, Zipf
distributions
Entropy definition Classical Boltzman-Gibbs, Shannon Tsallis non-extensive entropy
Information flows Laminar, deterministic fluxes Turbulent, self-similar fluxes

Still evolving network of hyperlinks and Web pages needs integration of different mining methods taking
advantage of multi-agent architecture to permit the discovered knowledge to be verified, reliable and updated
automatically. Automatic and non-invasive web personalization seems to be a challenge for nowadays search
engines. As we can see in the table 1, underlying principles of web mining techniques should be revised in order
for a system perspective to be fully appreciated. The reductionism nature of current paradigm manifests in many
aspects leading to wrong perception of the Web. The developing fields of chaos theory, non-extensive
thermodynamics and complex system science has not yet sufficient contribution to the Web mining. What
becomes evident from these analyses is that the behavior of the system arises from the active interactions of its
components appreciating emergent phenomena of coexistent entities. As it was said, the Web is kind of rapidly
changing, uncertain environment with indeterministic information, thus for better understanding the phenomena
occurring there, we need non-equilibrium thermodynamics and non-extensive statistics, which brings us adequate
description of the stability in the open, distributed system in the state far from the thermodynamic equilibrium.
Multi-agent systems are naturally suited to run in uncertain environments, for example in networks where there
may be a connection or node failure, or someone can sabotage calculation by sending an incorrect data. Multi-
agent systems do not require a synchronized clock, they easily adapt to the environment dynamically increasing
and decreasing consumed memory size and processor usage (without any impact on performed calculations).
They also tolerate a stopovers and frequent delay of communication as well as are capable of taking advantage
of heterogeneous environments. The World Wide Web is an interactive and dynamic network in which the
properties of single Web site is contingent on its relationships to other sites. Thus Web mining is performed with
high risk of mistakes due to cheats and abuse done by unreliable Web-users, -masters etc. Widely used web
mining techniques are susceptible to such unfair tricks because have not shifted to system oriented
perspective yet.
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THE ROLE OF MULTI-AGENT APPROACH IN BUILDING INFORMATION
INFRASTRUCTURE FOR A MODERN COMPANY AND CARRYING OUT
MANAGEMENT TASKS

Elena Serova

Abstract: Companies applying information, communication technologies and computer simulation modeling tools
are paying more and more attention to the ability to adaptive and hybrid architectures when building and
developing information infrastructure. This paper studies an approach to forming an external information
infrastructure for a company with a developed clientele by joining opportunities of CRM (Customer Relationship
Management Systems) technologies and intelligent agents. Companies can succeed in carrying out their
development strategies by following modern trends, adding intellectual information tools to CRM systems and
creating an adaptive hybrid for external infrastructure based on the multi-agent approach.

Keywords: Modeling, Multi-Agent systems, Management, Customer Relationship Management systems.

ACM Classification Keywords: K. Computing Milieux - K.6 Management of Computing and Information Systems
- K.6.4 System Management — Centralization/Decentralization

Introduction

In modern Russia, using information and communication technologies (ICT) in management, including computer
simulation modeling methods and tools, is a key driver of business efficiency. They do this by: helping improve
quality of products and services, save labor and material costs, increase productivity, and improve production
management. In industrially developed countries, despite a much higher degree of IT penetration in businesses,
issues of choice and implementation of modern information systems and business simulation modeling tools that
would meet the market demand and business strategies are also vital. Development of companies’ external
information infrastructure (Il) and improvement of customer relations management (CRM) are growing in
importance, with intellectual information technologies (IT) developing.

When solving business problems, simulation modeling tools should ensure mutual understanding at all
organizational levels and bridge the gap between strategic vision and its implementation. One of the solutions is
multi-agent systems (MAS) that have been developing rapidly in the last decade. Modern business simulation
modeling tools use special software, programming languages and systems to develop models demonstrating
structure of business processes, relations between people and room for optimization in the organizational
structure as a whole.

This research studies the application of mobile agent technology to expand CRM possibilities for a growing
clientele and comprehensive adaptive information infrastructure. Whereas a client-oriented approach is widely
used as an element of business strategy, the agent concept is innovative and developing, and the very idea of
integrating MAS and CRM methodologies is quite new.

This issue is undoubtedly important for more and more companies facing the necessity to improve customer
relations management and recognizing their need for modern information and communication technologies and
approaches.

This paper aims at analyzing applicability and adaptability of the joint CRM and MAS technologies, as well as the
formation of comprehensive external information infrastructure for companies with growing clientele.

Thus, the research should study the concept of adaptive infrastructure, its modern technologies, and construction
of adaptive infrastructure with multi-agent systems and customer relations management systems.
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MAS for Management

Multi-agent systems as systems of distributed artificial intelligence have the following advantages:

o They speed up task fulfillment by parallelism and save the volume of data transmitted by passing high-
level partial solutions to other agents;

o They are flexible by using agents of various capacity to carry out a task dynamically in cooperation;
o They are reliable by passing functions from agents unable to carry out a task to other ones.

MAS integration into a company structure can bring the following results:
- Aninformation system specifically adapted to the enterprise’s needs.

- More flexibility and ability to adapt to the external environment, especially in uncertainty.

- Ability to search and get unorthodox solutions.

- Confirmation of suppositions that previously lacked information.

- Faster decision-making when modeling negotiations.

- Finding and resolving potential conflicts of interests in both external and internal environment.

- More reliable decisions made owing to the agents’ ability to pass functions to one another and redistribute
responsibilities, which is not always possible in real life.

- Optimized access to information for all employees.

Major advantages of the multi-agent approach relate to the economic mechanisms of self-organization and
evolution that become powerful efficiency drivers and ensure enterprise’s stable development and prosperity
[Chekinov G., Chekinov S., 2003]. Based on the multi-agent approach, a brand-new intellectual data analysis
can be created, open and flexibly adaptive to solve problems, and can be deeply integrated in other systems.

The published feedback on MAS application shows that there are the following areas of agent application:
o (distributed or network enterprise management;
o complex and multi-functional logistics;
o virtual organizations and Internet portals that sell products and services;
¢ academic management in distance-learning systems;
o companies with developed distribution and transportation networks (e.g., Procter&Gamble);
o distribution channels management;
o users’ preferences simulation modeling (e.g., Ford).

Big companies can see advantages to the multi-agent approach such as: faster problem solving, less data
transmission by passing high-level partial solutions to other agents, faster agreements and order placements.

Distributed companies find primary advantages in improved supply, supervision and coordination of remote
divisions and structures. Companies with wide and quickly changing varieties of products can flexibly react to
clients’ changing preferences and foresee periodic changes. Service companies can preserve their experience of
interaction and problem solutions with MAS technologies.

Integrating CRM and Multi-Agent Approach

Methodologies of the client-oriented approach to organization of company operations and the multi-agent
approach can be integrated. In other words, CRM strategy can be carried out with multi-agent systems:

¢ To simulate and forecast clients’ behavior, both returning and potential ones’;

e To coordinate dealers and remote divisions with a multi-agent system;



132

No:13 — Intelligent Information and Engineering Systems

To automate and improve the Customer Support process within the CRM concept;

To preserve knowledge and skills of marketing and sales specialists in the relevant agents’ databases;
To develop an integrated multi-agent Internet portal for agents to keep users’ personal contents;

To create a search agent to monitor outside information;

To organize a distance-learning portal.

Here are principal provisions of the methodologies considered in this paper as well as major mechanisms for their
implementation that can underlie integration of the approaches:

The CRM concept methodology provisions:

Systemic approach to customer relationship management;

Business strategy to efficiently manage customer relationship;

Client identification, profiling and personalization;

Assessment of clients and their needs with data analysis and sorting;
Long-term customer relationship;

Meeting client’s needs;

Cutting-edge management and information technologies to collect information about clients at every stage
of their life-cycles;

Automation of the three key divisions that are a principal interface between the enterprise and its clients:
marketing, sales and service;

New products based on customers’ feedback;
Every contact with clients fixed and stored in the contact history.

The CRM technology can be implemented with the following mechanisms:

collecting and processing partners’ data in a unified database;
automating and controlling managers’ work;
timely analyzing efficiency of the enterprise.

The multi-agent approach methodology includes:

Distributed artificial intelligence methods;

Human or software agent’s impact on environment.

Program’s ability to react to external events and choose relevant actions on its own;
Forming action plans, forecasting environment changes;

Social aspect in agents’ behavior and their interaction within a multi-agent system,;
Opportunities to transfer data, knowledge, responsibilities and tasks;

Systemic approach (agents are parts of a single system and carry out a single task);
Decentralized data, access to them and agent management;

Negotiation simulation modeling and finding an optimum solution from a conflict of interests.

Mechanisms used by the multi-agent approach include:

databases on a certain area of life with models of primitive values and relations as well as analysis,
learning and situational orientation algorithms;

agents’ cooperation, conflict of interests, economic cooperation methods;

object-oriented approach;
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e agent design standardization, special agent programming languages (e.g., the ACL group — Agent
Communication Language).
Interestingly enough, experts note that CRM systems are most efficiently applied, among others, by high-tech and
distribution companies. At the same time, distribution and new high-tech services are leading in using multi-agent
systems.

Please note that the suggested agent approach is not the only one possible, principal or most efficient to build
external Il for a company specializing in software development and integration. Yet, it can help the company get
the following advantages in management, strategy planning and development:

more efficient database maintenance gives more clients;

consistent users of the system get better service;

lower technical support specialists’ workload;

distance-learning portal attracts more users.

Let us consider an example of a software company whose external infrastructure consists of the following blocks:
potential clients; technical support and consultancy; education; sales and dealership. The company strives for
long-term contracts, customer loyalty and client-oriented approach. It has a distributed client network all over
Russia.

The basic stages to design a MAS for the company are:
1. To formulate the mission (goal) for the MAS.
MAS'’s goal is to build the company’s external Il to get certain advantages when working with the client network.
2. To determine MAS agents’ principal and additional functions.
The company should analyze its operations and find the key ones to efficiently manage the client network. The
following operations (components of key business processes) impact the client network management and are its
major, most important part:
e  Working with potential clients and customers;
¢  Keeping a database of potential and returning clients;
e Working with remote clients;
e  Controlling dealers;
e  Technical support and consultancy for users;
e  Trainings;
e  Online user support (keeping users’ personal contents on the company’s Internet portal);
o  Efficiently measuring marketing actions.
3. To specify agents and distribution of their functions.
Upon the previous item, the following agents are needed to build a MAS:
e Incoming requests processing agent;
e Potential clients agent;
e Regular customers DB agent;
e Remote clients agent;
¢ Consulting agents;
e Distance learning agents;
e User agent on the Internet portal;
¢ Information monitoring search agent.
4. To determine basic correlations (relations) between MAS agents
Agents’ basic correlations include:
e exchange of information received from external environment and acquired knowledge;
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information transfer from the potential clients agent to the regular customers DB and remote clients
agents;
distribution of incoming requests by the incoming requests processing agent among consulting,
potential clients, regular customers DB and remote clients agents;
distance learning agents’ interaction;
search agent’'s communication with Internet portal user agents—transfer of appropriate material (user
agents create requests to the search agent).
5. To define possible agents’ actions (operations):
e communications;
e interaction with users through a special interface;
e interaction with users during distance learning;
e cooperation and efficient distribution of information.
6. To analyze current or potential changes in the external environment (functioning conditions).
At present, the most efficient MAS scheme for the company under consideration is a system with an active
human involvement. This will be more effective for coordination of actions, efficient management of the client
network and better customer relationship is of primary importance. At the same time, such an important aspect as
releasing employees’ time is not critical, although the issue exists due to a high employee turnover. Among future
modification of the MAS suggested, there may be widening the agent network and transferring some functions
currently performed by humans to them.

Conclusion

Businesses and ITC are more and more closely interrelated. Like all over the world, IT in Russia is becoming a
critical element of the product/service and profit generation chains. Companies’ profits are growing with both cost
and management optimization, and more clients brought by client-oriented strategies. It is an international |I
development trend that the CRM technology is getting more and more popular, and companies are allowing
customers to form their requirements on their own. Yet, customer relationship management systems are most
often built on standard solutions based on CRM modules as connection tools between the ERP system and
external environment. CRM technologies in their essence cannot be a comprehensive tool to form information
infrastructure of a company developing information interactions in the external environment. That is why it seems
very interesting and perspective to study how external Il can be built to organize comprehensive client networks
with the widely used CRM technology along with a rare but perspective MAS approach. This area is as of yet
understudied, however it is developing quickly.

It is no less important that the ability to adapt and hybrid architectures are becoming essential when building II. A
company can successfully implement its development strategy by relying on these modern trends, adding
intellectual information tools to the CRM, and creating a hybrid adaptive external infrastructure based on the
multi-agent approach.

Once again, the suggested approach to building the external information infrastructure for a company with a
developed client network, based on joint possibilities of the CRM technology and multi-agent approach, is neither
the only one possible nor the most efficient one. Based on the methodologies and mechanisms of the system
described, one can find ways to integrate them, although it would not be appropriate to presume the
integration full.

The CRM and MAS technologies can be mutually complementary. Both of them offer a certain specific approach
to structuring business operations rather than just automating certain single processes. Thus, multi-agent
systems are a radical concept that starts an era of network organizations with intellectual robots’ collective
interaction by offering to switch from powerful centralized systems to fully decentralized ones, with hierarchical
structure replaced with network organization, rigid bureaucratic “from top to bottom” management (based on
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bosses’ commands for subordinates) with negotiations, and planning with flexible agreements. As a result,
production volumes, profitability, competitiveness and mobility are growing. The CRM technology also offers a
flexible approach to building the whole company’s business. The CRM methodology should not be considered
just a concept of interaction with clients; it is rather a system that helps build a long-term client-oriented business.
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APPLYING THE CONCEPTS OF MULTI-AGENT APPROACH
TO THE DISTRIBUTED AUTONOMOUS EXPLORATIONS

Vadim Golembo, Alexey Botchkaryov

Abstract: The problem of development and application of the multiagent techniques for organizing mobile
exploring agents' cooperative behavior is examined. The main problems related to design and operating of
distributed decentralized homogeneous multi-agent systems with restricted local interaction between agents are
analyzed. A number of collective behavior models (algorithmic, interpolational, entropic), which discover the
problems of distributed decentralized exploration are proposed.
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Introduction

The basic scenario of distributed autonomous explorations is the following [[Ogren, Fiorelli, Leonard, 2004] -
[Botchkaryov, Golembo, 2003]. The set of autonomous explorers is located in some environment. Then each of
explorers starts gather information and transmits it to the center (the case of global user) or to some actuators
located in the same environment (the case of local user). Together explorers form the system of distributed
autonomous explorations, which main objective is to gather more precise and complete information by less cost.
Main features of the distributed autonomous explorations' system are the following: 1) explorers are constructively
and operationally autonomous; 2) system is spatially distributed; 3) explorers do in-situ measurements in
environment; 4) system performs long-term explorations; 5) explorers are mobile. Examples of the systems of
distributed autonomous explorations are 1) mobile wireless sensor networks [Ogren, Fiorelli, Leonard, 2004] -
[Howard, Mataric, Sukhatme, 2002], 2) spatially distributed radar systems, 3) autonomous oceanographic
sampling network [Turner, Turner, 1998] , [Curtin, Bellingham, Catipovic, Webb, 1993], etc.

The current state of the art in the area of organizing mobile explorers' cooperative behavior requires a fresh self-
organization perspective look on the possibility to adapt the exploration instrument to the environment
characteristics. Thus in our research work on distributed autonomous exploration systems in the Laboratory of
Multiagent Systems at Computer Engineering Department of Lviv Polytechnic National University [Botchkaryov,
Golembo, 2001] - [Botchkaryov, Golembo, 2003] we try to develop corresponding multiagent techniques. Here
explorer station (sensor node, measuring device) is thought as mobile explorer (explorer agent) and corresponds
to intelligent agent [Weiss, 2000] , [Wooldridge, 2002 ]. In addition, the distributed autonomous exploration
system is thought as mobile explorers’ team and corresponds to multiagent system [Weiss, 2000] , [Wooldridge,
2002].

Problem statement

There are two main problems related to the operating of the distributed autonomous explorations' system. The
first problem is the problem of placement. It can be described in the following way. The number of explorer agents
located in environment (explored object space) is limited. This limitation naturally results from principle of
minimization of exploration instrument's influence on explored object. Hence, explorer agents' team can obtain
only the limited information about explored object at one moment of time. Based on this fact one can make the
following statement: different placements of explorer agents in explored object space give us images with
different amount of information about this object. Thus, the problem of placement arises: how one can place
explorer agents in object space to achieve image with maximum amount of information?
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The second problem is the problem of control. It can be described in the following way. The global (or local) user
is usually remote from the explorer agents. The user also has no or has a little a priori information about
processes in object under exploration. Hence, user cannot solve problem of placement precisely and in time. The
quality of decisions generated by user will be always limited by uncertainty about real conditions of corresponding
task. Based on this fact one can make the following statement: a user cannot eliminate the uncertainty because
of its remoteness while the explorer agents potentially have such ability. Thus, the problem of control arises: how
one can delegate the initiative in making rational decisions to the explorer agents?

Considering problem of placement and problem of control together, one can see that behavior of the explorer
agents' team must be in some way strictly related to the processes in explored object. In other words we need to
develop such a multiagent exploration system, which can autonomously (solving the problem of control) find the
best according to the specified criteria way of exploration (solving the problem of placement). Here the most
difficult case is non-linear dynamics of environmental processes (especially the so-called synergetic processes).
Thus, we can state the following proposition: if synergetic environmental processes will be explored by self-
organizing multiagent system, then we obtain the qualitative rise in autonomous explorations. Multiagent
exploration system must be capable to assimilate "order" of environmental processes (this "order" in fact is the
source of multiagent system's self-organization). In this way, multiagent exploration system obtains similar to the
environmental processes dynamics eliminating corresponding uncertainty.

The main properties of multiagent exploration system under consideration are 1) homogeneity of explorer agents
(all agents have the same structure (Fig.1) and embodiment and each agent perform the same set of control & Al
algorithms), 2) decentralized control (each agent makes and implements decisions independently, the control
center is absent), 3) local limited communication between explorer agents (each agent can detect and possibly
communicate only with neighbor agents within limited detection range).

Env Env

E(>S—>E—>D—>A::>

A

Other <:> C

aaents

Figure 1. Functional structure of mobile explorer agent:

S - sense the environment state, C — communicate with other agents,
E — estimate the appropriateness of previous action, D — decide about next action, A — actuate decision

Under these conditions, we consider the main problem of multiagent systems' design: how one can transform the
Global Utility Function of multiagent exploration system to local utility functions of agents? Or else how one can
make the desired collective behavior emerges from individual agents' actions? In this case, the best way of
exploration is equal to emergent collective behavior and corresponds to global extremum of the Global Utility
Function (Fig.2).

Here the following problems arise. How one can decide which way of exploration is better? How one can estimate
current success in finding proper way of exploration? How one can develop the effective algorithms of collective
behavior of explorer agents?

Emergent Extremum
The best collective of
way of behavior of Global
exploration explorer Utility
agents Function

Figure 2. The common framework
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Research and Development

Our approach (Fig.3) consists in implementing key problems (problem of control, problem of placement, and
eventually problem of self-organization) in designed task environments (models of collective behavior) and
developing the algorithms of collective behavior (collective decision making, multiagent reinforcement learning,
autonomous exploration heuristics) in framework of these task environments [Botchkaryov, Golembo, 2001] -
[Botchkaryov, Golembo, 2003], [Wooldridge, 2002 ] - [Botchkaryov, 2002], [Botchkaryov, 2005], [Botchkaryov,
Golembo, 2005]. Here we use the following theories and methods: real-time search [Ishida, 1997], learning
automata [Tsetlin, 1973], and reinforcement learning [Weiss, 2000] , [Sutton, Barto, 1998], [Kaelbling, Littman,
Moore, 1996].

Task
environments Algorithms of
Problems || (modelsof || collective
collective i behavior
behavior)
| I |
- collective
- problem of - algorithmic decision
control model makin.g
- problem of - interpolational - rT1uIt|agent
placement model relnfc?rcement
- problem of - entropic model learning
self- - autonomous
organization exploration
heuristics

Figure 3. Research & development flow

Algorithmic model. Algorithmic model is used to find the appropriate methods of decentralized control (i.e.
solutions to the problem of control) corresponding to the collective exploration specific. In the framework of this
model procedures of decentralized collective measurements are developed. In algorithmic model, the problem of
control of distributed autonomous explorations is interpreted in terms of load balancing problem [Botchkaryov,
2002] by analogy with algorithmic theory of measurements [Stahov, 1979]. Here each agent is thought as
independent balance weight. The agent can change his individual weight in some range. The collective of agents
must find the common weight equivalent to the unknown load (i.e. measured value). The agents do it step-by-step
manner being reinforced by current difference between their common weight and weight of unknown load. Here
the first question is solvability and the second question is quality of solution (minimization of number of steps).
The key problem in this case is uncertainty about the actions of other agents. An agent cannot decide explicitly
about appropriateness of his previous action because overall system reacts to the collective action. The analog
problem from multiagent RL is credit assignment problem [Weiss, 2000]. Different techniques can be used to
eliminate the uncertainty about other agents' actions. Even the most difficult case with lack of inter-agent
communication is solvable. We develop the number of collective behavior algorithms based on learning automata
[Tsetlin, 1973] and reinforcement learning techniques [Sutton, Barto, 1998], [Kaelbling, Littman, Moore, 1996].
We plan and conduct the number of numerical experiments with the algorithmic model [Botchkaryov, 2002]. The
main results are the following: 1) speed of balancing increases with communication limitations decrease; 2) speed
of balancing decreases with number of agent increase; 3) collective behavior algorithms based on reinforcement
learning techniques shows the best results.

Interpolational model. Interpolational model is used to find the appropriate methods of autonomous explorations
(i.e. solutions to the problem of placement). In the framework of this model procedures of autonomous
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explorations are developed. Here the discrete environment with function f(X) of some parameter realized over
points is considered. Each explorer agent can locate in one environment point, sense the function value in this
point and report this value to the center (parameter value and point coordinates). The agents can move through
the environment in any direction. The center builds the image F(X) of environment function using some
interpolation method. Here explorer agents play the role of mobile interpolation nodes. Deviation between f(X)
and F(X) can be estimated and taken as value of Global Utility Function of explorer agents' team. The key
problem in this case is uncertainty about the environment function and other agents' actions. Thus agents must
find the best placement in environment (to minimize deviation between (X) and F(X)) or organize convergence of
their movements to the best placements. At first, we develop relatively simple "relaxation" algorithms with low
inter-agent communication rate [Wooldridge, 2002 ]. The more sophisticated approach to develop corresponding
collective behavior algorithms is based on S-transform (Vallee-Poussin algorithm) and R-transform (R-algorithm)
of placements (case of Chebyshev's interpolation) and reinforcement learning techniques [Botchkaryov, 2005]
[Botchkaryov, Golembo, 2005] . Another approach is based on computer geometry methods, extremum search
heuristics, and reinforcement learning techniques [Botchkaryov, Golembo, 2005]. We plan and conduct the
number of numerical experiments with the interpolational model [Botchkaryov, Golembo, 2003], [Botchkaryov,
2005], [Botchkaryov, Golembo, 2005]. The main results are the following: 1) quality of explorations increases with
communication limitations decrease; 2) collective behavior algorithms based on heuristics shows the best results.

Entropic model. Entropic model is used to find the correlation between process of self-organization in explorer
agent's team and amount of information gathered in environment. Self-organization techniques are main subject
of interest here. According to the model environment is a network of stationary event sources (nodes) with
different Shannon entropy values (number of different events is limited and equal to all sources). Each agent can
move through the network, observe events in the node where he is currently located and report this information
(node id and event id) to the center. Center builds the statistical image of environment based on information
gathered by agents. Initially center supposes all event sources have the maximum entropy. Thus if an event
source has maximum entropy then an agent located in corresponding node gives no new information to the
center. The key problem in this case is uncertainty about the real entropy values of nodes and other agents'
actions. Under these conditions, agents must collectively decide about next placement over environment nodes.
Here some heuristics based on the statistical methods can be used. In this framework, we developed collective
behavior algorithms based on idea of probabilistic automata and reinforcement learning techniques [Botchkaryov,
Golembo, 2005]. We plan and conduct the number of numerical experiments with the interpolational model
[Botchkaryov, Golembo, 2005]. The main result is the following: dependence between self-organization
quantitative parameter and amount of gathered information shows increase of self-organization quantitative
parameter with increase of amount of gathered information.

Results and Future research

The main results of our work are 1) proposition to use self-organizing multiagent exploration system; 2) task
environments (models of explorer agents' collective behavior); 3) Global Utility functions in the context of
corresponding task environments (models of explorer agents' collective behavior); 4) algorithms of explorer
agents' collective behavior; 5) research and development software.

Complementary outcomes of our work are 1) algorithms of collective formation (inter-agent detection); 2) self-
synchronization methods for explorer agents' team; 3) self-organization of explorer agents' team in space; 4)
algorithms of keeping the communication connectivity while moving in space; 5) modifications and new variants of
reinforcement learning techniques.
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Extra outcomes of our work are 1) model of explorer agents' collective behavior based on poly-probe exploration
method; 2) game models of collective behavior with emphasis on exploration techniques; 3) intelligent agent
architectures adapted to the collective exploration domain.

Our future research will cover the following topics: 1) considering the multipurpose exploration case (for example
exploration of several functions in interpolational model); 2) integrating information obtained by multiagent
exploration system with data of satellite monitoring (including case where explorer agents play role of control
points for correcting data of satellite monitoring); 3) combination of different methods of explorations (point, tail,
bearing, center-probe, poly-probe); 4) emergent languages of inter-agent communication (problem of finding most
appropriate language for communication and explored object description during the process of exploration); 5)
most common case: collective perception (including the task of collective visual exploration of unknown object
using the image processing techniques).

Conclusion

Development of the systems of distributed autonomous explorations is an actual problem for many applications.
Multiagent approach can be successfully used for this purpose. The problem of effective environment exploration
is important in multiagent systems design too. Main problems related to the distributed autonomous explorations
were analyzed. Two of them are critical: problem of placement (how agent' team can find autonomously the best
way of exploration?) and problem of control (how one can organize team of explorer agents without centralized
control?). The way to use self-organization principle is proposed. Three models of collective behavior
(algorithmic, interpolational, and entropic) were developed. The algorithms of collective behavior of explorer
agents in the framework of these models were developed.
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Intelligent Manufacturing Systems

DESIGN CONCEPT OF INTELLIGENT MANAGEMENT SYSTEMS

Galina Setlak, Stawomir Pieczonka

Abstract: In this paper a concept of designing and building intelligent decision support systems in production
management is introduced. The new approach to the design of intelligent management systems is proposed
based on integration of artificial intelligence technologies (fuzzy logic, artificial neural networks, expert systems
and genetic algorithms) with exact methods and models of decisions search and simulation techniques. The
proposed approach allows for creating intelligent decision support systems of complex, unstructured
management problems in fuzzy conditions. The systems learn based on accumulated data and adapt to changes
in operation conditions.

Keywords: artificial neural networks, fuzzy inference systems, classification, decision support system, intelligent
manufacturing systems
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Introduction

Globalization of the world economy and growth of competition on the market impose increasingly greater
demands on modern entrepreneurs. Currently, management and control of production enterprises is impossible
without an application of appropriate tools supporting decision making at each stage of a company's functioning
from designing through to product exploitation. CIM (Computer Integrated Manufacturing) Systems are an
example of such available tools that enable composite automatization of technological and organizational
preparation for manufacture, current supervision, technological process control, organization and management.
The development of CIM Systems has, in recent years, been directed at applying the methods of artificial
intelligence to support decision processes and production control as well as monitoring, simulation and
technological process diagnosis. IM (Intelligent Manufacturing) [Chlebus, 2000], [Zuomin Dong, 1994], [Ladet,
Vernadat, 1995] is the most recent idea in the development of automatization and computer integration of
production systems. According to the definition given in [Chlebus, 2000], Intelligent Manufacturing is:

“‘a set of methods, procedures and Cax tools (eg. CAD, CAP, CAM) equipped with artificial
intelligence tools and supporting designing, planning and manufacturing.”

The following, among others, are the basic constituent elements of Intelligent Manufacturing Systems mentioned
in publications:

- intelligent machines and tools, i.e. numerically controlled machines and robots,

- intelligent manufacturing systems, and

- intelligent management systems.
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The concept of intelligent manufacturing combines the ability of decision-making support systems in generative
systems to obtain knowledge, to learn and to adapt to a changing environment and to the actual arrangement of
system components. The nature of intelligent manufacturing is system’s possibility to learn and its self-
development as well as the possibility to generate information necessary to control the integrated production
system.

The aim of the work is to present a conception of designing and creating one of the components of Intelligent
Management Systems as Intelligent Decision Support Systems alongside with the basic methods and tools of
artificial intelligence which are necessary to support decision making in these systems.

Basic Assumptions Behind the Conception of Designing Intelligent Management System

Intelligent Management System of a production enterprise denotes an information system which provides
necessary information, enables its analysis and use of analytical and simulation - based decision making models
in order to assist decision making at each stage of decision process, as well as it is capable of learning and
adapting to the dynamically changing environment and the current arrangement of system components. In other
words, it is a decision supporting system based on the applied methods and tools of artificial intelligence able to
solve complex decision problems, semistructurised or non-structurised, requiring the processing of incomplete,
unreliable, contradictory, or difficult to formalize knowledge.

The demands towards Intelligent Management Systems in a production enterprise are as follows:

- A possibility of collecting and processing different types of information from all sources, both internal and
external, in order to acquire and model knowledge necessary to make decisions at all levels of decision
process in an enterprise. At the same time a possibility of modeling knowledge and processes, based on
human thinking, is required.

- In a decision process, at decision selecting, the decision maker's subjective evaluation based on his
experience and intuition should be taken into account in IMS.

- There should be a possibility of preliminary information handling and analysis with analytical methods as
well as modern artificial intelligence technologies.

- A possibility of detecting emergency and critical situations and of prompt reaction to them. There must be
a possibility of situational data analysis in real time, necessary in an emergency inside the production
system or in its surroundings.

- A possibility to allow for complexity and comprehensiveness of decision-making issues in strategic
management support.

- Taking into account the lack of stability and change dynamics, both in the surroundings and inside the
enterprise, the IMSs under design should have the capability for learning from experience and adapting
the experience to intensive alteration of working conditions.

In the conditions of modern economy, information and data bases which were fundamental for integration
processes of design, planning and production control within CIM, are not sufficient; what is essential is a broadly
understood knowledge of all these processes. Data and information collection, modeling and processing,
currently evolve into a process of knowledge gaining, modeling and processing. The concept of knowledge is not
clearly defined in the literature. Knowledge does not only encompass very extensive and dispersed resources of
different types of information, but also, and above all, it is a complex structure of links between pieces of
information and it involves information that is difficult to formalize. Experience, qualifications, human intuition, and
models of different processes (including discreet, dynamic and stochastic processes) are all knowledge.
Therefore, the basic demand that an intelligent management support system should meet is the necessity for
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collecting and processing all types of knowledge from all sources, external and internal, in order to gain and
model the knowledge necessary to make optimum decisions.

Considering the above, what should be the base in methodology of intelligent systems design is an approach that
would address knowledge management issues and would combine the existing manufacture engineering systems
and subsystems with artificial intelligence technologies in order to create integrated environment for
comprehensive decision-making solutions.

Class ERP (Enterprise Resource Planning) information systems created in the late 1990s work in all enterprise
management areas: storage, production, finances (including management accounting), distribution, transport and
servicing. Additionally, they enable firms to cooperate with clients and partners effectively and in a modern way.
Currently, integrated systems assisting class ERP economic activity are commonly introduced, chiefly in large
production enterprises. In recent years, more and more integrated software packages (from e.g. Cognos,
Connect Distribution, Comarch, Microsoft, Oracle, Sybase, and SAP) have been appearing, both in the world and
on the home market, including packages that apply Business Intelligence technologies. Systems based on
Business Intelligence technologies are used to collect information, mainly in data warehouses, and to analyze the
data to support decision making in business processes. Bl technologies enable users to conduct a detailed data
analysis with the aid of different types of analytical tools (e.g. OLAP or data mining). The effective use of
Business Intelligence tools is very much dependent on data warehouses creation, which makes it possible to
unify and relate the data collected in various information systems of an enterprise.

It needs to be emphasized here that both class ERP systems and systems with Business Intelligence
technologies, despite many advantages, do not solve all the problems related to knowledge processing and
modeling such as, for instance, those pertaining to linguistic data or the natural language.

The analysis of the existing methods and approaches to the creation of enterprise management support systems
indicate that data warehouses currently constitute the basis for modern information systems and guarantee
effective use of the information included. Thus, implemented ERP systems and systems with Business
Intelligence technologies can be utilized as sources of knowledge while creating intelligent management system
of an enterprise.

IMS Design Approach

The suggested frame of IMS design uses the basic rule of object methods in which modeling of information and
processes is concurrent. It is also assumed that the design process is based on a single conceptual category of
‘an object’. The frame works on some assumptions made in the methodology of design and implementation of
open systems for computer integrated enterprises CIMOSA (Open Systems Architecture for CIM). CIMOSA was
developed by AMICE (European Computer Integrated Manufacturing Architecture) Syndicate within European
Union ESPRIT research projects in the years 1986-1996 [CIMOSA Association, 1996], [Ladet, Vernadat, 1995].
CIMOSA introduced an integrated enterprise modeling methodology based on processes.

In CIMOSA architecture an enterprise is defined as a set of domains consisting of a set of organizational
processes realizing elementary objectives of the enterprise activity. In the approach presented an assumption
was made that the domain may be defined for one or several spheres of the enterprise activity, implementing one
or several management functions, while the enterprise organizational processes are linked to the market
surroundings.

Based on the problem analysis conducted and the existing methods, and taking into account the afore listed
demands from IMS, the following basic rules for designing intelligent systems for decision-support in
management can be formulated:
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Intelligent Management Systems should be created as open architecture systems of modular structure
that would allow for their evolution, thus extending a range of possibilities in both the design process and
the functioning.

The rule will also secure, in IMS, the use of different methods of modeling and processing of knowledge
gained from different sources as well as updating the knowledge in real time. The open modular
architecture enables IMS to quickly adapt to the changing environment and according to the condition of
the enterprise components.

The Intelligent Management system can be described as a distributed system in the following way:

where

IMS =<M,R(M), F(M),F(IMS)>,

M={Mi} — set of formal or logic-linguistic models performing specific intelligent functions;
R(M) — choice function of required models (set of models) in a given current situation;
F(M)={F(Mi)} - set of model modification functions;

F(IMS) — modification function of IMS and its basic structural elements M, R(M), F(M).

The designed IMSs should be made into adaptable systems and capable of learning from experience.
A designed IMS should be able to aid the organization of a production process at any given time. The
reconstruction of knowledge models and decision processes should be conducted immediately every
time the need for process reorganization arises due to changes in the system. Learning systems design
will ensure effective system functioning in real complex conditions.

An IMS of distributed architecture should be developed to be equipped with possibility of parallel
information processing in order to increase its efficiency in collecting and exchanging a large amount of
information, its analysis as well as in making group decisions. It is essential to utilize contemporary
information technologies including local and global computer networks.

Widespread application of multimedia technology, computer graphics and hypertext in information
presentation.

Conceptual Model of Intelligent Management System

In the presented approach to IMS design it is recommended that IMS’s should be created as open architecture
and modular structure systems, enabling the application of several methods of knowledge presentation and the
integration of different knowledge processing schemes in the inference process, as well as the application of
several learning methods. In intelligent manufacturing systems, the following selected contemporary methods and
techniques of knowledge and decision process modeling should be integrated:

Artificial neural networks — the most fascinating tool of artificial intelligence, capable of modeling extremely
complex functions and, to some extent, copying the learning activity in the human brain.

Fuzzy logic - technologies and methods of natural language formalization, linguistic and quality
knowledge processing and fuzzification.

Genetic algorithms and methods of evolutionary modeling — learning algorithms based on theoretical
achievements of the theory of evolution, enriching the artificial intelligence techniques above.

The combination of these tools, in which knowledge is represented symbolically, with the traditional expert system
will make it possible to create complex programmatic tools for solving difficult decision-making problems at each
stage of enterprise functioning.
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The conceptual structure of Intelligent Management System is illustrated in fig. 1.
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Figure 1. A conceptual structure of Intelligent Management System

The structure of IMS consists of the following subsystems and modules:
1) Modules which are very common in Intelligent Systems architecture
» Databases and knowledge base
= Inference Engine
= Knowledge Acquisition Module
» Explanation Engine

» User Interface (graphical or command line; preferably with natural language understanding
functionality)

2)  The subsystems of Intelligent Technologies
= Expert subsystem (eg. Expert System Shell)
» Fuzzy Logic Subsystem
= Neural Networks Subsystem (eg. NeuroSolutions or Statistica Neural Networks)
»  Genetic Algorithms Module (eg. Genetic Library)
= Al Technologies Integration module
3)  Domain-oriented Information Systems

» Management Information System (MIS)
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» Computer Aided Design System (CAD)
= Computer Aided Process Planning System (CAPP)
= Computer Aided Quality Management System (CAQM)
» Management Support System (MSS)
4)  Problem Analysis Module
» Problem Simulation Module
» Monitoring Module

5) Decision selection and assessment subsystem. It includes practically verified analytical procedures as well
as problem solving probabilistic methods that turned out to be very effective in several real applications.

6) Communication subsystem. It is based on computer networks technologies and Internet infrastructure that
enable to acquire information from external sources.

Expert systems enabling decision support in product design and production process, planning and production
control as well as management have been widely used for several years in integrated production systems CIM
[Kacprzyk, 2001], [Ladet, Vernadat (ed.), 1995]. The classic expert systems are based on symbolic
representation and knowledge processing. The symbolic processing of knowledge is a characteristic feature of
most expert systems that are known [Kisielnicki, Sroka,1999]. In such expert systems, the following kinds of
knowledge base can be indicated: database, rule base, text base, model base, and common sense knowledge
base. The symbolic representation of knowledge had prevailed in research until very promising results were
achieved in a research on artificial neural networks by Rumelhart and McMlelland (published 1986). What can be
observed since that time is an intensive development of the application of these most fascinating artificial
intelligence tools to solve very difficult problems in different areas, including monitoring, controlling and
supervision of technological processes for manufacturing. Artificial neural networks are modern computational
systems parallel processing data and, above all, having the capability of adaptation and learning and a high
defect and fault tolerance.

Knowledge processing in neural networks is conducted dynamically [Mulawka, 1996]. This basic quality of neural
networks has been widely used by researchers for over twenty years to create so called hybrid expert systems. In
the research here presented, neural networks are used to classify and cluster data for marketing analysis [Setlak
2004], [Setlak, 2001] as well as to classify constructional and technological modules; they are, then, the basic tool
for data exploration, such as data mining, etc.

Hybrid expert systems were created as a result of integrating traditional expert systems, artificial neural networks,
genetic algorithms and fuzzy systems in different configurations [Rutkowska, Pilinski, Rutkowski, 1997]. In such
systems, thanks to neural networks, the process of knowledge gaining, which is, admittedly, the most difficult
stage of creating an expert system, is largely facilitated (instead of loading rules, the neural network is trained
based on a representative pattern). Fuzzy systems are built using the fuzzy set theory and fuzzy logic [Kacprzyk,
2001], [Zielinskiego, 2000], in which dependencies are expressed as fuzzy rules of the ‘IF/THEN’ type and which
include linguistic and qualitative variables. The possibility of processing, by fuzzy systems, qualitative knowledge
representing information which cannot be precisely described using traditional methods of mathematics or binary
logic, enables users to use these tools in intelligent decision support systems. As any artificial intelligence
method, fuzzy logic is an attempt to describe reality in a way akin to human reasoning. In fuzzy systems
knowledge is stored in structures of symbolic character. Fuzzy reasoning can be easily implemented as a neuron-
like numerical procedure, which made it possible to develop many effective methods of teaching fuzzy systems.
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Consequently, the theories of fuzzy sets and that of fuzzy logic has become an indispensable tool in designing
hybrid intelligent systems, including those supporting management.

The term of evolutionary algorithms refers to computational systems of problem solving, which work based on the
rules observable in natural evolution of living organisms [Rutkowska, Pilinski, Rutkowski, 1997]. To evolutionary
algorithms also belong such methods as genetic algorithms, evolutionary programming and evolutionary
strategies. However, due to the limited scope of this paper, the differences between them were not
addressed here.

The idea of genetic algorithms is based on processes observable in nature, such as natural selection, evolution of
species, mechanisms of reproduction and heredity. Simplicity and versatility are two important positive features of
evolutionary algorithms. In IMSs, genetic algorithms are successfully used, especially in solving optimization
tasks based on one or many criteria. Apart from that, genetic algorithms are used to find the most effective neural
network structure or neural-fuzzy system and as procedures teaching neuron-like structure. As a result of the
research, genetic algorithms were recognized as very effective tools for solving complex practical optimization
tasks including NP-hard problems such as scheduling manufacturing tasks.

In intelligent systems supporting management of integrated enterprises, simulation modeling methods must be
used to solve various problems, both at the stage of designing and that of production system functioning. Petri
Net model is currently the universal tool for modeling production processes.

Conclusions

In the work, a certain conception of designing intelligent systems for enterprise management was presented.
Based on the conception, a methodology of creating the IMS is being developed based on the integration of
artificial intelligence technologies with exact methods, well-known in the decision making theory, as well as with
simulation modeling methods. The approach proposed will open up a possibility to build an IMS of open structure,
combining existing information systems with the information sub-systems in production engineering using artificial
intelligence technologies in order to create an integrated environment for comprehensive solving of decision-
making problems in the system of intelligent manufacturing.

Intelligent manufacturing is the most promising and future-oriented of production system developments aiming at
further automatization, optimization and integration of manufacturing processes. Intelligent processing of data
from different sources will enable the integration of the data as well as strategic analyses and correct decision
making. Flexible analysis, diagnosis and reporting scenarios will make it possible to create a basis for evaluation
of the current situation and to facilitate and accelerate decision processes at each stage of the enterprise
functioning. Fully integrated intelligent manufacturing systems will, in the near future, enable enterprises to
function effectively and reliably on the global market, complying with its rising requirements.
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INTELLIGENT SYSTEM FOR ASSEMBLY PROCESS PLANNING

Galina Setlak, Tomasz Kozak, Monika Pir6g-Mazur, Wioletta Szajnar

Abstract: The flexibility, customization and localization offered by computer integrated manufacturings are
aftractive but generate a new class of management problems. Intelligent support systems are needed for the
managing: planning, implementation, configuring and operating of intelligence manufacturing systems. This paper
presents a project of intelligent system for assembly process planning. The paper includes a coincidence
description of the chosen aspects of implementation of this intelligent system using technologies of artificial
intelligence (neural networks, fuzzy logic, expert systems, neuro-fuzzy systems).

Keywords: Artificial intelligence, flexible assembly systems, neural networks, fuzzy logic, group technology
formatting rules.

ACM Classification Keywords: . Computing Methodologies, 1.2 Artificial Intelligence, J. Computer Applications,
J.6.Computer Aided Engineering

Introduction

Computer integrated manufacturing (CIM) provides manufacturing industry with the means to produce a variety of
products efficiently. Effective planning, scheduling and control in the CIM environment depend largely on proper
design of the decision support system (DSS). A manufacturing system is driven by input stimuli from the market in
the form of direct product demand, market conditions and feedback on production with a variety of information
perspectives. The activities of this system may be broadly classified as management (including strategic
planning), design, production planning and production operation.

The planning of the modern manufacturing systems is a very complicated and responsible task. It assumed that
the modern assembly systems are universal enough to be able to connect a high production capacity with the
small quantities of production lots and short cycle time. It should ensure a production under the conditions of
dynamical and sudden changes of the product range, the planed fixed dates for order realization and also the
possibility of fast introducing of product design change into production [Boothroyd, Knight, 1994]. According to the
opinions of many assembling specialists the module assembly engineering is the fundamental and most
promising direction of the development of the modern assembly technology [Grabmeier, 2002], [Szabajkowicz,
1998]. The module technology is based on rules of the group production technology, which dominated in last
dozen or so years, it improves and develops it [Szabajkowicz, 1998]. In addition, the module assembly techno-
logy enables a production adjusting according to market requirements, an easy adjusting oft the assembly system
to every change of the product design, adding new engineering assembly modules. The planning of the flexible
assembly modules in accordance with the modular engineering is the NP-hard problem at the centers for
research and science as well as in design offices of the leading production companies in the last years.

This paper presents the application of the intelligent system Computer Aided Assembly Process Planning
(CAAPP) for aiding of the module assembly technology planning, which was in [Setlak,1999] described. The
CAAPP was developed in order to aid the decision making in the designing and functioning of the flexible
assembly systems. In order to fulfill the identification and clustering tasks for product, parts and assembly unit
groups, additional program modules are used, which include Self Organizing Map (SOM) of Kohonen and neuro-
fuzzy systems.
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The approach of the modules assembly technologies

The module assembling engineering consists in presenting of the production process as a set of technological
modules. The technological module is considered as a structurally closed part of the processing, which conforms
to the functionality, integrity and universality requirements. The module assembly means, that the assembly
system has a modular structure and each module realizes a defined function or a limited function range, which
are part of a general assembly process. According to the definition [Szabajkowicz, 1998] a technological
assembly model composes “an integral set of the main and auxiliary activities of assembling, which are realized
in a defined sequence at one station and uses a defined tool set for connecting of surfaces, parts, subassembilies,
assemblies”. The connection of the elementary technological modules lies in a proper development and selection
of technological modules. Each of them realizes a proper design module of construction.

During the planning of the flexible assembly systems with the modular assembly engineering the following stages
can be selected:

o Analysis of the construction of the assembled product and the assembling technologies.

o |dentification and classification of objects into groups and subgroups of the processed parts and
(technological similar) assembly sets. The working out of a typical flow chart (based on common
assembly sequences, similar to the manipulation activities, duration, etc.).

o Separation of autonomic, integrated assembly activities from the flow charts, then assembling the
separated assembly units into groups depending on equipment with instrumentation to carry out these
operations.

e Planning of structures and functions of the constructional modules.

e Preliminary planning of elementary technological modules.

e Assembling of the elementary modules and selection of proper, possible variants of the technological
and constructional modules.

o Optimization of the technological module structure and the structure of the constructional module
realized.

o Clustering of the elementary technological assembly modules.

e Final planning of the technological assembly modules, the modular technological complexes and of the
corresponding constructional modules.

The analyses of the construction of the assembled product concerns first off all the analysis of a producibility for
the product construction, which is in the present generally made using the DFA methodology (Design For
Assembly). The analysis of the producibility for a construction must be carried out in order to simplify the product
constructions, reducing the part forms and subassemblies number. The questions concerning the producibility of
product constructions assembled automatically were investigated among other in [tunarski,1993]. In this work the
fundamental quality and quantity characteristics for producibility of product constructions for automatically
assembling are presented (these are such features, as: interchangeability, regulation possibility, easy controlling
and tool accessibility etc.). Planning products for assembly using the modular technology the constructional
product modularization principle is to be kept. That means that by planning of units, subassemblies and parts
following steps must be taken:

¢ I|dentification, separation of parts and basic surfaces;
e Use of typical assembly diagrams and methods;

o Aspiration to adjust a new product to such a construction, that the existing constructional modules and
technological modules can be used.
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By working out the expert system for modular assembly aiding system planning the necessity of integration of the
constructional planning process with the processing planning was taken into consideration in order to utilize better
the existing production equipment and eventually expansion or modernizing of it.

Concept of intelligent system for assembly process planning

The intelligent system Computer Aided Assembly Process Planning (CAAPP), which was described in
[Setlak,1999], uses PC-Shell 4.0. — domain independent expert system shell, having strong hybrid properties. The
PC-Shell has been implemented in Artificial Intelligence Laboratory (AITECH, Katowice). The PC-Shell 4.0
system integrates the expert systems shell using blackboard architecture elements and the simulator of the
neural network. It assures the knowledge representation as declarative expressed rules, facts and distributing
knowledge in the neural network. The expert knowledge can contain in some knowledge sources. A concept of
model of the system CAAPP for aiding of assembly module planning was shown in [Setlak, 2008].

For aiding of the planning of the modular assembly technologies and to solve the problems of identification and
classification of products groups, parts and units, the program modules have been developed, which complete
the expert system CAAPP. These are the program module KLASGRUP and the module PKTMT. The program
module KLASGRUP includes all procedures, which are necessary to carry out the constructional analysis of the
planned or modernized product, and procedures to clustering the processed parts and (technological similar)
assembly units of the mounted parts in order to separate and work out the constructional modules. The module
PKTMT contains procedures for classification and grouping of the technological assembly modules. The details of
the working out and structure of the expert system CAAPP, which technologically aids the assembly production
preparation, are shown in the work [Setlak,1999].

To realize and test the program modules form aiding of the planning of the flexible assembly systems using the
modular assembly engineering the knowledge base must be completed with following data:

e typical constructions;

e constructional features of the product parts;

o typical assembling flow charts and assembly methods;

e machinery data, technical equipment of the production system data;

e production costs for representatives of products from technologically similar groups.

In form of algorithms the constructional product analysis methods and assembly technology are formalized. The
intelligent system CAAPP has been expanded by two additional modules; in addition a user interface has been
introduced, which enables a presentation of a quality, verbal information in form of referring to adequate primary
fuzzy sets. It enables a use of fuzzy inference engine in the program modules KLASGRUP and PKTMT the
neural networks are used to classify the assembly parts and group the products.

Application of neural networks and neuro-fuzzy system for classification of assembly parts
and units

The application of the clustering procedure can be classified into one of the following techniques [Jang, Sun,
Mizutani, 1997]:

o hierarchical form trees in which the leaves represent particular objects, and the nodes represent their
groups. The higher level concentrations include the lower level concentrations. In terms of hierarchical
methods, depending on the technique of creating hierarchy classes (agglomerative methods and
divisive methods);
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graph-theoretic clustering,

fuzzy clustering,

methods based on evolutionary methods,
methods based on artificial neural networks.

The basic algorithms of the classification methods of machine elements are presented in [Ramachandran, 1991],
[Ed. by Knosala, 2002], [Zolghadri Jahromi, Taheri, 2008].

Neural networks are widely used as classifiers; see e.g. [Jang, Sun, Mizutani, 1997], [Moon, Divers, 1998].
Classification and clustering problems has been addressed in many problems and by researchers in many
disciplines like statistics, machine learning, and data bases. The basic algorithms of the classification methods
are presented in [Nauck, Klawonn, Kruse, 1997], [Setlak, 2004]. In the literature various classification methods
have been proposed (see e.g. [Grabmeier, Rudolph, 2002],).

In this work two approaches have been applied to clustering of parts and assembly units. As basic method it was
used Self Organizing Map (SOM), which were introduced by T. Kohonen in the early '80s. It is a class of
unsupervised learning neural networks, to perform direct clustering of parts families and assembly units. This type
of neural network is usually a two-dimensional lattice of neurons all of which have a reference model weight
vector (is shown in Fig. 1). SOM are very well suited to organize and visualize complex data in a two dimensional
display, and by the same effect, to create abstractions or clusters of that data. Therefore neural networks of
Kohonen are frequently used in data exploration applications as well [Kohonen, 1990], [Takagi, 2000]. The SOM
can learn to recognize clusters of data, and can also relate similar classes to each other. SOM networks can also
be used for classification when output classes are immediately available - the advantage in this case is their
ability to highlight similarities between classes. SOM have been applied to classification of machine elements in
group technology [Malave,1992], [Ed. by Knosala, 2002], [Setlak , 2004], [Setlak, 2008].

NELrans

wejscia

Figure 1. Self Organization Maps (Kohonen Networks)

The training of the SOM is achieved through a competitive learning process which consists of two steps that are
applied iteratively.

o In the first step each input vector is compared to all the neurons’ codebook vectors. The neuron s that
has its codebook vector at the shortest geometric distance to an input vector becomes the winner for
that input vector.



154 No:13 — Intelligent Information and Engineering Systems

e In the second step, each winning neuron and its surrounding neurons, i.e., neurons within
a neighbourhood Ns gradually change the value of their codebook vectors in an attempt to match the
input vector for which it has won.

This cycle of competition and learning processes is repeated. At each cycle the size of the neighborhood of the
winning neuron is decreased. The whole process terminates when each codebook vector has reached
a satisfactory approximation of their corresponding input vector.
In the examples below the presented algorithm have been used the method of geometrical description of the units
of machine engines described in [Knosala,2002].
Geometrical features of structural elements were presented in the form of the matrix of properties. This method
consists in exploiting geometrical primitive conditions which basic geometric features of similar are describing.
Next made coding of geometrical features which consists in using wood is B-Rep method in order to receive the
structure of the model in the three-dimensional space (3D). As a result of the division of the model of the element
in three dimensions with the determined resolution to layers a matrix image of the element is received.
The format of input data is being presented as follows:

x> <y>  <z>

<nr element> <nr layer > < the number of layers>
X112 <X12> ... <X1n?

<Xn1> <Xn2> ... <Xnn>
Where three first values means the resolution of the division of the 3D element into classes.

Grouped elements were written in the digital form at the 16x16x16 division in harmony with the accepted
accuracy of the description of elements. The training data set includes 16x16X16 data items. The Kohonen neural
networks composed of 16 neurons.

The other approach applies fuzzy logic and neuro-fuzzy systems for classification of parts and assembly units.
However, neural networks work as a "black box", which means that they produce classification results but do not
explain their performance. Thus, we do not know the rules of classification. Neural network weights have no
physical interpretation. Fuzzy and fuzzy-neural systems can be employed in order to solve classification problems
[Rutkowska, 2002]. Some of the major woks in this area are ANFIS (Adaptive Neuro-Fuzzy Inference System,
[Jang 1997]), NEFCLASS (Neuro-Fuzzy CLASSification system, [Nauck, Klawonn, Kruse, 1997]), CANFIS (Co-
Active Neuro-Fuzzy Inference System), [Lin, 1996].

A neuro-fuzzy systems for classification of parts and assembly units can be presented and is shown in Fig.2.

It is connectionist multi-layer architectures of neuro-fuzzy systems. The neuro-fuzzy systems are rule-based
systems that realize fuzzy IF-THEN rules, described as follows:

k
R(k): IF x;is AI; and x,is A’; and. .... and x,, is An  THEN (y is By), (1)

where X:(x],xz,...,xn)T, xiand yeY c R for =1,2,..,n - are linguistic variables, Af?_cX,-cR

(i=1,2,...,n) are fuzzy sets characterized by membership function ,uAk(x), B, for I=1,2,...m — are classes, N
l

denotes the number of rules R(%/  fork=1.2,...N.
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Figure 2. Fuzzy-neuro system for classification of parts and assembly units

In this fuzzy neural classifier each rule is associated with one class. The input values constitute the input vector

T
X*=( x’;, x}‘ x:; ) . The output values represent degrees of rule activation, described as follows:

e = Ty xi) )

where 11 (k(x;) is the Gaussian membership function and
1

characterized by the center and width parameters, x;‘k and o—f.‘ :

2

. xi—x;‘k 3

H e (xi)=exp| = " (3)
1

The neuro-fuzzy system performs a classification task based on the values of 7, for k=1,2,...,N. Each input

T
vector X* = ( x?,x?...,xz ) s classified to the class Bj, for =1,2,...,m, which is associated with the maximal

degree of rule activation.

In the examples below the presented algorithm have been used the method of geometrical description of the units
of machine engines described in [Ed. by Knosala, 2002].

Performance of neuro-fuzzy system has been tested on the following input data. The neuro-fuzzy system has the
following features:

e Each neuron represents one fuzzy IF-THEN rule.
o The number of neurons equals to the number of rules in the rule base.

o Weights of the neurons have an interpretation concerning parameters of the
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membership functions of the corresponding neuro-fuzzy system.

o |tis easy to modify the network architecture when a rule is added or
removed (by addition or removal, respectively, the neuron that represents this rule).
Thus, in contrast to classical neural networks, the neuro-fuzzy classifier presented in this paper does not work as
a "black box". This classifier is a rule-based neural network.

Neuro-fuzzy classifier can contain many neurons, so it is no problem to increase the number of rules in order to
achieve better performance of the classifier.

Conclusions

The approach to the aiding of production systems planning based on the modular technology, proposed in this
work, is a very promising direction for research on the field of the new production technologies. In the present the
base problem at a practical realization of the presented expert system is lack of an access to data and work
immensity, necessary to the pre-processing of the input data and to enter them into the knowledge base.

In the paper we have applied Self Organizing Map of Kohonen and basic soft techniques for classification of parts
and assembly units.

The hybrid neuro-fuzzy system briefly presented in the paper was successfully applied for designing intelligent
decision support system. By using several advanced technologies (combination of fuzzy logic and neural
networks) it is possible to handle a broader range of information and solve more complex problems.

Future research in this work will be using the description of properties received as output date in program to the
design CATIA.

The research conducted proves that neural networks of Kohonen and neuro-fuzzy systems are a very effective
and useful instrument of classification of the elementary assembly modules and can be employed in order to
solve direct clustering of parts families.
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ROBOT CONTROL VIA DIALOGUE

Arkady Yuschenko

Abstract: The most rational mode of communication between intelligent robot and human-operator is bilateral
speech dialogue using a problem-oriented language. The dialogue mode of control raises the problem of
compliance between the human and robot perception of external world, logic, behavior planning and decision
making. We suppose that linguistic variables and fuzzy logic is the most suitable approach for the mentioned
problems. The model of the world formed on the base of natural space-time relations allows formulating the basic
robot operations in terms of linguistic variables and to solve the problem of planning of robot behavior in
previously undetermined environment. Using the fuzzy neural networks it is possible to train robot to fulfill
complicated operations by human-operator. Relationship between fuzzy logic approach and the procedures of
speech recognition are also under consideration

Keywords: mobile robot, fuzzy logic, human operator, remote control, artificial intelligence, operation planning,
robot learning

Introduction

Robot is a technical system for autonomous work in previously undetermined environment. Mobile robots are
normally equipped with manipulators, different sensors, including vision systems and on-board computer. Robot
may be treated as an intelligent robotic system (IRS) because it is capable to describe an image of the current
situation, to analyze the environment and separate objects, and to plan its own behavior necessary to reach the
aim stated by human. So robot is a single technical system capable for active cognitive behavior. Such systems
are usually controlled by human operator because his experience and intelligence are necessary to fulfill the
hazardous and responsible operations. But the mode of control of intelligent robot is sharp different from the
tradition modes. The control signals now are the speech commands using a professional problem-oriented
language. Feedback is the observation of the robot behavior (if possible) and speech reply from robot to operator
in the cases of indeterminacy or lack of information. So the most rational mode of communication between robot
and operator is bilateral speech dialogue using a problem-oriented language close to natural speech. Intelligent
robotic system controlled via robot-human dialogue is not more a “master-slave” system, as robot now is an equal
participant of the process; IRS may be treated as a “master-assistant system”. The dialogue mode of control
raises the problem of compliance between the human and robot perception of external world, logic, behavior
planning and decision making. Some of the problems are under consideration below.

Environment representation and problem of understanding

We suppose that linguistic variables and fuzzy logic may be the most adequate means to solve the problem of
external world representation in a human-controlled IRS. The “mental” world model of robot is based on the
corresponding representation of external world in human mind. Such description includes the description of
physical objects in the environment as well as spatial and temporal relations between them.

To describe the spatial relations of the current scene, extensional and intensional types of relations are applied
The former are represented by relations that describes location and orientation of objects. For example a1 is far,
to the right, and a little above a2. The latter include the relations like Rs— to be adjacent to; R, - to be inside of;
etc. Extensional relations are determined by membership functions, which in its turn may be determined
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experimentally using the statistically processing estimation of the same spatial relations by human-operators. As
for intensional relations — usually we used two unary relations - Roo — to be horizontal and Ror — to be vertical, as
well as 28 basic spatial binary relations. Other may be determined from the basic ones as a conjunction
[Pospelov, 1989].

The space situation is determined as a set of binary frames <object1-relations-object2>. Usually the observer, i.e.
the robot itself, is one of the objects. For every chain of binary frames may de determined the fussy relation
between the initial and the terminal elements of the chain. It make it possible to provide the mobile robot
navigation through the fuzzy determined map. Also is possible to change the point of view. For example, to
change the point of view of robot (in relative coordinate system) to point of view of operator, working in the inertial
coordinate system [Yuschenko,2002]. Since the environment is ever-changing due the motion of the observed
objects as well as to the motion of the robot itself, the scene description changes in time respectively. This
circumstance requires that we take into account not only spatial but also temporal relations in the external world,
such as to be simultaneous with, to be prior to, to follow et.c. The temporal relations evidently need the memory
of the preceding situations.

The names of specified objects of the current scene and space-temporal relations between them form the
thesaurus of the situational problem-oriented language (SPOL) for human-robot communication. The situation
now may be represented as a set of binary relations. Scene description allows a formal semiotic representation
that uses the spatial-temporal relations logic. So, a complex relation ay is on the surface S far and to the right can
be written as (as Rs S)&(ao ds f7 a1), where ap— is the observer, with respect to whom the distance and orientation
relations are formulated, Rs - fo be on the surface, ds is to be far, and f7 is to be to the right..

The world model is sufficient for robot navigation but does not sufficient for manipulation with the objects of the
world. The model of world is incomplete without sensation. Robotic system is equipped with tactile sensors, force-
torques sensors and other necessary types of sensors. In make it possible to introduce to the world model such
terms as heavy or light, warm or cold, smooth or rough [Roy,2003]. All the terms are fussy and may be
represented in the knowledge base of robot by corresponding membership function. As show our results the
linguistic representation of feeling is possible but doesn’t usually effective in robotics. The same as for human the
reflective robot motion is a synergetic complex perception-action. That is why for robot is more effective to form
the same complexes by previous training using teachable fuzzy (or hybrid) neural networks [Vechkanov 2002].
So the robot model of world seems to be of hybrid type: linguistic relations are complemented by sensory
stereotypes.

As far as robotic system can present the image of the scene constructed from the sensors data in linguistic terms,
it may describe the situation for the human by text in SPOL or by speech. And vice versa if operator represents
the situation by speech, robot can present the graphic image of situation with before known objects. The cognitive
activity of robot makes it possible to transform one form of presentation into another which may be determined as
‘understanding” the situation by robot.

Operations description and commands

External world description allows formalizing the robot’s operations within it [Yuschenko,2002]. We assume that
complex operations performed by robot can be represented as a sequence of a relatively few types of elementary
operations. These are define in advance and are stored in the IRS knowledge base as frames of typical
operations. A frame of this kind contains linguistic variables based description of the aims of an operation, the
initial stage scene, and the preconditions for the feasibility of the operation. The latter may depend on the specific
situation, the capabilities of the robot in question, and the properties of the object of the operation. Thus, the
structure of a typical operation frame is as follows: <operation name> <operation object> <initial situation
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(modifier of place)> <target situation> <operation feasibility conditions (preconditions)>.<additional details>. For
example: <move> <object A> <object A on B> <object A on C> <object A is free> <install object A shock-free>.
While performing technological operations this frame should sometimes have an extra slot <operation
performance method (modifier of manner)>.

Preconditions are one peculiarity of the discussed operations description approach. Generally, all preconditions
can belong to one of at least three types: a) situational, e.g. the condition object A is free means that there are no
other objects on object A; b) preconditions stipulated by the robot's capabilities: the robot is equipped with the
gripper suitable for type and size of the object; and c) preconditions connected with the peculiarities of the object:
the object is a rigid body and can withstand the force developed by the gripper without any damage. The operator
can control a robotic system directly by giving the names and aims of the typical operations in the problem-
oriented language, e.g., forming the commands as <move object A to plane C» «insert shaft A into orifice Os. Such
commands call the full frame as before. Some slots of the operation frame may be empty. To fulfill them robot
may address queries to the operator with corresponding questions. Another way of the command complication is
the cognitive activity of robot, which can change the point of observation or investigate the manipulation object
using the sensors. Preconditions description may not always be complete in the sense that some of them may not
be defined. For example, it may not be known whether there is free space on plane C, on which object A is to be
put. Then a query to the cognitive operations base is formed, and an operation is selected for examining plane C
that is supposed to provide for filling in the empty slot. The system can also formulate address queries to the
operator, if cognitive actions yield no results or uncertainty persists.

The description of typical operations expands the situation description thesaurus introduced above. Another
problem for complicated sentences is the syntax of the SPOL. As may be seen above the problem is solved by
the rigid structure of the operation frame. It is not the best way for operator, but it allows to solve the problem of
separation of words in continuous speech. The commands perceived by robot may be corrected via dialogue.
Possibility of IRS to transform the information from one form into another mentioned above allow to present the
goal situation in graphic form and to use means of computer aim-pointing. Last time other ways to command by
robots are under consideration such as arm movements and gesture [Chernakova, 2009].

Complex operations planning

A distinctive feature of planning procedure in robotics, as compared to numerous methods of Al- planning, is the
possibility of continuous comparison of the real situation observations and the conditions defined during the
planning stage. The contradiction between the real and prescribed situation generate the plan to resolve
contradiction between the reality and it desirable image [Magazov, 2007]. In the case when preconditions of
prescribed operation are not satisfied the operation can not be classified as elementary ones. For example the
object is to be transported from initial place to another but the precondition of situation type is not satisfied (object
is not free). The contradiction emerged from the prescribed and real conditions result to find another operation to
solve the contradiction (to make the object free). But preconditions of new operation may be also not satisfied.
At last a chain of consented elementary operations will be constructed in such way that result of n-th operation
meets the preconditions for the (n+1)-th operation and the last operation in the chain achieve the aim. This
procedure can be represented as directed graph, with its root being the target situation [Yuschenko, 2005].

During the realization of the plan we propose that comparison of the real and planned situation is fulfilled after
every stage of the procedure. If after the actual completion of n-th operation the prescribed conditions are not
achieved, the planning process is repeated, with the current situation being assumed as the initial.

The conflict resolution approach is rather similar to human cognitive activity while planning actions, which is also
based on comparing the operative image of the situation and the target image. The conflict resolution principle
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application requires a further extension of IRS control language. Besides the typical operations we now need
a thesaurus for situational conflicts resolution by means of performing typical operations. If spatial relations are
intentional then each type of conflict induces its own typical operation to resolve it. For example: if the aim is: (as
Rs S), i.e. object a; is on the surface S, while in fact (as ~Rs S), then the conflict induces a typical operation move
arto S. If the aim is defined as (a1 R 2 C), i.e. shaft as is inside orifice C, while observation results show (as R
C), then a typical operation is induced: insert as into C. If the condition af is free is necessary for further
operations, while in fact we have: (a; Rs ay), i.e. a2 is on af, then a typical operation remove a; from ay is
induced. One can easily proceed with this list of action that resolve intentional type conflicts.

If the relations are extensional there is no need for a special vocabulary for matching the situation with the
required typical operation. Conflict can be resolved by performing a typical operation aimed at the relation
specified as its precondition. If a mobile robot R is expected to in position (R dy f; N) with respect to observer N,
while in fact a different conditions holds true: (R do, 2 N), then the required operation will be defined in the form
of: move robot R from position (R dz f. N) to position (R di f; N).

Robot learning by neural fuzzy network

A disadvantage of the existing approach is that the operator has to define the rules for different situations
beforehand, hence the situations should also be known in advance. The rules of behavior cannot be formalized in
advance when the human control robots using his personally sensory skill. For example a skillful human operator
can successfully control the mobile robot movements in environment with complicated obstacles but can not
describe the rules he used. Another example is the assembly of the “shaft-hole” type.

For such cases operator guides the robot through typical situations after which information is processed in, e.g.
teachable fuzzy (hybrid) neural networks. The network ANFIS (adaptive neuro-fuzzy intelligent system) type was
proposed for mobile robot control in the environment with obstacles. The system able to teach itself using the
telemetry data received for skillful human operator remote robot control. The robot under consideration had three
pairs of caterpillars and the problem to control all of them in real time scale was complicated for human. The task
was to teach the mobile robot to get over the typical obstacles by itself. In the experiment the robot was controlled
by experienced operator. The input variables were the current angles of the robot platform orientation and the
torques of drivers. As the output variables the controlled angles of four robot caterpillars were considered. The
training of the net was realized by error back propagation method. The data obtained during experiment by
telemetry had been processed by cluster analysis method. It proved to determine both the typical situations and
the corresponding control signals formed by operator. After the training procedure the fuzzy network showed
results of control close to the same of human control [Vechkanov 2002]. As a matter of fact the hybrid network
constructed could by itself formalize the fuzzy rules which human operator could not determine. The fuzzy mode
of control allows the robot to get over the obstacles of the prescribed type for wide range of their parameters. But
as new situation critically differs from the previous ones the training process has to be repeated again. All the
previous tunings may be remembered in the system memory, so the robot “experience” is expanding after all new
training cycles.

The same learning control systems may be applied in other types of robotic system to form the “skill” of the
artificial system. A good example of such system is the industrial manipulation robot for assembly operations of
“shaft-hole” type using a 6 d.o.f. forces-torques sensor. The number of possible situations during such operations
is not large and all of them may be described beforehand. So the task of the fuzzy system is to recognize the
situation and form the fuzzy rules similar to those for experienced operator. The experiments showed that for
situation recognition in this case may be reliably applied an artificial neural network with one hidden layer.
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As a matter of fact the reflective behavior of robots use mainly the sensor information so it effectiveness may be
improved using other sources of information. The vision system may recognize the type of the obstacle and to
adjust the fuzzy controller previously. To recognize the type of the obstacle the robot control system may be
taught using the simulation of the environment. The type of the obstacle also may be determined in dialogue with
operator.

Another problem under consideration nowadays is to teach robot by itself (i.e. without the teacher), because there
are many situations when operator has not necessary information of the robot position and state. For such
situation the training without teacher may be realized on the base of trainable neural networks [Zhdanov, 2008].
Author treated the basic feature of such systems as robot emotion, which help the system to recognize the
positive or negative result of its behavior in memorized situation. Most perspective direction seems to combine
the previously trained system with possibility of self — teaching.

Speech interface

Speech interface consists of recognition and linguistic blocks. The recognition block is a device for transforming
speech signals as well as interpreting them as separate words or phrases. The linguistic block performs the
interpretation of statements into SPOL, as well as the representation of these statements in a semiotic form.

At present there are two most widely used methods of speech recognition: Dynamic Time Warping (DTW), or
template matching, and hypothesis probability estimation using Hidden Markov Models (HMM). For continuous
speech recognition one can employ template phrases construction, using the information on the grammar of the
SPOL. The HMM method using hypothesis probability estimation with Viterbi algorithm (beam-search) allows to
recognize continuous speech almost independent of the speaker. However this method requires a high quality
and expensive teaching speech database. N-grams method may be also successfully applied in robotics

Operator/s statements for IRS control can be formulated in the SPOL mentioned above. In the case of successful
recognition we obtain, that (1): command is split into semantic units (action, object, modifiers), each of the part of
the statement-command is assigned permissible and relevant values from the program data-base, feasibility of
the operation is assesses, based on the current working scene status. The linguistic analyzer performs the
syntactic and semantic decomposition of the statement which is supposed to result in filling the slots of the frame
that describes operations. The slots of the frame are filled in with relevant subordinate parts of the command-
sentence. The linguistic recognition stage output is a set of encapsulated frames that can be uniquely interpreted
over the further stages of command-sentence completion. It was shown above that the sentences represented by
linguistic frames can be expressed in the inner semiotic language as a sequence of symbols. Now the formal
logic operation and verification of the commands are available.

A part of speech interface is the dialogue control system. There are some possible forms of dialogue scenarios.
For example, dialogue for correction of the command syntax, for correction of the slots content, call for operator
consent to fulfill the operation and so on. The dialogue control system form the call from robot to human to point
the necessary information.

The most complicated problem with speech interface is to provide the continuous operator speech processing.
As for speaker dependence the problem is not crucial as there are few operators for a robot and the speech
interface may de adjusted individually. The problem will be much more complicate in the case when robot has to
support the dialogue with everybody.
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Conclusion

The preliminary research has shown that the implementation of speech dialogue type control mode for a robotic
system by way of formulating separate commands is inefficient. It is necessary to develop a speech interface
meant focused on the use of the situational problem-oriented language similar in its structure to natural
language. This allows a substantial simplification of the task of robot control, as it no longer requires any special
skills from the operator. There are however a number of tasks in this field that are yet to be solved. In particular,
the speech interface application for teaching the robot, rather than merely controlling it. We also attribute crucial
importance to the psychological aspects of interaction between a human and an intelligent robotic system,
connected with “mutual” ideas about the situations and reasonable behavior. The final aim of the robot control via
dialogue investigation seems the including robots to humanitarian socium where everybody can communicate
with robots using practically natural language.
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APPLICATION OF DISCRETE OPTIMIZATION IN SOLVING A PROBLEM
OF MULTI-ITEM CAPACITATED LOT-SIZING WITH ECONOMIC OBJECTIVES

Igor Kononenko, Igor Protasov

Abstract: In this paper we study the problem of multi-item capacitated lot-sizing from the point of commercial
enterprises. We consider profit as the main criteria. This dynamic problem belongs to the class of discrete
optimization and contains boolean variables, algorithmic objective function, where various types of constraints
such as analytical functions, algorithmic and simulation models can be used. We present model and direct search
algorithm that consists of an intelligent iterative search and upper bound set construction, and allows finding
exact solution in reasonable time. We carry out computational investigation and solve a real task with using
developed computational tool to show the efficiency and practical application of the proposed model and
algorithm.

Keywords: direct search; discrete optimization; upper bound; production planning; multi-item capacitated lot-
sizing; profit maximization

ACM Classification Keywords: G.1.6 Optimization; J.0 Computer Applications

Introduction

The task of determining the maximum-profit production plan for lot-sizing problem is a very important issue for
commercial enterpreises. The quality of the enterprise strategy highly depends on the successful solution of this
problem.

Traditionally, the main criteria for the problem of lot-sizing was a criteria of minimizing the production costs to all
phases of the product's life cycle [Absi, 2008], [Pochet, Wolsey, 2006], [Walser, 1999].

The paper [Beresnev, Gimadi, Dementyev, 1978] reviews various models of product lot-sizing optimization. An
algorithm based on the branch-and-bound method was also proposed. The proposed mathematical models do
not take into account the possibility of using the algorithmic objective function and constraints that help the model
to reflect the object properties and behaviour more accurately.

Several types of stochastic models, that describe the problem of product lot-sizing optimization, were proposed in
the paper [Antipenko, Katz, Petrushov, 1990]. This approach allows to find a local extremum of multiextremal
objective function. Considered models take into account the costs of product customization according to specific
consumer needs.

The paper [Kononenko, 1990] proposes models of the dynamic product lot-sizing optimization. The models
contain single objective function and different types of constraints: analytical, algorithmic, and simulation models.
The proposed algorithms allow to find an exact solution.

In the paper [Kononenko, Rogovoi, 2000] a mathematical model and non-Markov approach to multi-objective
optimization for a dynamic product lot-sizing were developed. The proposed model minimizes costs in all phases
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of the product life cycle, and takes into account specific needs of the consumers. The model’s constraints can be
of various types such as analytical expressions, algorithms or simulation models. The method is based on
minimax and direct search approaches.

The paper [Kononenko, Derevjanchenko, 1999] reviews an approach and a fuzzy constraint based model of
dynamic product lot-sizing optimization. To enshure high adequacy of mathematical models the optimization-
simulation approach [Tsvirkun, Akinfiev, Filippov, 1985] was proposed for mathematical-programming problems
containing algorithmic objective function and constraints.

Use of profit as the main criteria for solving the lot-sizing problem can be beneficial for the commercial enterprises
and make them more competitve in changing market conditions [Kononenko, Protasov, 2005],[Kononenko,
Protasov, Protasova, 2005].

The purpose of this research is to develop a mathematical model and an approach to the solution of dynamic
multi-item capacitated lot-sizing problem with using profit as the main criteria. The constraints of the model can be
of various types: analytical, algorithmic or simulation models.

Description of the proposed mathematical model

Let's assume that product i, i =1,m is used to meet needs of consumer j, j =1,n. Pjjis the production
quantity of product j that is required to fullfill the demand of consumer j. T is a period of production planning.

The mathematical model of multi-item capacitated lot-sizing problem uses profit maximization as the main criteria.
This model is formulated below.
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"y l[z P,;,-x,-jj function is used as the price of product i and depends on the production volume.

J=1

Wi(z pijxijj function defines the preproduction costs that include costs for scientific research, experimental
J=l

development, production tooling, etc.

n
Vi[zlpijxijJ function defines the production costs per unit of product i and depends on the production
]:

volume.

Zj; defines the costs for transportation, adjustments, and possible setup costs that are required for the prouct i to
meet the needs of the consumer j.
@ is a set of products that were previously developed and do not need preproduction.

I; is the year when product i was developed.

i :2}’%7},3011” ie®; T, ={t; 1 :]j/;([,xl-j =1, j=1n};

T} is the number of years of product i life cycle.

To accommodate the change in prices over the life cycle the discount &; is introduced.
—k . . , . = .
a, =(1+Ey )P~ E, -is a costs norm at different periods., , is a due year, a 0 \when i e @

Pi.prev is the quantity of product i that was previously developed;

So - funds for the preparation of all types of products production available due to the plannig period;

bt(h) is the productive capacity's value for product h in t year;

at(q) is a parameter that is estimated by using the analytic function, algorithm or simulation model. et(q) is the

at(q) parameter's claim in t-year.

bij = 0, Zj = 0, if the product i can not fullfill the demand of the consumer j.

The various types of constraints can be used in the model and can be defined as analytical funtions, algorithmic
or simulation models.

This dynamic problem belongs to the class of discrete optimization and contains boolean variables, algorithmic
objective function, where various types of constraints such as analytical functions, algorithmic and simulation
models can be used.

The search for optimal solutions constitutes the most important problem in the scope of discrete optimization.
Improving the search efficiency is of considerable importance since exhaustive search is often impracticable.

The proposed direct search method consists of an intelligent iterative search that is based on upper bounds
definition and avoids visiting those potential decision subsets, which are known not to contain an appropriate
solution. The given method finds an exact optimal solution in reasonable time.
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Description of the proposed direct search method

1. Define the profit upper bound when servicing all the consumers starting from (+1)ton, j =L 7.

The following equation defines only a profit upper bound for a single j consumer, j=2,n.
H?ax = mIaX{[U, (D) —v, ()] pij};"il

Now, we need to find upper bounds that are required for computation of partial decisions vector, which consists of

jcoordinates, j=1,n—1,
AIT; = D T™ ay

k=j+1
lfJ =1, then AII, =0
Before we go to the next step, it is necessary to set values of the following variables
Hy=0,Vy=0,W,:=0,Z,=0 jf xj =1 thenset v, =k Vj=x(l—g)+10 where V- is
a coordinate of the current decision vector. This decision vector also includes prehistory decisions,

T
Y = (y;((l—g)+19yl(l—g)+2’ cet 0 yO’ yl’ R yn)

Set the initial record value for the objective function Z7..cors =—°° and start servicing the first consumer
request, so set j=1.
2. Try not to use any products for servicing the consumer j. This means setting the current decision vector’s

coordinate '; and current product i as follow ¥ ; =i =0

3.1f /€U thenseti=i+1and gotostep4.If / €U and =0, go to step 5.
4. Check fulfillment of the constraints.

411If Py ZO,then set V; =0, Xy =0 and go to step 8.

42 Set V; = I Xy = 1 Check fulfilment of the (2) constraint. If J< 1 then check the constraints for the

following year]j/ X [= I, At the same time set W{Z pij'xijJ =W (P,-), if the product i has not yet been

J=1

designed. If j=n, then check fulfillment of the (2) constraint for all years # = 1,7 . If any one of the constraints is
not met, set V; =0, x; =0 ang go to step 8.

4.3 Checking fulfillment of restrictions (3) in the year ¢ by using the algorithm production capacity or through
a simulation model. If any one of them is not met, set V,; = 0, Xy = 0 and go to step 8.

4.4 Checking fulfillment of the algorithmic constraints (4) in year t. If any one of them is not met, set
Y= 0, Xy = 0 and go to step 8.

5. Determine appropriateness of the decision.

5.1 Calculate the costs Z;, V> W and the value of income 4 ;.
5.2 Calculate 17, = H; =W, =V, = Z, and find values for the profits upper bound 77 = I, + Al

53If n<il record » this means that using the product i for the servicing the consumer j does not provide a better
profit value than the record profit value, that has been determined before.
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Then, set V; = 0, Xy = 0 and go to step 8.

6.1f / <", then consider the next consumer request. Set j:=j+1and go to step 2.

7. Store the obtained profit record value 11, = Il and its corresponding decision vector
R(j)=y,; Vj=1Ln

8. If i<m, then consider the next product i. Set i:=i+1 and go to step 4.
9. If >1, then consider the previous consumer request. Set j:=j-1, i=y; and go to step 8.

When =1, then if ,ecora >~ this indicates that solution has been found, otherwise the problem has no
solution.

Proof of the valid upper bound definition
When calculating the upper bound while servicing the consumer request j, the maximum possible revenue value

L;(1)p; and the lowest possible costs Vi(®)P; are used. It can be argued that the mutual influence of

servicing the consumers by various products can not give a profit value higher than the obtained upper bound.
This is a true statement, because product price depends on its production volume, and the price of product

produced in any number of units can not be higher than the price of product produced in single quantity £{; 1.
The production cost of product produced in any number of units can not be less than the production cost for

product produced in a maximum possible quantity V; ().

A computational investigation of the given method

A computational investigation of the method was carried out to show the method’s efficiency.

Let's assume that we have to find an exact solution to a problem with 60x15 size. Using an exhaustive search to
find an exact solution to this problem takes 1,17*10% years, if the time for checking each possible solution is 10-°
sec. The results of the given method’s computational investigation are shown below and prove the method’s
search efficiency. The computational investigation was done using a computational tool that will be further
described in this paper. A desktop computer with the following hardware configuration was used: AMD Athlon 64
1.8 Ghz, 1GB RAM.

Table 1. The results of the computational investigation

Average solution Problem size Number of problems
search time, sec. n m nxm that have been solved

2 10 6 60 5

4 20 6 120 5

9 30 6 180 5

17 40 6 240 5

32 50 6 300 5

48 60 6 360 5

10 10 100 5

6 20 10 200 5

15 30 10 300 5

29 40 10 400 5

56 50 10 500 5

116 60 10 600 5
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10 15 150 5
9 20 15 300 5
23 30 15 450 5
46 40 15 600 5
105 50 15 750 5
237 60 15 900 5
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Figure 1. Problem size and its solution search time

Main stages in problem solving process and modular design application

Stage 1. This stage requires carrying out market research and calculating of forecasted demands for products
that will meet the needs of the market.

Stage 2. Modules definition

A product can be assembled from the set of various predefined modules. For instance, in computer production
the following components can be considered as modules: CPU, RAM, HDD, etc.

Each module has various features and specification figures such as performance, reliability index, demand
parameter, economic figures, competitive figures, etc.

At this stage a set of possible modules are defined that will be further used for products’ design.

Stage 3. Selection of product clusters

Selection of product clusters is based on forecasted demands, and products’ features and specification figures.
For example, in computer manufacturing products can be grouped into the following clusters: computers for
scientific research (multiple CPU, a lot of RAM), servers (multiple CPU, a lot of RAM, high capacity HDD, RAID),

play stations (high performance CPU, high capacity HDD, a lot of video memory and RAM), office computers
(high hardware requirements are not needed).

Stage 4. Finding out features and specification figures of products that will meet the needs of selected product
cluster.



170 No:13 — Intelligent Information and Engineering Systems

Stage 5. Design various product items based on the predefined modules.

At this stage by combining different predefined modules we determine specific products that will meet the needs
of product clusters.

Stage 6. Solving the multi-item capacitated lot-sizing problem in order to compute a maximum-profit production
plan such that all customer orders are met in time.

Using a computational tool

Within scope of the research, a computational tool was developed. The tool was used for the computational
investigation of the given method. As it was described above, the detailed market research and informatiom
preparation are required for getting accurate input data. Let's assume that we have all the required input data.
The computational tool has a number of forms for setting the input data prior to the problem’s solution search.
The main input parameters are described below. First, we set the matrix of forecasted demands that shows
products’ production quantity that is required to fulfill the demands of consumers.
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Figure 2. The matrix of forecasted demands

The next step is setting the matrixes of products price U{Zpgxgj, the preproduction costs

J=1

matrix W{ZPMUJ, and the the production costs vi(zpij'xijj. All these matrixes are represented as

Jj=1 j=1
functional dependecies and depend on the production volume.
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Figure 3. The products price matrix
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When the process of inputing the data is accomplished, we can start the solution search process.
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Figure 4. Solution search window

7. A practical application of the given approach

A company that is specialized in computer manufacturing is planning production of 4 basic types of products.
Type 1 - Servers (market value - $5,000.00 )

Type 2 - Laptops (market value - $ 1,500.00)

Type 3 - Game stations (market value - $1,000.00)

Type 4 - Office computers (market value - $500.00)

Based on the marketing research data, the matrix of forecasted demands 7 was determined. The production
planning period is 3 years.

According to the marketing analysis, it is anticipated that the maximum number of customer orders per one year

Z will be 100 units. Thus, the dimension of the matrix of forecasted demands 2 (m x n) is 4 x 300.

There are $500,000.00 of existing funds Sy prior to the planing period that can be used to cover the preproduction
and any other further costs.

Additional capital investments in the first, second and third year will be $100,000.00.
The &, discount value is 15%. The production planning period I, =3 years.

The functions that represents products’ prices £/ ,LZ pg;x,j], the preproduction costs W{Z p[jx[jJ , and
Jj=1

Jj=1
the the production costs V{Z pijxijj are defined in the form of nonlinear dependence.
j=1

Table 1Functional dependencies of the product price, preproduction costs,
production costs and the production volume of the product “Servers”

Pi interval \Y L Wi

1 4 3610 5198,4 24000
5 10 3590 5169,6 24200
11 20 3550 5112 24400
21 30 3500 5040 40000
31 40 3470 4996,8 40000
41 50 3450 4968 52000
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Table 2 Functional dependencies of the product price, preproduction costs,
production costs and the production volume of the product “Laptops”

Pi interval Vi L Wi

1 4 1100 1584 24000
5 10 1080 1555,2 24200
11 20 1060 1526,4 24400
21 30 1042 1500,48 {40000
31 40 1010 1454 4 40000
41 50 990 1425,6 52000

Table 3 Functional dependencies of the product price, preproduction costs,
production costs and the production volume of the product “Game stations”

Pi interval Vi L Wi

1 4 735 1058,4 24000
5 10 725 1044 24200
11 20 715 1029,6 24400
21 30 695 1000,8 40000
31 40 670 964,8 40000
41 50 640 921,6 52000

Table 4 Functional of between the product price, preproduction costs,
production costs and the production volume of the product “Office computers”

Pi interval Vi Ll Wi

1 4 397 571,68 24000
5 10 380 547,2 24200
11 20 365 525,6 24400
21 30 350 504 40000
31 40 320 460,8 40000
41 50 297 427,68 52000

Table 5 Productive capacity constraints

t\i 1 (Servers) 2 (Laptops) 3 (Game st.) 4 (Office comp.)
1 150 300 400 600
2 150 300 400 600
3 150 300 400 600

Zij, the costs of transportation, adjustments, and possible setup costs, is $ 20.00 per unit of the product.

The company also has contractual obligations with some customers for computers supply J € U where U is

a contractual obligations matrix.

As a result, the maximum-profit production plan was found. The maximum possible profit

The obtained production plan is shown below.

I1,,...4is $ 562, 042.
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According to solution of the problem it follows that during the first year the company needs to fulfill 28 customer
orders by supplying 23 units of type-1, 250 units of type -2, 60 units of type-3 and 200 units of type-4.

During the second year it is going to fulfill 30 customer orders and needs to produce 42 units of type-1, 245 units
of type-2, 50 units of type-3 and 110 units of type-4.

In the third year it is going to fulfill 19 customer orders and it is necessary to produce 44 units of type-1, 150 units
of type-2, 30 units of type-3 and 465 units of type-4.

Conclusion

This research paper reviews the problem of dynamic multi-item capacitated lot-sizing problem from the point of
commercial enterprises. The model and the direct search method were proposed. The given method finds an
exact solution in reasonable time. The main stages in the problem solving process and modular design
application were described. A computational tool was developed and used for the computational investigation of
the given method. The results of the research show method’s search efficiency and its practical application value
for commercial enterprises as it is able to determine a maximum-profit production plan.

Bibliography

[Absi, 2008] N. Absi, S. Kedad-Sidhoum. The multi-item capacitated lot-sizing problem with setup times and shortage costs,
European Journal of Operational Research 185 (3) (2008), pp. 1351-1374

[Pochet, Wolsey, 2006] Y. Pochet, L.A. Wolsey. Production Planning by Mixed Integer Programming, Springer, 2006
[Walser, 1999] J. P. Walser, Integer Optimization by Local Search: A Domain-Independent Approach, Springer, 1999

[Beresnev, Gimadi, Dementyev, 1978] V.L. Beresnev, E.K. Gimadi, V.T.Dementyev, Ekstremalnie zadachi standartizacii
(Extremal problems of standardization), Nauka, Novosibirsk, 1978, p. 334.

[Antipenko, Katz, Petrushov, 1990] V.S. Antipenko, G.B. Katz, V.A. Petrushov. Modeli i metodi optimizacii parametricheskih
ryadov (Models and methods of the parametric series optimization),Mashinostroenie, Moscow, 1990, p. 176.

[Kononenko, 1990] I.V. Kononenko, Optimizacia dinamicheskogo tiporazmernogo ryada oborudobania (Dynamic lot-sizing
optimization), Vestnik NTU "KhPI" 10 (1990), pp. 48-51

[Kononenko, Rogovoi, 2000] I.V. Kononenko, A.l. Rogovoi. Vektornaja optimizacia dinamicheskogo tiporazmernogo ryada
produkcii (Vector optimization for a dynamic product lot-sizing), Kibernetika i Sistemnyi Analiz 2 (2000), pp. 157-163.

[Kononenko, Derevjanchenko, 1999] IV. Kononenko, B.l. Derevjanchenko. Optimizacija tipazha produkcii,
prednaznachennoj dlja posledovatelnogo obsluzhivanija zajavok, pri nechetkoj ishodnoj informacii (Product lot-sizing
optimization under the fuzzy input data conditions), Vestnik NTU "KhPI" 73 (1999), pp. 84-88.

[Tsvirkun, Akinfiev, Filippov, 1985] A. D. Tsvirkun, , V. K. Akinfiev, V. A. Filippov. Imitatsionnoe modelirovanie v zadachakh
sinteza struktury slozhnykh sistem (Simulation in the Problems of Structural Design of Complex Systems), Nauka,
Moscow, 1985.

[Kononenko, Protasov, 2005] I.V. Kononenko, |.V. Protasov. Maksimizacija pribyli pri formirovanii tipazha perspektivnoj
produkcii (Profit maximization for the perspective products lot-sizing), Vestnik NTU "KhPI" 41 (2005), pp. 63-66.

[Kononenko, Protasov, Protasova, 2005] 1.V. Kononenko, V. Protasov, L.A. Protasova. Planirovanie proizvodstva
perspektivnoj produkcii kommercheskih predprijatij v uslovijah rynochnoj ekonomiki (Production planning of perspective
products for commercial enterprises in market economy conditions), 3-d International scientific and technical conference
"Modern information technologies in economy and management of enterprises, programs and projects”, National
Aerospace University "KhAl", 2005, pp.53-54.

Authors' Information

Igor Kononenko - Prof.,, Head of Strategic Management Department; National Technical University "Kharkiv
Polytechnic Institute”, Kharkiv, Ukraine ; e-mail: kiv@kpi.kharkov.ua

Igor Protasov — Co-author, Strategic Management Department; National Technical University "Kharkiv
Polytechnic Institute”, Kharkiv, Ukraine ; e-mail: igor.protasov@gmail.com



174 No:13 — Intelligent Information and Engineering Systems

IMPLEMENTATION OF DATA WAREHOUSE SAP BW IN THE PRODUCTION
COMPANY
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Abstract: in this paper the implementation of Data Warehouse SAP BW in the Production Company is presented.

A data warehouse is designed for efficient query processing. The technical environment and data structures are
optimized for answering business questions. Data warehouse is stored persistently by time over a particular time
period. Users can use comprehensive analysis tools to access data. We will try to answer the question how to
implement the SAP Business Warehouse in a company
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Introduction

Continuous innovation in data processing possibilities is a reason why more information is stored in a more
detailed form. There is the need to both reduce and structure this data so it can be analyzed meaningfully.

A data warehouse can help to organize the data here because it brings together all operative data sources with
different degrees of detail in order to provide this data in a scalable form to the whole organization. A data
warehouse is designed for efficient query processing. The technical environment and data structures are
optimized for answering business questions. Data warehouse is stored persistently by time over a particular time
period. Users can use comprehensive analysis tools to access data. These tools offer a user-friendly interface
which simplifies query creation. End users have read-only access, meaning that the data is primarily loaded into
the data warehouse via the Extraction, Transformation and Loading (ELT) process. A data warehouse is a copy
of transaction data, specially restructured for analyses.

In this paper we will try to answer the question how to implement the SAP Business Warehouse in a company.

SAP Business Information Warehouse Structure and Components.

The data model in SAP Business Warehouse (Fig. 1) describes the data flow of the relevant business information
from the source to the analyzable object in SAP BW. In modeling you can create and edit the objects and rules
for the Administrator Workbench that are required for data transfer, updating and analysis. SAP BW provides a
web-enabled, integrated view of information [BW305, 2005].

DataSource
Source Systems are sources that extract data for the SAP Business Information Warehouse The key element of

the SAP BW information is the DataSource that contains a number of logically related fields arranged in a flat
extract structure used to transfer data into the data Warehouse.

It is transferred into the BW according to the type of source system. If the source system is a SAP system, the
metadata is simply copied from the source system. There where the source system is a flat file, the metadata is
defined directly in the BW.
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On the request data is transferred from the source system into the SAP BW in the selection of DataSource fields
that eventually contain information relevant to decision-making about a business process- so called transfer
structure.

The data entering the SAP BW from source systems is stored in a transparent, relational database table in the
SAP BW. This physical store is the Persistent Staging Area table (PSA table). It is created for every source
system DataSource. The request data stored in the PSA table have the same format as the corresponding
DataSource transfer structure with extra fields of Data Request ID, the data package number, and the data record
number.

When you load data using the PSA table the data records are transferred directly to the transfer structure. Data
can be written to data targets from the PSA table by using transformations.

There is a possibility to check or change incorrect data in the PSA table either manually or using a program.
This gives the opportunity to correct update errors or validate data before it is processed in BW InfoSource.

DataSource |, apping & InfoSource Update ODS-Objekt pdate InfoCube
Transfer Rules Rules
Rules
PSA Data Target InfoProvider

Figure 1. Data Model In SAP BW [BW305, 2005]

Mapping and Transformation

InfoSource is a quantity of logically related InfoObjects summarized into one single unit. It contain either
transaction data or master data with attributes, texts and hierarchies. Individual fields in the DataSource are
mapped to the corresponding InfoObjects in the InfoSource by the transfer rules. These rules can be applied
easily using formulas. In the maintenance to the transaction rules is also stored the information how the data from
the DataSource is to be transferred into the InfoSource [Karine Allard, 2006].

Update rules

Update rules specify how data is updated from InfoSources into data targets. With InfoCube it must be specified
for each key figure and the corresponding characteristics, for an ODS object, it must be specified for the data and
key fields, and for an InfoObject it must be specified for the attribute and key fields. The update type allows a
control whether a key figure or data field is updated in the InfoProvider.

There are tree types of update: no update, addition, minimum or maximum or overwriting. Various options of
calculation methods are used to control whether and how a characteristic, key figure or a data field should be
updated in the data target.

Creating a start routine executed for each data package at the beginning of the update is another option for more
complex transformations, if the available calculation methods are not sufficient.

InfoObjects

InfoObjects are the smallest units in BW and divided into characteristics, key figures, units and time
characteristics.

Characteristics are groups like, for example product, customer group or region. They determine the level of
detail in which the key figures are managed in the data target.
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Key figures deliver the values analyzed in a query. They can be quantities, amounts, numbers.
Units give the values of the key figures meaning like units for measure.
Time characteristics like date or year.

Master data is a characteristic that have attributes, texts, or hierarchies at their disposal and remains unchanged
over a long period of time. Master data contains information’s that are always needed in the same way.
A hierarchy is always created for a characteristic and it gives characteristics a structure. Properties of key figure
influence on the load process and query display. The basic of them are determination of the aggregation and
exception aggregation for non-cumulative key figures and the number of decimal places in the query.

Data Targets

Data targets are the physical objects that stay unchanged during data modeling and when loading the data. Data
targets are Basic InfoCubes, ODS Objects, InfoObjects. There are two types of data targets:

» Data targets for which queries can be defined-so called InfoProviders.

» Pure data targets for which no queries can be defined, can only be used as a data source for another
InfoCube, ODS object or InfoObject.

Figure 2. SAP BW Structure Overview [BW305, 2005]

InfoCube

InfoCubes are the main objects of the multi-dimensional model in SAP BW. Theirs structure is optimized for
reporting. On those objects queries and analyses are defined and executed [Karine Allard, 2006].

There are following InfoCube types in SAP BW:
BasicCube

Virtual Cube:

RemoteCube

SAP RemoteCube

e Virtual InfoCube with Services:

InfoCubes group a set of InfoObjects (characteristics and key figures) together. A structure of a star schema
optimized for reporting consist a number of relational tables and a fact table in the center. The fact table and the
dimensions are linked to each other using identifying, abstract numbers.

Multi-dimensional data model are used for the creation of data warehousing or analytical applications OLAP
applications. The classic star schema is the most frequently used multi-dimensional model for relational
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databases. It classifies two groups of data: facts and dimension attributes. Logically related dimension
attributes are stored as a hierarchy within the dimension table. The dimension tables are linked relationally with
fact table by foreign or primary key relationships. The dimensional attribute with the finest level of detail of the
corresponding dimension table is a foreign key in the fact table. All data records in the fact table can be identified
uniquely.

ODS Objects

An ODS object acts as a storage location for consolidated data. The data in ODS objects is stored in transparent,
flat database tables and can be updated with a delta update into InfoCubes or other ODS objects.

InfoProvider
An InfoProvider is an object for which queries can be created or executed in the Business Explorer.
InfoProviders are the objects or views that are relevant for reporting.
However, objects that physically contain data also fall under the term InfoProvider. These are also
called data targets:

e InfoCubes

e ODS Objects

o InfoObjects (characteristics with attributes, texts or hierarchies)

SAP BW Source Systems

The SAP has a wide functionalities to support extract of data at file or database level. Sources that can be used
for transferring data to SAP BW (is show in figure 3).

Figure 3. Openness of SAP BW in relation to sources supported for data transfer [BW305, 2005]

o Transferring Data from SAP Source Systems
SAP application-level components like SAP R/3, mySAP CRM or mySAP Supply Chain Management integrate
with SAP BW using the BW Service API (SAPI) technology package.

o Transferring Data Between Data Targets Within a SAP BW Data Mart Interface

The data mart interface is a functionality that makes it possible to update data from one data target into another.
It's possible to exchange the data between several BW Systems, between BW systems and additional SAP
systems — for example APO systems, BW system (myself connection).
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Data marts can be used to save a subset of the data for a data warehouse in another database, better
manageability and maintenance or intentionally redundant segments of the global system.

o Transferring Data from Flat Files
SAP BW offer very easy transfer of data from flat files, ASCII, CSV format (Comma Separated Value).

Flat file data may be transferred to the SAP BW unchanged from a application server using a file interface.
Defining and updating metadata for flat files must be done manually and have to correspond to data target in SAP
BW.

Flexible updating from flat files data is possible because of maintaining the transfer structure. Preview able you to
check, whether the metadata definition in BW and the structure file mach to each other.

¢ Transferring Data Based on the Simple Object Access Protocol (SOAP)

Data transfer in SAP BW uses a data request sent from SAP BW to the source system. Sending data through
external controls is called a data push and take place using transfer mechanisms. The transfer can: use the
SOAP service of the SAP Web AS, A Web Service or SAP XI. [BW310, 2005] .

Inbound queue occurs data push in SAP BW. For DataSource, so called DataSource with SOAP connection, with
interface to supply the delta queue, system generates an RFC-compatible function module

o Transferring Data from a System Using Third-Party ETL Tools . Staging BAPIs

To enable the extraction of data SAP BW offers open interfaces, the staging BAPIs at application level. BAPIs are
the programming interfaces that enable external access to the business processes and data.

Third-party tool loads the data from the external system and transforms them to SAP BW format.
o Transferring Data from Database Management System Tables / Views - DB Connect
DB Connect is used to datatabase connection as to source systems.

Functionality Multiconnect enable to open database connections in addition to the SAP default connection and
use these connections to access external databases. DB Connect allows you to load data by linking a database
to the BW generate a DataSource.

o Transferring Data with UD Connect
UD Connect (Universal Data Connect) give the opportunity of access both non-SAP data
sources and SAP data sources using the SAP Web AS J2EE connectivity. Using UD Connect, allows to

connect a lot of relational and multi-dimensional data sources to SAP BW. UD Connects transfers the data as flat
data.

o SAP BW as Source System

The Open Hub Service is available for making opportunity for BW system to act as a source system for additional
BW systems.

Performance-Optimized Data Target Modeling

There are a number of functionalities in modeling data targets to support you in improving the load and query
performance of your BW system. Optimizing Performance for InfoCubes [BW310, 2005] .

o Partitioning

Partitioning is used to split up the whole dataset into couple small and redundancy-free units. That's cause
increasing performance.
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o Database and Aggregate Table Indexes
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Checking and repairing the table’s indexes improves load and query performance. Indexes created in the fact
table for each dimension improves search process.

o Database Statistics

The query performances optimized by the database statistics. Update the statistics should happen every time
when more than a million new records appears in the InfoCube.

e Compressing InfoCubes

Summarize a requests and insert them at the same time also increase the performance.

Implementation of SAP BW in a Company

Every company wants to structure their Business Warehouse according to the analysis of reporting requests and
the data model. Task for the administrators is to examine the Business Content to see which standard Content
objects can be used for the data warehouse as well as which additional, customer-specific settings have to be

implemented.

The Administrator Workbench is the central point in data warehouse SAP BW responsible for managing
processes [SAP BIW, 2005]. Data Warehouse Management in the SAP BW includes the maintenance of
authorizations, the metadata repository, transporting, tools for activating SAP Business Content, technical
content, an analysis and repair environment, and tools required for process management.

Authorizations

An authorization allows a user to carry out a certain activity in the Business Information Warehouse. Each
authorization refers to an authorization object and defines each field that is contained in the authorization object.
Authorization profiles are made by system administration by summing of a individual authorizations.
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For administrators special authorizations is needed in the BW and in the source system, BW roles
(is show in Fig. 4).
e BW Administrator (development system): maintain the source system, upload Metadata, execute queries
for the statistics InfoCube and maintain aggregates.

o BW Administrator (production system): maintain the connection to the source system and execute
queries for the statistics InfoCube.

e Modeler (development system):design the data targets and InfoProvider, InfoObjects, InfoSources and
the data flow, define communication structures and transfer and update rules.

o Operator (production system): upload data from the source, system and monitor the results.
o Reporting Developer (development system): design the queries for the reports

o Reporting User: execute queries using the BEx Analyzer or in the Web.

Metadata Repository

Metadata repository allows to display information on the metadata objects. This metadata includes object
properties and their relationships to other objects. The available functions in the Metadata Repository are:

o Displaying information about active objects in the BW system or on the Business Content objects
o Various formats of displaying the information about metadata objects graphically.
e Search in the metadata repository.

Business Content

Business Content gives a lot of opportunities for saving costs and time. Technical and content-prerequisites
shorten the implementation process and InfoCubes are already optimized for data storage and analyses.
Predefined analyses are the examples of content in projects. User who use prototyping help can correspondingly
specify which information is still missing for the project configuration.

Business Content collects information and prepares it for next use. It's based on an data model that's
preconfigured and based on tasks stemming from consistent metadata.

Business Content collect's SAP and non-SAP extractors, DataSources (extraction structures), InfoObjects,
InfoSources, InfoProviders (for example, InfoCubes and ODS objects), Queries, KPI's and Templates.

Business Content can be used without any adjustments. It can also can be adjusted by means of enhancements
and served as a template for customer-specific objects.

Technical implementation in SAP BW

After activating a master data-carrying characteristic, master data tables (attributes, text, hierarchies) are
generated in the characteristic maintenance. Before creating and subsequently activating the characteristic
InfoObject. a text table is created when the With texts checkbox is flagged.

To store the hierarchical relationships between characteristic values the hierarchy table (H table) is used SID
Tables shows the connection between master data-carrying characteristics, navigation attributes and external
hierarchies.

To use an InfoSource with Direct Update to Load Attribute Data from an SAP R/3 System there's four steps to do:

Set the Global Transfer Routine, create an InfoSource with Direct Updating, create a Generic DataSource and
create and Activate Transfer Rules.

To load transaction data from an SAP R/3 System ther’s a schedule do to:
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e Create Update Rules

DataSource need to be preconfigured to load transaction data from the SAP source system. A lot of combination
is available in Business Content. Connection between InfoSource and InfoCubeis possible because of set of
update rules.

o Create InfoPackage and Load Data

Extraction of data from the source system to InfoCube must be precedent by create an InfoPackage containing
the parameters for the data extraction.

After activating a master data-carrying characteristic, master data tables (attributes, text, hierarchies) are
generated in the characteristic maintenance.

Before creating and subsequently activating the characteristic InfoObject. a text table is created when the With
texts checkbox is flagged.

To store the hierarchical relationships between characteristic values the hierarchy table (H table) is used SID
Tables shows the connection between master data-carrying characteristics, navigation attributes and external
hierarchies

Conclusion

Reporting, analysis and interpretation of business data is a central focus for companies that wants to guarantee
competitiveness, optimize processes and to be able to react quickly and in line with the market. SAP Business
Information Warehouse (SAP BW) as a core component of SAP NetWeaver data warehousing functionality,
provides both a business intelligence platform and a suite of business intelligence tools.

By using SAP BW companies can easily and quickly get the tool that will meet all theirs requirements. Business
Content which contains a great variability of an Info Objects works great in a most of modules of company like
Sales, Purchasing, Logistic and Production Planning.
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INFORMATION MODELS OF CUSTOMERS IN CRM AND E-CRM SYSTEMS

Justyna Stasiefiko

Abstract: The following article deals with customer personality in the CRM systems. Its innovatory approach
consists in the method of segmentation performed according to one of psychological factors - personality. The
analysis is based on the assumption that the class of customers can be divided into separate types. This is
possible due to the preservation of a large internal homogeneity within every type (homogeneous groups) and a
considerable differentiation among types. The article argues that the classification of customers should be based
on the criterion which has an essential influence on their behavior. Such a criterion is the customer personality.
Accordingly, this division can make up a good basis for the CRM strategy: 1) the elaboration of several diverse
scripts of the customers service suitably to distinguished groups; 2) the individualization of the service. It can be
concluded that such a modeling will allow to supplement the CRM programmes with a module of an individual
and institutional customers practical service.

Keywords: CRM, customer’s personality, information model.

ACM Classification Keywords: K.6 Management of Computing and Information Systems - K.6.0 General
Economics

Introduction The role of a customer at organization

Till the 1990s , the core interest of the organization in endeavour to the achievement of the profit, was a product
[Tiwana, 2001a]. It has been recognized that the product is insufficient to compete on the market. Organizations
began to perceive the customer's role. Recently, the customer has become the most valuable commodity,
organizations strive for. It was noticed that the success of the organization depends on the individual approach to
the customer, the building of a solid bond with them and the effective process of mutual communication
[Lotko, 2003].

One of the main objectives facing the organization is building a bond with the customer. The relation with the
customer makes up a process consisting of three phases [Mazur, 2001], [Tiwana, 2001b], [Kralewski, 2001] all of
them aiming at the exchange of supplies between the organization and the customer.

The initial phase is winning over new customers and reaching new groups of customers applying suitable relation
strategies. The next phase is improving and deepening relations with customers, working out the profit growth
strategy and maintenance of the relation. In the final phase the signals foretelling breaking the relation are
recorded and analyzed and preventive actions are taken to maintain the customers.

Long-term relation with customers depends on the rightness of management addressed at them as well as the
proper selection of workers and tools. Such a management covers the analysis of the customers’ real needs,
collecting the information about them, disclosure and the circulation of the information about their needs and
preferences. Management should result in proper functioning of the things, organization and people in
accordance with the aim of the manager. It requires solving problems and decision taking regarding matters of
various degree of complexity and diverse time horizons.

Managing customers relations means steering contacts that is planning, building, coordinating and controlling
them. In other words, management is connected with meeting customers’ expectations through getting to know
and understanding their needs, using the knowledge, improvement of communication, offering the customer the
product others do not have, building a bond between the company and the customer.
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Gathering data from various sources aims at finding out clients’ needs. Thanks to those data, a complex
knowledge of the client is being created. The customer profile is formed on the basis of that knowledge. It is
necessary to keep the profile’s integrity through systematic collection and updating the data. Understanding
customer needs is not easy and requires analysis. On a mass scale, it is usually done with the help of of
Bussines Intelligence tools, segmentation and behaviour patterns. In the personalized view, the analysis of the
profile is used and the observation of the most valuable customers. Contacts with the customer, questionnaires
etc. contribute to the analysis of their preferences. All individual data about the customer are the foundation for
starting personalization processes, and consequent actions aiming at tightening the customer’s relation with the
company. Improvement of the relation management follows together with the increasing number of essential data
in the profile.

The individualization of the mass customer service, the minimization of costs connected with the customers
service, the assurance of the customers loyalty are the main objectives in the customer relation management
[Dejnaka, 2002].

Long-term maintenance of clients is, at present, the main objective. To reach it, works on creation of the suitable
system began. As a result, certain customer relation management systems emerged.

The systems steered toward a customer

Customer relationship management (CRM) is a customer-focused business strategy that dynamically integrates
sales, marketing and customer care service in order to create and add value for the company and its customers.

CRM consists of the processes a company uses to track and organize its contacts with its current and
prospective customers. CRM software is used to support these processes; information about customers and
customer interactions can be entered, stored and accessed by employees in different company departments.
Typical CRM goals are to improve services provided for customers, and to use customer contact information for
targeted marketing.

Knowledge about customers is consistent with this CRM. One of the most important features of CRM is satisfying
the customer delivering him proper contents, products and services. Such an approach shows that the customer
is an individual recepient who should feel as someone exceptional.

Accordingly, building knowledge about customers and propagating it at the company is the long-lasting and
arduous process. However, it can bring quick effects with small costs. It requires the continuous process of
learning. It is an important feature of correctly designed and realized approach to CRM in a company. Thanks to
continuous winning knowledge about customers, the organization can continually outdistance the competition. It
also allows to almost individual treatment of every one. It lets fit offers and ways of service to needs and the
customers preference, and also conceal offers and ways of the working from the competition.

The existing systems of the CRM have the customer ,flat model’. The necessity of the development of the
personalization of contacts (offers) is connected with the extension of the multidimensional profile of customers
types. In particular, these models characterized customers according to real decission behaviours with omission
of causes of such decisions. So well-founded and leaning on scientific bases of assembling criteria were lacked.
Because of that there is the necessity of the investigations of possibility of wide-ranging characterizing the
customer model.

The informative model of a customer

Researching and analysing the customer behaviours, ecomists in the modules of the systems of CRM class
describing a customer, took into consideration general information (Id), preferences (Pr) and a value of a
customer for the company (W). After some time, it turned out that not only these factors influenced the customer
decision relating to a purchase. The essential meaning of psychological factors was perceived. Personality, the
style of life, motives of a purchase, a susceptibility to risks, a creativity. further called (,psychological factors”
was redefined and replaced with the term) ,personality”.
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Accordingly, the accomplished analysis [Stasieriko, 2007] of the individual and institutional customer allows to
accept the thesis, that the personality favours him. The acquaintance of the customer personality plays an
important part in the case of winning of the customers, building a relationship with them. However, an influence
whether a customer buys a new product, uses new service, or not, depends on different psychological features,
such as a susceptibility to risks and a creativity.

The personality influences information which are received from outside. For the reason

not only psychologists are interested in this but also marketing experts, programmers or designers of informative
systems.

In the result of investigations [Stasieriko, 2007] the customer model was widen with a customer personality and it
takes shape of;

IMOK :=<Id, W, Pr, Os > (1)
where Id - general information,
W - the value of a customer for a company,
Pr - the preferences,
Os - the personality.

The model of the customer personality was constructed to reveal the profile of the customers personality, both
individual and institutional and it has to serve in improvement of the service within a system of the relationship
management with customers at the organization. They consider an individual customer (MOKI) and an
institutional(MOKIS) separately.

The model of individual customer personality (MOKI) which is described with a relation, (2) is defined as an
arrangement of four features: temperament, susceptibility to risk, creativity and personal culture.

MOKI := [T, R, In, Kos] (2)
where T - Temperament,
R - Susceptibility to risk,
In - creativity,
Kos - the Personal Culture.

The model of the institutional customer (MOKIS) personality also takes into account four variables: the dynamism
of the organization, its susceptibility to risks, creativity and organizational culture:

MOKIS :=[ D, R, Ins, Ko] (3)
where D - dynamism,
R - susceptibility to risk,
Ins - creativity,
Ko - the organizational culture.

Comparing models MOKI and MOKIS one can perceive certain analogue and the general model of the customer
(OMOK) personality can be emerged which can be defined by the dependence (4):

OMOK :=[Dn, R, In, K] (4)
where
Dn - the Dynamics
Dn=(T,D), T - Temperament,
D - Dynamism

R - Susceptibility to the risk



International Book Series "Information Science and Computing" 185

In — Creativity

In = (Ind, Ins), Ind - the individual customer creativity
Ins — the institutional customer creativity

K - culture

K = (kos, Ko), Kos - personal culture,

Ko - the organizational culture.

The model of Opposite (lub Opposing) Values (MoWaP)

The models mentioned above suggest the necessity of finding a method of the division of complex community of
the customers on homogeneous subsets with identifying opposite values. In the model of the opposite values
(MoWaP) [Stasienko, 2007].

In case of the two-dimensional model the solution consists in indication of two features describing the considered
problematic area. In considerations over the customer personality two features were distinguished together with
their extreme values They are: the interest in the surroundings and the way of the receiving of information.

In the studied space the model of the customer personality was divided into four quarters (Fig. 1). One of the axis
- the axis X - the direction of perception and energy steered towards the world, the second - the axis Y - the way
of receiving the information.

The axis X on the one pole assembles the values of extraversion features - emphasizing susceptibility to
elasticity, risk and extraversion, dynamism (E); on the second - stability, caution, introversion (l). It means that
there are customers who do not fear changes, adapt to them quickly and have large cognitive needs (E). From
the other side there are careful customers in making a decision relating to new products and they are stable in
their choices (1).

The axis Y includes values which describe customer communicativeness, their openness on advice, different
prompts in making the decision, on supporting his arguments without a regard on circumstances and on low (U)
or high cognitive needs (F).

MoWaP became a tool of customers segmentation. The extreme values of distinguished two features of the
personality divided customers community into four definite types (fig. 1) and gathering of customer personality,
which was not successful in qualifying. Every part received own name describing the most characteristic features
of a customer. They were gathered from the literature relating to behaviours strategies [1]. Five types of
customers were distinguished: Ul — an OBSERVER, FI - CONSTANT, FE - EVOLUTIONARY, UE - DYNAMIC
and a NONDEFINED type.

The left bottom quarter of the drawing (Ul - an OBSERVER) distinguishes a careful customer, observing and
copying developmental customers, slow in making a decision, a litlle bit active, acting without hurry,
methodological, having small cognitive needs, although stable and loyal.

The left upper quarter (FI - CONSTANT) assembles careful customers, recognizing own rights, with large self-
control, sedate and loyal.

The right upper quarter (FE - EVOLUTIONARY) describes the elastic customers who do not fear new challenges
likes risk and novelty, with optimistic attitude towards the external world, making decisions quickly, with large
cognitive needs, adjustment, independent, with the strong personality. However, they tend to be abrasive and
they change their minds with obstinacy.

The right bottom quarter of the drawing (UE - DYNAMIC) presents open customers on new challenges, elastic in
relation to susceptibility to risk, with optimistic attitude towards the external world , havings however small
cognitive needs, they are educated, believing in their possibilities and skills, they are self confident. These
customers, because of the large dose of energy, can appear less loyal.

The centre (NONDEFINED) accumulates the customers who were not successfully unambiguously classified
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because of various reasons, for example because of the divergence of variables value (THE TEMPERAMENT -
melancholic, interest in the external world - low (introvert), high susceptibility to risk and creativity). these are the
subject of farther investigation of personality.

Confrontational,
His rights,
Farts

!

CONSTANT EVOLUTIONARY

Caution, |I| NONIQ\ X Dynamism,

Emotional stability, ED Susceptibility to risk,
Introversion K/ El Eztroversion

OBSERVER DYNAMIC
EI X - Interest of outwards
Docility, Y - The way of receiving of information
Emotions

Figure 1. Model of customers division

MoWaP makes the division of customers community to distinguish homogeneous groups. It allows to build the
common strategy of customers service within every profile and the differentiation of the strategy of the service in
various groups.

The STRAT-SE module

The theoretical model of segmentation customers became the basis to build the STRAT-SE module
supplementing CRM systems with the auxiliary tool in the range of recognizing individual and institutional
customers, their psychological figure of customers and building on thie basis of the rational strategy of their
service .

The structure of the module

To illustrate STRAT-SE - an expert system simulating the human reasoning process. was built on the basis of the
OMOK and MoWaP models. The basic function of the module is to support of the CRM system in the range of the
analysis of individual and institutional customers and to build the schedules of the service.

Basic tasks of SE are as follows:
e cognition of the customers personality and attributing each of them to the definite class in relation to the
personality,
o the choice of the worked out strategy of the customer service.
STRAT- SE is built from two process units. First defines the customer changing personalities, the second - makes
his segmentation, that is it classifies one of the customer five personality types.

The structure of STRAT-SE is placed in standard SE which contains [Stefanowicz, 2002]: the dialogue module
(user interface) - the user services, the “knowledgebase”, the knowledge engineering.

The function of the user interface is to present questions and information to the user and supply the user's
responses to the inference engine. It allows for co-operation and communicating the customer with the system.
After preliminary announcements, linking the contact with the customer, the module represents the pattern of the
description in the shape of a questionnaire which contains the series of questions relating to customers
personalities. The questions were drawn up in the form of closed statements. The answers are given by the
customer are the facts consisting in the entrance vector, which for STRAT-SE, makes up the basis to the
beginning the process of the analysis of the customer psychological figure. After answering all questions from the
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pattern, the system gives the values of variables and the type of the customer personality.

The knowledge gathered about the customer is written down in the figure of rules. “knowledgebase” is divided
into two subsets: the base of facts and the base of rules.

The base of facts contains the information in the shape of entry vectors on the subject of the customer
personality, gathered on the basis of the pattern of the customer description. Every such vector consists of data
which are values of all changing enterings which are included in the OMOK model, necessary to the qualification
of the customer personality. It is concluded that, in case of lack of an answer from a customer, the entrance
vector is replenished by the organization staff on the basis of the observation of the customer behaviors.

The base of rules contains rules letting to qualify the customer personality on the basis of facts accumulated in
base of facts and to execute classifying every customer to one of five formed groups in MoWaP in the
consequence. The whole base of rules is divided in two gatherings: the subsets of preliminary rules and the
subset of stratification rules.

The experimental module was built on the platform of the skeletal expert system EXSYS CORVID of the firm
EXSYS Inc.

The working of the system STRAT_SE leaned on the system called EXSYS CORVID consists in the creation of
the automatic and interactive session which copies consultations with an expert — a psychologist in the opinion of
the personality and helps the process of the classification .

STRAT-SE describes the process of solving the problem in the shape of rules. The inference engine uses these
rules to the automatic qualification which information (facts) is necessary and what will be the result of individual
events, and then represents the solution. The system manages the rules which make possible the qualification of
customer (his variables) personality and his division according to the principles of the MoWaP model.

The system gives next questions from the frame. On the basis of answers given by the customer, the system
generates an answer with the profile of the personality. On the screen changing personalities are shown (though
they can be they skipped) and the type of the customer who was settled by the system on the basis of
segmentation rules.

The verification of the STRAT-SE module

To review the trial of pilotage introducing of STRAT-SE wasl undertaken. The main aim was examining the
legitimacy of the model.

1. 118 persons were the subject of studies who filled the questionnaire. The questions and the rules of inference
in the base of knowledge were worked out according to psychologists hints.

The larger part of studied (98 people - 83%) filled the questionnaire directly in STRAT-SE. Remaining 17% (20
persons) —filled it in the paper version. The gathered data was introduced to the STRAT-SE system SE.

The system qualified the changing personalities of every one from studied, it qualified to what type of the
personality the given person can be subordinated to. The results - the type of the personality — the gathered
knowledge was passed to these studied people. All studied people could take an attitude to the result passed by
the system: accept it or question its legitimacy. 80% persons agreed with the result settled by STRAT SE.
Remaining 20% had total or partial (they agreed with some changing values passed by the system ) restrictions.

It should be noticed however, that classifying some customers to the different type of the personality, than they
judge about themselves, does not disqualify the STRAT-SE system. It can be resulted from the different
knowledge on the subject of one's personality.

2. The result in the figure 41% customers described as UNDEFINED should be treated as a signal underlining the
necessity of the supplement of the base in knowledge about additional classifying rules and to continuing
researches towards the direction of greater depth of the analysis of customers personality by inclusion to the
model of more features or enlargement of the number of questions defining THE TEMPERAMENT (in this case
there were the most undefined values - the temperament UNDEFINED). This shows the fact that 13 questions
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are insufficient to qualify the customer personality. The investigations of the temperament or personalities led by
psychologists contain tens questions. The number of questions studying the temperament should be enlarged.
THE TEMPERAMENT - UNDEFINED shows the most often on the customer about the UNDEFINED type.
Because of that there is so high (41%) percentage.

Figure 2. illustrates customers studied according to their personality settled by STRAT-SE.

EVOLUTIONARY DYNAMIC
6% 8% NONDEFINED

41%

CONSTANT
20%

OBSERVER
25%

Figure 2. According to the types of the personality in the studied sample customers schedule.

The conclusions were formulated towards the development of the advanced system of the customer service.
These conclusions (introduced below) focus particularly on the part of the STRAT-SE module.

1.Conducted experiments on the STRAT-SE module showed that applied in it models made up the good basis to
customers segmentation according to the types of their personality.

2. Using of the STRA-SE module showed two main problems:

Difficulty with gathering information about customers: they are not always willing to devote several minutes on

the fulfillment of the questionnaire. It is necessary to prepare workers having contact with the customer to their
observation and building on this basis the profile of the customer personality.

Existence of numerous groups of customers which have UNDEFINED profile of the personality. It is probably
connected with a small number of questions relating to one of changing personalities - THE TEMPERAMENT.
Experts formulate tens questions in psychological tests. In the case of STRAT-SE system there are 8.

The application of CeReMOs

After the pilotage results of the tests of the STRAT-SE module, CeReMos application was built

CeReMOs is leaning on the OMOK model which except typical data processed in existing CRM systems appeals
to the customer changing personalities.

It is underlining that workers and the owners of a company were satisfied with the improvement of customer
service. It confirms one of the main thesis of the work / the investigation, that the theoretical OMOK model can
be a helpful instrument, enriching the functions of the systems of customer relationships management.

Three main informative structures were distinguished within CeReMOs: general data, data connected with the
personality, the schedules of the service.

The application CeReMOs came into being in the environment of Lotus Notebook. It can function in the conditions
of the traditional and electronic economy in relationship with the generality of this software. The possibility of the
existence on many equipment platforms and operating systems is the essential advantage of this software.

The conducted introducing works of the application CeReMOs leaning on the model IMOK show that CeReMOs
can make up the part of the integrated CRM system of the customer service. It is connected with already existing
system which has data about a customer, history of his transaction, orders, accounts, strategy of the behavior
etc. CeReMOs can make up an independent module in less advanced systems, in which it takes over the whole
management with customers .
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Conclusion

To sum up, the aim of every organization playing the essential part on the competitive market, is preservation of
financial fluency, winning loyal customers, the assurance of the dynamic development of the company,
consolidation of the a good mark, enlargement of the profits and the assurance of the satisfaction among
workers. The proposed application CeReMOs goes towards the realization of the majority of these aims. The
method of the division of customers (The Model Opposite Value) seems to be obvious, what makes it much more
convincing.
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OLIEHKA KPEAUTHbIX BAHKOBCKUX PUCKOB
C UICNONb30BAHMEM HEYETKOW NOMMKK

HOpun 3anuyeHko

Abstract: The problem of credit risk evaluation is considered in this paper. The classical method of credit risks
evaluation based on borrowers credit rating determination is presented. A novel method of credits rating
determination based on fuzzy logic systems is suggested {Mamdani algorithm )/Fuzzy rules for credit rating
determination and general class of borrowers are formulated. The applications of the suggested method fuzzy
logic for practical problems of credit risk evaluation are presented and discussed in this paper.

Keywords: credit risk evaluation, credit rating, fuzzy logic, credit management

BBeaeHue

3apava aHanu3a KpeauTocrnoCOBHOCTW 3aeMLMKOB 6aHKOB M OLEHKW KPeaWTHbIX PUCKOB NpefcTaBnseT
3HauMTENbHBIA WHTEPEC B CBA3M TEM, YTO B MocrnefHne rogbl B YkpauHe Habniopaetcs bym B cdepe
kpegutoBaHusi. Moatomy ans Toro 4tobel cooTBeTCTBOBaTh TpeboBaHMAM HaunoHanbHoro BaHka YkpauHbl
1 pekomeHzaunam basenbckoro komuteTa no 6aHKOBCKOMY Hag3opy (MonpocTy roBopsi, He pasopuUTbCH CamiuM 1
€ pasopuTb CBOMX KIMeHToB), OaHkam HeobXoaWMo MMeTb TLLATenbHO pa3paboTaHHyl NOMUTUKY Mo
ynpasneHnio puckamu. OfHOM M3  BaXHEMWMX COCTABMAOWMX AaHHOA MOMUTUKM SIBRSETCA  Habop
nNpoeccnoHanbHO NoaobpaHHbIX, C YH4ETOM  9KOHOMMYECKOrO COCTOSHWSI CTPaHbl U CNeLMMUKkM AeATENbHOCTY
BaHKa, CTaTUCTMYECKMX 1 (M) MaTeMaTU4ECKX METOAOB OLEHKU OXMAAEMbIX U HEOXWNAAEMbIX NOTEPb.

LleJ'IbFO AaHHON paGOTbI ABNAETCA pacCMOTpeHne M« CpaBHI/ITeJ'IbeIVI aHanM3 MeTofoB  OLEHKK
erﬂVITOCI'IOCO6HOCTI/I 3aeMLUMKa:

*  KIacCWUYECKMI aHanM3 KpeamuTocnocobHOCTM (YEeTKUI MeTog)
*  aHanu3 c NOMOLLbI0 HEYETKOM NOMMKKM, UCNONb3ys anroputm MamaaHu.

OnemMeHTbI TEOpUMN PUCKOB

[lesitenbHOCTb Nt0BOro NpeanpusTiS HePaspbIBHO CBSI3aHA C MOHSTUEM «PUCK»: GaHK, B KOTOPOM Bbl AEpXUTE
CBOM [JEHeXHble CpeacTBa, MOXeT 00aHKPOTUTLCS, [EnoBOi MapTHEpP, C KOTOpbIM 3aknioyeHa CAenka, -
0Ka3aTbCsl HeOOPOCOBECTHbBIM, @ COTPYAHUK, MPUHSTLINA Ha paboTy, - HEKOMNETEHTHbIM. He cTouT 3abbiBaTh U O
CTUXWIHBLIX BEACTBMSIX, KOMMbIOTEPHbIX BMPYCAX, SKOHOMMYECKMX KPU3UCAX W [PYriX SBMEHMSIX, CMOCOBGHBIX
HaHeCTM YPOH KOMMaHuUW. BMecTe ¢ TeM puckamu MOXHO YNpaBsiTh TaK Xe, Kak NpoLeccamy Npou3BOLCTBa Ui
3aKynKku MaTepuarnos.

PaccMoTpim 06LLiee NoHsATHE pUCKa.
HecMoTpsi Ha TO, YTO BCS XM3Hb U JEATENbHOCTb M0AEN NPOUCXOANT B YCMOBHUSIX HEOMPEAENeHHOCTH, KOTopas

nopoXgaeT PUCK, cpean uccrnegoBaTeneld A0 CUX MOP He CyLLeCTBYET eAWHCTBEHHOrO MHEHMs, KacaTenbHO
onpegenexus pucka. Mpuseaem NpocTeMLLNe U3 HUX.

Puck — BO3MOXHas Heyaauva.

Puck — HeyBepeHHOCTb B BO3MOXXHOM pesyrbTaTe.

Puck — yrpo3a HebnaronpusTHOro pesynbTara.

Puck — cnocob gencTsrs B YCIOBUSAX B HEMOHATHON MU HEONpeLeNeHHON 0BCTaHOBKe.
Puck — cobbiTre, KOTOPOE MOXET NPOM3ONTM I HE NPOU3ONTH.
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Wtak, Puck — 06'beKTVIBHO-cy6'beKTMBHaﬂ KaTeropusa, Kotopaa cBA3aHa C npeogoneHnemMm HeonpeneneHHoCTu,
cnyqathocm, KOH(bHMKTHOCTM B CuUTyauuu Hen3bexHoro Bbl60pa n 0To6pa>|<aeT CTeneHb AOCTUXEeHUNA
OXudaemoro pesynbTarta.

B 3aBucumocTu ot C(,bepbl [eaTenbHOCTM, OENOBOM cpedbl, cTpaterum passutna U Opyrux (baKTopOB KOMMaHnA
MOXET CTankmBatbCA C PasfiM4HbIMA BUOAAMU PUCKOB. Tem He MeHee, CywiecTByroT o6mme Luenu, OCTUXEHNIO
KOTOPbIX AOMKEH cnocobcTBoBaThH SQ)(beKTVIBHO 0pFaHM30BaHHbII;1 npouecc ynpaBneHna puckamu.

er,ELVITHbIVI PUCK — 3TO BO3MOXHOCTb MOTEpb BCreAcTBhe HECrnocoOHOCTM UMK HexenaHus KOHTpareHTa
BbINOMHNTb CBOU KOHTPAKTHbIE obsi3aTenbCTBa.

[aHHbIA pUCK MPUCYTCTBYET BO BCEX BMAax OEATENbHOCTW OaHka, roe pesynbTaT 3aBWCUT OT OEiCTBUIA
KOHTpareHTa, amMuTeHTa Unu 3aemimka. OH BO3HWMKAET Kaxabli pas, korga OaHk mpegocTasnsieT (6epet
0053aTenbCTBO O NPEAOCTaBNEHUM), WHBECTUPYET CPeACTBa MnM ApyruM 0BpasoMm pucKyeT WMW COrnacHo
YCNOBMSIM AOTOBOPOB HE3ABMCUMO OT TOrO, rae oTobpaxaeTcs onepauns — B 6anaHce unu BHe ero.

[ns  KkpeguTopa MOCNEACTBUS HEBbINOMHEHUs 00513aTenbCTB  U3MEPSIOTCS  MOTEpeil  OCHOBHOM  CyMMbl
3a/10JKEHHOCTY W HEBbIMNMAYEHHbIX MPOLIEHTOB 32 BbIMETOM CyMMbl BOCCTAHOBIIEHHbIX AEHEXHBIX CPEACTB.

LlenecoobpasHo KpeanTHbI puck pa3aenutb Ha uHOUBUOYasbHbIl n nopmaenbHbIU.

McTOYHMKOM MHAOMBUOYaNbHOro KpPeauMTHOro pucka ABnseTca OTAENbHbIN KOHTpareHT 6aHka. COOTBETCTBEHHO,
oueHKa unHOMBMAOYyanbHOINO KPEAUTHOro pUCKa npeaycMaTpuBaeT OLIEHKY er,D,I/ITOCI'IOCO6HOCTVI OTAENIbHOro
KOHTpareHTa, T1.e. ero WHAMBUAYaNbHYH CMnocobHOCTb CBOEBPEMEHHO 1 B NOJSTHOM obbeme paccynTatbCAa no
NPUHATbLIM obs13aTenbCTBaAM.

[opTENbHBIN  KPEaWTHbIA PUCK MPOSIBASETCS B YMEHbLUEHWW CTOMMOCTM aKTMBOB 0aHka. WCTOYHMK
nopThenbHOr0 KPeAUTHOrO pUcka — COBOKYMHAs 3afOiKEHHOCTb neped 6aHKOM Mo onepauwsiM, KOTOpbIM
CBOWCTBEHEH KPEAWTHbIA PUCK (KpeauTHbIA nopTdenb, nopTdent LeHHbx BGymar, nopTdens nebutopckoi
3a00rmKeHHOCTM 1 T.n.). OueHka NopTenbHOro KPEeaMTHOrO pucka npeaycMaTpuBaeT OLEHKY KOHLEeHTpauuu
1 nBepcudmKkaLm akTMeoB BaHka.

McTOYHMKOM MHAMBUAYaNbHOro KpeauTHOro pucka ABnseTca OTAENbHbIN KOHTpareHT OaHka. COOTBETCTBEHHO,
oueHka unHOMBMAOYyanbHOINO KPEAMUTHOro pPUCKa npeayCcMaTpuBaeT OLIEHKY er,D,VITOCI'IOCO6HOCTVI OTAENIbHOro
KOHTpareHTa, T1.e. ero UHaMeuayanbHy CMocobHOCTb CBOEBPEMEHHO N B MOJIHOM obbeme paccymTaTbCa no
NPUHATbLIM obs13aTenbCTBAM.

[opTENbHBIN  KPEaWTHbIA PUCK MPOSIBASIETCS B YMEHbLUEHWW CTOMMOCTM aKTMBOB OaHka. WCTOYHMK
nopTchenbHOr0 KPeAUTHOrO pUcka — COBOKYMHAs 3af0iKEHHOCTb nepef 6aHKOM Mo onepauwsiM, KOTOpbIM
CBOWCTBEHEH KPEAWTHbIA PUCK (KpeauTHbIN nopTdenb, nopTdent LeHHbx BGymar, nopTdens nebutopckoi
3a00rmKeHHoCTM 1 T.n.). OueHka NopTenbHOro KPEeaMTHOro pucka npeaycMaTpuBaeT OLeHKY KOHLEHTpauuu
W amBepcuduKaLmMmM akTuBoB HaHka.

OpfHOM N3 OCHOBHbIX M HETPUBMArbHbIX 3a4ay B OLIEHKE pyCka — 3TO 3a4aya BbIYMCNEHUs BEPOSTHOCTH AedonTa
3aemwumka (PD). PacnpoctpaHeHbl ABa noaxofa K BbluucrieHuio PD. [MepBbii OCHOBAH Ha KayeCTBEHHOW
W KONNYECTBEHHOW OLIEHKE PEMTUHra 3aeMLUMKa Mo €ro BHYTPEHHUM (DMHAHCOBLIM NoOKasaTensM W 0cobbim
BuaHec-haktopam. BTopoit OCHOBaH Ha KanuTanu3auun 3aemuyka Ha hOHAOBOM PbIHKE M YPOBHE €r0 AOMroB
nepen kpeautopamu. K coxaneHuio, BTOPOM Noaxod, X0Tb W sBnseTcs Haubonee 0OGBLEKTUBHBLIM, MPUMEHUM
MWL K OYEHb ManoMy YWUCMY YKPaWHCKMX OTKPbITbIX KOMMaHuit. PaccmMoTpuM HeKoTopble MeTogsl NepBoro
noaxoAa, OCHOBAHHOTO Ha KAaYeCTBEHHOM W KONMYECTBEHHOW OLiEHKE PENTUHra 3aeMLuMKka No ero BHYTPEHHUM
(OMHAHCOBLIM MOKasaTensam 1 0cobbiM BusHec-hakTopam.
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Knaccuyeckun metoq aHanusa pucka 6aHKpoTCTBa

PaccMoTpum pacnpocTpaHeHHbIN KNacCuYeckuii Noaxod K aHanuay KpeamutocnocoOHOCTW 3aeMLLMKA, OCHOBHOM
Lenbl0  KOTOPOro  sBNsieTCs  Knaccudmkauus  MOTEHUManbHbIX — 3aEMIUMKOB MO CTEMeHM  pucka
HennatexecnocobHocTU. KonmyecTBo rpynn pucka BbibupaeTcs NpoM3BOMbHO C Y4ETOM YPOBHS rpagauuu, go
KOTOPOro HeoBXoaMMO OCYLLECTBUTL pacnpedeneHue kpeantos (Hanpumep, 10, 8, 6 rpynn 1 1. n.) Mpu 3TOM
HexenaTtenbHo BbiGMpaTh BONbLLIOE KOMMYECTBO rPyMM, MOCKOMbKY FPaHN MEeXay HUMU CTUPAIOTCS, U BOSHUKAIOT
TPYAHOCTU NpU KnaccugmkaLmm ccya.
CornacHo aTomy noaxoay, NpoLEece OLEHMBAHWS KPEAUTHOTO pUCKa 3aeMLLMKa 3aKT04YaEeTCs B OLlEHKe:

e  KpeautocnocobHOCTM 3aeMLLnKa;

e Pucka KpeguTHOro npogykTa.

[pn aHanu3e KPeAMTOCNOCOBHOCTH 3aeMLUMKa MOXHO BblgEeNUTb HECKOMbKO 3TamnoB:
1. MepBbin 3Tan (CamMmbin BaXHbIN)
KomnneKcHbIN aHanus MHaHCOBOrO COCTOSIHWA 3aEMLLMKA, KOTOPLIN BKITHOYAET:

1) aHanu3 CTPYKTYpPbl akTMBOB M NacCnBOB (3aeMHbIe cpenctea npeanpuAaTua rpynnmupyroTca no CTeneHn
MX HanpsaXeHHOCTK, a aKTUBbl — NO CTENEHWN UX NMNKBUOHOCTH. OCYLI.l'eCTBJ'IFIeTCFI OLEHKa U3MEHEHMI
CTPYKTYPbI aKTUBOB U NacCUBOB B ,EI,VIHaMVIKe),

2) aHanu3 feHexXHbIX NOTOKOB,
3) aHanu3 h1HAHCOBOM YCTONYMBOCTM NPEANPUATHS,
4) oueHka athPEKTUBHOCTM LEATENbHOCTU NPEaNPUSTHS.

[ns oueHKW (DMHAHCOBOTO COCTOSHUSI MPEanpUATUS WCMOMb3YIOTCA CReaylolwme OCHOBHbIE aHanMTUYECKue
KO3athPULMEHTI:

1. KoaghpuyueHm mexyuieli nukeUGHoCMU Uy KoaghghuyueHm noKpbImus =
ObopoTHble cpeacTaa

KpaTkocpouHas KpeanuTopckas 3a40mKkeHHOCTb

(xapakTepuayeT nnaTexecnocobHOCTb NPEAnpUATUS B NEPUOL, PaBHbIA CPEAHEN NPOLOSMKMTENBHOCTN OAHOMO
0b0opoTa KpaTKoCpPOUHON [eBUTOPCKON 3a00MKEHHOCTH)
2. KoaghopuyueHm bbicmpoll nukgudHocmu =

[eHexHble cpeacTaa + [leGuTopckas 3a40MmKeHHOCTb + Mpoyne NKBIUAHbIE aKTUBbI

KpaTkocpouHas KpeanuTopekas 3a40mKeHHOCTb

(MokasblBaeT BO3MOXHOCTU MPEANpUATUS MO MoralleHnto Tekywmux obs3aTenscT 3a CHeT Hanbonee NMKBUAHbBIX
aKTWBOB).
3. KoagbopuyueHm HanpsxkeHHocmu 0bsisamenbcme =

KpaTKocpquaﬂ KpeanTopckas 3aJomkKeHHOCTb

,D,HeBHaFI BbIPpy4YKa OT peanusauuu

(yKa3blBaeT Ha [ION0 TEKYLLMX 0053aTENLCTB B AHEBHOM 060pOTE 3aEMLUMKA).
4.  KoaghehuuueHm ¢huHaHC080( He3agucumMocmu =

CobcTBeHHble cpeacTea

3aeMHble cpeacTea

(xapaKkTepuayeT ypoBeHb COOCTBEHHbIX CPEACTB NPEANpUATHS).
5. Koaghghuyuerm obecnedeHHOCMU NOKPbIMUS =

CobcTBeHHble 060poTHLIE CpeacTaa

OBopoTHble cpeacTea
( noka3blBaeT Aono coO6CTBEHHBIX 060POTHBIX CPEACTB B 0OOPOTHOM KanuTane)
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6. KoagpopuyueHm peHmabensHocmu npodax =
Mpubeinb 0T peanusawum

Bblpydka oT peanusaumm

(NokasblBaeT 9 HEKTUBHOCTb OCHOBHOM LEATENLHOCTU NPEeanpUATUS 3a JaHHbLIA NEPUOS BPEMEHHU).
7. Koaghopuyuerm obopadugaemocmu =

Bcero aktveoB

Bbipyuka ot peanusauum
(Noka3blBaeT CKOPOCTb 060POTa AaKTMBOB NPEANPUSTUS 3a ONpeaeNieHHbI NepUoL BPEMEHH).

PaccunTaHHble  3HayeHust KOSCb(*)I/ILI,VIeHTOB ana  nNoTeHUManbHOro  3aeMuuMka  CpaBHMBAKTCA  CO
cpegHeoTpacneBsbiMM WM HOPMATUBHBIMW - 3HAYEHUAMW. Mo pesynbtataM CpaBHEHWUA [enaeTca BbiBOA
0 TekyLleM UHaHCOBOM MOSOXKEHUMN 3aeMLLMKA.

2, BTOPOW 3Tan

Axanu3 AeATENbHOCTI BbICLLEro ynpaBneH4YeCKkoro 3BeHa npeanpuAatua-saeMuinka nocpenctsom 3KCI'IepTHOl7I
OLUEHKN YpOBHA €ro I'Ipod)eCCMOHaJ'II/BMa, KOMNETEHTHOCTU, WUCMNONb3yEeMbIX CTpaTeFMIZ N OOCTUTHYTbIX
pesynbTaTos.

3. TpeTun atan

AHanu3 oTpacnu, K KOTOPON NPUHALNEXUT JaHHOE NPEAnpUaTUe, a Takke No3vLMK NPeanpusTis Ha pblHKe Mo
OTHOLLEHMIO K KOHKYPEHTaMm o oTpacnu.

4, yeTBEPTbIN 3Tan

Ha 3aBepLiatroLlemM atane oLeHnBaeTCq Tak Ha3blBaeMbIi «CTpaHOBOI7I pucK», T.€. NPOBOANTCA aHann3 TeKyLLleﬁ
cutyauumn n nepcnekTe pa3BuTusa B 9KOHOMMWYECKO U MONUTUYECKON ccbepax, BO3MOXHbIX M3MEHEHWUIN NOMUTUKU
PErynUpyIoLLMX OPraHoB 1 T. 4.

Ha ocHoBaHWM NpoOBEJEHHOTO KOMMNEKCHOMO aHann3a 3aeMLUMK OTHOCUTCS K OfHOI U3 rpynn pucka, Apyrimu
CroBaMM 3aeMLLMKY NPUCBaAMBAETCS KpeAUTHBIA PEUTHMHT.

KpeouTHbln ~ pedTWHr  npefcTaBnser  Coboil  MHTErpanbHyl  OUEHKY  (DMHAHCOBOWA  YCTOWYMBOCTM
W NNaTexecnocoBHOCTM CTPaHbl, 3aeMLLnKa UK OTAENbHOMO KPeaUTHOrO NPoAyKTa. PENTUHT BbipaxaeT MHEH1e
areHTCTBa OTHOCUTENBHO ByayLiei CNOCOBHOCTM 1 HaMEepEHMs 3aeMLLMKa OCYLLECTBNATL BhINMaThl kKpeautopam
B MoralueHne OCHOBHOW CyMMbl 330/KEHHOCTM W MPOLIEHTOB MO HEil CBOEBPEMEHHO W B MOMNHOM 06beME.

KpeouTtHble peATUHrM OTpaxaloT OBGBLEKTUBHYIO OLEHKY BeposiTHOCTM fJedonTa M MCMOMb3ylTcs  Ans
onpeaeneHns xapaktepa MHBECTULIMIA.

Mocne 3Toro OLeHMBAeTCs Fpynna pucka KpeauTHOro npoaykta. Criedyrolwme hakTopbl BIUSIOT Ha rpynny
pucka KpeauTHOro NpoayKTa:

1. CPOK KpeauTHOro npoaykTa
UeM MeHbLUe CPOK [0 NoralleHns KpeauTHOTO NPOAYKTa, TEM HIKe PUCK, M Hao60opOT.
2. CTaBKa NnpoLeHTa

3. ycroBus NpedoCTaBeHUs KpeauTa WM OrpaHWUYeHWsl, HanoXeHHble Hasaemliyka NMpu NpefocTaBneHnum
KpeauTa

4. MepBoCTENEHHOE BNUSHME HA TPYMMY pUCKA KPEOMTHOrO MpOAyKTa OkasbieaeT obecredyeHne no Kpeauty
(rapaHTUpyeT BO3BpAT, kak NPaBUO, YaCTU AEHEXHbIX CPEACTB).

OueHKa KpeAUTHbIX PUCKOB C NPUMEHEHNEM HEYETKOM NOTUKK

PaccMOTpiM MeTOf OLEHKM KPeaUTHbIX GaHKOBCKMX PUCKOB C WCMOMb30BAHMEM annapaTa HeuyeTKOoW NOrviku,
alMEHHO anropuTMa He4yeTkoro BbiBoga MampaHu. [ns pelueHnst MOCTaBMEHHOM 3adauyn  BBEOEM
NMHIBUCTUYECKIE NEPEMEHHBIE, OMMCHIBAOLLME KPEANTOCNOCOBHOCTb 3aeMLLUMKOB GaHKOBCKUX KPEAUTOB.

KpeauTHaa uctopua = (6e3ynpeqHa;|, nnoxas, HeT ,El,aHHbIX)
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BxodHas nepemMeHHasd: 0TBET Ha BONPOC «Bbinn nn NPOCPOYEHHOCTN Y KOHTPAreHTa no onniate OCHOBHOIoO Aonra
UInn NpoLEeHTOB 3a paHee Nnony4eHHbIMU KpeaAuTaMin, B T. Y. B APYrux baHkax? »

BapuaHmbi: (He 6bin0, 6bIK, HET AaHHbIX )

Coomeemcmeusi: «He BbIno - Be3ynpeyHoy, «NNoxo- Oblnny, «HET JAHHbIX - HET JAHHBIX»

Cnocob nonyyeHusi OaHHbIX: — OTBET YeNloBeKa Yepes ANanoroBoe OkHO

Bua nepeMeHHON: B JaHHOM Criyyae - YeTkas.

®HHAHCOBO-3KOHOMUYECKOE COCTOAHUE = (CTAabUNBbHOE, HEraTUBHBIE TEHAEHLMM, MO3UTUBHBIE TEHAEHLMM)
Boobuue, Ans oueHkn HAHCOBO-3KOHOMMYECKOrO COCTOSIHUS MCNONb3YeTCs TpW nokasatens — "KoapduumeHT

[T [T

HE3aBMCUMOCTU , "MOMEHTalnbHaaA NIMKBUAHOCTb , TEpuoa 060p0THOCTVI 3anacos”.

Ons Ttoro, 4toObl ONpPedenuTb 3HaYeHWe NUHIBUCTUYECKON nepemMeHHon «®PUHAHCOBO-IKOHOMUYECKOE
COCTOSIHME», HEeObOX0OMMO CPaBHUTb 3HAYEHWS BbIOPAHHBIX KOIMMULMEHTOB 3a TEKyLMA nepuos M 3a
npoweawnin nepuog, T.6 HeOOXOAMMO BbIYUCIUTL OENbTY ANA KaXOOro KodpguUMeHTa, Npuyem cuutatb
paUMOHamnbHee OTHOCUTENbHLIE M3MeHeHWsl. [lanee Ans npoCTOTbl OTHOCUTENbHble W3MeHeHus OyayT
Ha3blBaTbCA NPOCTO «AENbTbIY.

CnepyeT 06paTUTb BHUMaHWE, Y4TO NPY YMEHbLUEHWUN NoKa3aTenei «koadULMEHT HE3ABUCUMOCTMY U «NEpUOL,
06OPOTHOCTM 3aMacoB» PENTUHT BO3paCTaeT, a MpU YMEHbLUEHUM «MOMEHTAmNbHOWM JMKBUOHOCTUY PENTUHT
nagaeT. OTO Y4YTEHO MpU COCTaBNEHWM (YHKUMA NPUHAAMEXHOCTW AN TEPMOB «HeraTBHble TEHAEHLMM»
W «NO3UTUBHbIE TEHOEHLNMNY.

Bynem paccmatpueath ,AenbTy” ANs KaXOoro nokasaTens Kak HeYeTKylo nepemeHHyto. [ins Hee HeobXoaumo
BBECTU (DYHKLMIO NPUHAANEXHOCTY.

PaccMoTpuM aenbTy Ans Kaxgoro koaduumeHta B OTAENbHOCTY:
1) «k0aphMLMEHT HE3aBUCMMOCTH »:
- cam koadpdmumeHT namensietcs ot 0 4o 1 - genbta nameHsieTcs ot -1 4o 1

uid)
- (DyHKUMS npuHagnexHoctn (®f1) genbTbl K Tepmy : 1
«CTabunbHbIMY  (TpeyronbHOro BMAa, ocCb abcuuce
(oenbta) nepecekaet B T. -0.05 1 0.05, a ocb opauHaT B &
T. 1, (PVIC. 1) 06
1+20d ,eciu -0,05<d <0 -
1 ,eciu d=0
u(d) = 02
1-20d ,ecnu 0<d<0.05 y
0 Lecuu d<-0.05d>0.05 L L
Puc.1
u(d)
- O penbTbl K TEPMY «HEraTUBHbLIE TEHAEHLMM» E: l
(pnc.2) il :
—-20d ,ecnu —0,05<d <0 '|
wdy=1 1 ,ecuu -1<d<-0.05 i |
02 |
0 ,eciu 0<d 01 '
4 | d
01 -0.05 fi] 0.05 01

Puc.2
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u(d)
1 A
09 |
-Ol1 genbTbl K TEPMY «MO3UTUBHBIE TEHAEHUMNY oo :
(puc.3) o l
20d ,ectu 0<d<0.05 05 |
0.4 [
ud)y=9 1 Lecu 0.05<d<1 03 |[
0 .ecmu d<0 Ef { ’
%.1 -0.05 1] 0.0s 0.1 2
Puc.3

2) k03hhMLUEHT KMOMEHTANLHON NIUKBUGHOCTUY
- cam koadpduLmeHT namensietcs ot 0 go 1
- fenbTa uameHseTcs ot -1 ao 1

-0l penbTbl K TEPMY «CTabUMbHBINY (ECNM HAPUCOBATb, MOMYYUM TPEYrONBHMK, OCb AeNbTa nepecekaet B T. -0.1
n0.1,a0cb opanHaTBT. 1.)

1+10d ,ecau -01<d <0
,eciu d=0
1-10d ,ecau 0<d<0.1
0 eet d<-0.1,d >20.1
- O genbThl K TEPMY «HETaTUBHbIE TEHAEHLMMY
-10d ,ecru -0,1<d<0
w(d) = 1 ecau —1<d<-0.1
0 ,eciu 0<d

u(d) =

-Of1 0enbTbl K TEPMY «MO3UTUBHBIE TEHAEHUMNY
10d ,eciu 0<d<0.1
ud)y=4 1 Lecmu 0.1<d<1
0 ,ecmu d<0

3) «<nepnop 060POTHOCTM 3aNacoBy.
- cam koadpdmumeHT nameHsietcs ot 0 go 180
- fenbTta uameHsietcs ot -1 4o 1

-0l penbTbl K TEPMY «CTAOMMbHBIAY (€CNM HAPUCOBATb, NONYYMM TPEYrONbHUK, OCb AerbTa NEepecekaeT B T. -
0.110.1,a0cb opanHaTBT. 1))
1+10d ,ecnu -01<d<0
,ecau d=0
1-10d ,ecnu 0<d<0.1
0 ,eenu d<-0.1,d>0.1

wd) =

-Ol1 penbThbl K TEpMY «NO3UTUBHBIE TEHAESHLMNY
—-10d ,ecru —-01<d<0
uld)y=4 1 ,ecmu —1<d<-0.1
0 ,eciu 0<d
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-0l genbThbl K TEPMY «HEraTUBHbIE TEHAEHLMMY
10d ,ecru 0<d<0.1
ud)y=<1 Lecu 0.1<d<1
0 ,ecmwu d<0
— BepOATHOCTb HECBOEBPEMEHHOrO NOraweHmsa = (HU3Kas, CPeaHssl, BbICOKAsl, O4eHb BbICOKas)
BxoOHasi nepemeHHas: JaeT OTBET Ha BOMPOC «BEPOSATHOCTb HECBOEBPEMEHHOTO MOraLLEHMs»
Bapunmsi: (ntobas BeposaTHOCTL 0T 0 4o 1)
PaccmatpuBaem aTy nepeMeHHyH Kak HeueTKyto U BBEAEM (DYHKLMIO NPUHALNEXHOCTY
- BEPOSTHOCTL M3meHsieTcs o1 0 o 1
-OI1 genbTbl K TEpMY «HU3Kasn»
1-20p ,ecru 0< p<0.05
u(p) = 1 ,ecnu p=0
0 ,ecru  0.05<p
-0l K TepMy «CpeaHss»

3.33-3333p ,eciu 0.07< p<0.1
H(p)= 1 ,ecnu  0.05< p<0.07
0 ,eciw p=>0.1,p<0.05

-OIT k TepMy «BbICOKas»

3333p—-233 ,ecru 0.07<p<0.1
-5p+25 Lecmu 03<p<05

#(p)= ,ecnu 0.1<p<03
0 ,ecauw p<0.07,p=0.5
-OIT K TepMy «O4EHb BbICOKAS»
S5p—-15 ,ecru 03<p<0.S5
H(p)= 1 ,ecnu 05<p

0 ,ecnu p=203
—  PVCK YObITKOB = (BbICOKUIA, CPEQHWIA, HU3KWN)
Bxo0Hasi nepemeHHas:
BapuHmb!: (BbICOKUIA, CPEOHWIA, HU3KWIA)
Cnocob nony4yeHusi OaHHbIX: — OTBET Yepes AMarnoroBoe OKHO

Bud nepemerHoU: B JaHHOM cryyae - yeTkast. T.e. YHKUMS NPUHAANEXHOCTM NMPUHUMAET 3HauveHue nmbo 0,
nubo 1.

5. cocTosiHMe AOKYMeHTauum = (NNoxXoe, HOPMasnbHOE, XOPOLLEE)

Bxo0OHasi nepemeHHas: 0TBET Ha BONPOC

«CoCTOsiHME AOKYMEHTALMM OnpeseneHo Kak: »

BapuHmbi: (nnoxoe, HopMarbHoe, XopoLLee)

Cnocob nomnyyeHuss 0aHHbIX: —OTBET Yepes3 AMasioroBoe OKHO

Bud nepemeHHoU: B JaHHOM Clyyae- YeTKas.

6. 6aHKkpoT= (aa, Her)

BxodHas nepemeHHas:: 0TBET Ha Bonpoc «[puaHaHo npeanpusTie 6aHKpoTOM»
Cnocob nonyyeHusi OaHHbIX: — OTBET Yepes AMarnoroBoe OKHO
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Bud nepemeHHOU: B AaHHOM Ccriyyae - YeTkasl.

7. obecneyeHme = (NepBOKIACCHOE, NIMKBUOHOE, HEMWUKBUOHOE, OTCYTCTBYET, BOSMOXHOCTbL Npobrem)

Bxo0Hasi nepemeHHas: 0TBeT Ha Bonpoc «ObecneyeHney

Cnocob nomny4yeHus 0aHHbIX: —OTBET Yepes AMaioroBoe OKHO
Bud nepemeHHOU: B [AaHHOM cryyae- YeTkasi. 8. nnaTéxecnocoOHOCTb =(BbiCOKas, CpeaHss, HU3Kas)

BxodHas nepemeHHasd: 0TBET Ha BOMNpPOC «MnaTéxecnocobHOCTb KOHTpareHTa»

BapuaHmb: (BbICOKas, CpeaHss, H13kas)
Bud nepemeHHOU: B AAaHHOM Crlyyae- HeveTKas.

9. ®YHKUUA NPUHAANEKHOCTU ANA BbIXOAHON NepeMeHHON
Mpusegem O ans BbIXOAHON NEPEMEHHON - PENTUHT 3aeMLLMKa

-OIT k Tepmy «knacc J»

-0l fenbTbl K TEpMy «knacc M

- OI1 genbTbl K TEPMY «kracc By

-0l fenbTbl K TepMy «knacc b»

-OIT penbTbl K TEpMy «knacc A»

CootsetcTBytoLmin Bug O ans pasnuuHbIX KNaccoB PeiTHHIa NPUBOAATLCS Ha puUc.4.

nir)

5r+0.25
u(r) = 0
5r—0.75
u(r) = 0
5r—1.75
ury=1 0
S5r—2.75
u(r) = 0
S5r—3.75
u(r) = 0
1

2

2

2

2

b

b

2

9

eciu

eciu

eciu

eciu

eciu

eciau

ecjiu

ecjiu

,eciu

08+ /
07+
06

05+

a3t
i1 S

01 ;‘I o

s ¢

e
-y,
-
-..._._“
iy
-y
-

—————— i  H

,eciu
,eciu

,eciu

,eciu
,eciu

,ecau

-05<r<l15
r<-05r=>1.5
r=1.5
1.5<r<35
r<1.5,r>3.5
r=35
35<r<55
r<35,r=>5.5
r=>5.5
55<r<7.5
r<55r=>75
r=7.5
75<r<9.5
r<75r=9.5
r=9.5
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MpaBuna ans oueHku pentuHra. TekctoBas hopMynuMpoBKa 3KCNEPTHLIX BbIBOJOB

[N oLeHKuM Knacca 3aeMLUmMKa Ha OCHOBE PeiTHHIa MCMOMb3YTCs Credytolime npasuna BbiBoAa
1.1 Ecnn -0.50 <peituHr<1.50, To penTunr-knacc = [
1.2 Ecnn 1.50 <peittuHr<3.50, To perTuHr-knacce = I
1.3 Ecnm 3.50 <peittnHr<5.50, To peiTuHr-knacc = B
1.4 Ecnm 5.50 <peiTuHr<7.50, To peiTuHr-knacc = b
1.5 Ecnmn 7.50 <pentuHr<9.50, T0 peiTuHr-knacc = A
2.1. [Ins OKoHYaTesbHOro BbiBOAA OTHOCMTENBHO Kfacca 3aeMLlliMka MCMOMb3ylTCs Cregylowme npasuna
BbIBOAA
Ecnu pentuHr-knacc — A,
penyTauus pykoBOACTBA KOHTpareHTa — 6esynpeyHas,
KpeauTHas uctopus - 6esynpeyHas,
HEeCBOEBPEMEHHOE MOoralleHne OCHOBHON YacTyW JONra- NOYTH UCKNIOYEHO
HEeCBOEBPEMEHHOE noralleHne % - NOYTH UCKIYEHO, TO Kknace A
2.2. Ecnn peintuHr-knacc — b,
KpeauTHas ucTopus - 6esynpeyHas,
HeCBOEBPEMEHHOE MOraLleHe OCHOBHOI YacTu JONra - HU3Kas
HECBOEBPEMEHHOCTb MoralleHnst % - NOYTU UCKIOYEHO
(hMHAHCOBO-3KOHOMMYECKOE COCTOSIHUE KOHTpareHTa — HeraTuBHe TeHAEHLMUN B AeATENbHOCTH
HeAO0YETbI B AEATENbHOCTM KOHTPareHTa - NoTeHuuanbHble. T0 knacc b
2.3. Ecnu pentuHr-knacc — B,
HECBOEBPEMEHHOE MOralleHe OCHOBHOW 4acTW [onra U B CPOKM MaTexecnocobHOCTb KOHTpareHTa -
CpeHsis,
(HMHAHCOBO-3KOHOMUYECKOE COCTOSIHUE KOHTpareHTa—no3UTUBHbIE TEHAEHLMM, TO Knacc B
2.4 Ecnu peiAtuHr-knacc — I
(hMHAHCOBO-3KOHOMMYECKOE COCTOSHWE KOHTpareHTa - HeraTuBHble TEHAEHUMM B [LEeATENbHOCTW, TO
knacc I
2.5 Ecnm peitnHr-knacc — I
Puck 3HaunTenbHbIX YObITKOB - BbICOKWN;
BepoATHOCTb MOMHOrO MOralleHns KpeauTHOW 3af0MKEHHOCTU W MPOLEHTOB/ KOMUCCUIA — HU3Kas, TO
knacc T
2.6 Ecnu peituHr-knacc — I
BeposTHOCTb  HECBOEBPEMEHHOMO MOralleHnst KpeauTHOW 3af0MKEHHOCTW W MPOLEHTOB/ KOMUCCUA —
BbIcoKas, To knmacc [.
2.7 Ecnm peituHr-knacc —
CocTosiHMe HeobXx0aMMOit AOKYMEHTALMK, KOTOpas NOATBEPXAAET  HanWyue u
NUKBUAHOCTb 3anora — nnoxo, To knacc .
2.8. Ecnu pentuHr-knacc — i
[Mpu3HaHHbIA 6aHKPOTOM KOHTpareHT baHka — aa, To knacc [
2.5. Ecrv pentuHr-knace — [
BEPOSATHOCTb HECBOEBPEMEHHOTO NOralleHUst KOHTPareHTOM — O4eHb BbiCoKas, To knacc [ .
3.1. Ecnw knacc - B,
ObecneyeHue kpeauTHOM onepaumun - NUKBMAHOE, TO knacc B.
3.2 Ecnu peituHr-knacc —
ObecneyeHmne No KpeanTHbIM onepauusiM — BEPOSTHOCTL npobnem, To knacc I
3.3. Ecnmknacc-[1
ObBecneyeHune KpeauTHOM onepaumun - HenukBMaHoe, To knacc [1.
3.4 Ecnnknacc-[
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ObBecneyeHune KpeauTHOM onepaumun - OTCyTCTBYeT, TO knacc [.
3.5. Ecrmknacc-T

ObecneyeHune KpeanTHOM onepauun - BEPOSITHOCTL Npobnem, To knacc [.
3.6. Ecnw knacc - B,

ObBecneyeHune KpeauTHOM onepaLmun - BEPOSITHOCTL Npobnem, To knacc [
3.7. Ecrmknacc-T

Ob6ecneyeHue KpeauTHOM onepaLum — He NUKBUAHOE, TO knacc [.
3.8. Ecrmknacc-T

ObecneyeHune KpeauTHOM onepauun — OTCYTCTBYET, TO knacc [.
3.9. Ecnw knacc - B,

ObecneyeHune KpeanTHOM onepauun - NePBOKMaccHoe, knacc b.
3.10.Ecrm knacc - I

ObecneyeHune kpeanTHOM onepawni - NePBOKNACCHOe, TO Knacc — B.
3.11. Ecnm knacc - [1

ObecneyeHue KpeauTHOM onepauumn - NePBOKNAcCHoe To knacc =T

MpuMeHeHUe MeTOaNKM onpeaeneHns KPeauTocnocoGHOCTH Ha OCHOBE HEeYETKOM NOTUKM

° PaCCMOTpVIM NPUMEHEHNE BbILLEN3NOXEHHON METOAUKM OLUEHKKN erﬂI/ITOCI'IOCO6HOCTVI 3aeMLUMKa
C ncnonb3oBaHMeEM annapaTa HE4YEeTKO NTOrMKN Ha CrieayrLnx npuMepax

e OueHka kpegutocnocodHocTn 3A0 «ABToYacTb»
e llcxoaHble AaHHbIE:
o [laHHOE npeanpusTUE 3aHUMAETCS ONTOBOW NOCTABKOW aBTO3anyacTel BeAyLIMX MPou3BOaUTENEN,
Takux kak Universal Industries, Fenox, Jestic , Mpamo u gp.
1. B gaHHOM baHke obcrnyxnBaeTcs He NOMHOCTLIO, 6onee ABYX MECALEB.
2. OnbIT paboThl B OCHOBHOW cdepe aestensHocTh - 10 net
e [laHHble cocTaBneHsb! Ha koHel, 10.2005
3. obecrneyeHne - He BbI3bIBAET COMHEHMI
4. koappuument Hesasucumoct (KH) - 0.36
5. MaHeBpeHHOCTb cobCTBEHHbIX cpeacTs (KM) 0.75
6. Cymma cpeHeMECAYHOM 3a00MKEHHOCTH (TbIC. PH.) 342
7. Doxoppl (TbIC. rpH.) 514
8. MocTynnexne geHexHbIX CPeacTB Ha cyeTa (konmyectso pas) (Cnac) 4
9. CpegHemecsyHble NOCTYNNEHNUS AEHEXHbIX CPeacTB (Tbic. rpH.) 100
10. CpeaHemecsyHble NOCTYNEHMS YACTbIX AEHEXKHBIX CPeacTB (Tbic. rpH.) 80
11. PeHTabenbHocTtb npogax (Pr1) 0,14
12. PeHTabenbHocTb akTueos (PA) 0,067
14. KoachcmumeHT mrHoBeHHomM nukmaHocTu (KI1) 0,14
15. KoadhcpmumeHT Tekywein nuksuaHoctu (KJ12) 1,6
16. O6opaumBaemocTb 3anacos 40
17. O6opaumBaeMoCTb KpaTkocpoUHoit Aebutopckon 3agomkeHHocty (O3) 50
18. OBopaumBaemoCTb KpaTKOCPOUHOI KpeanTopcKor 3agomkeHHocTH ( Ok3) 50
19. Tekywas gebutopckas 3afomkeHHOCTb (TbiC. rpH.) 300
20. KpaTkocpouHas kpeauTopckas 3af0mKeHHOCTb (ThiC. rpH.) 401
21. CobcTBeHHble aktuBbl (TbIC. rpH.) (CA) 1144
22. ObopoTHble akTuBbl (Thic. TpH.) (OA) 655



200

No:13 — Intelligent Information and Engineering Systems

23. Temn pocTa Banosomn npubbinm (%)110
24, Temn pocta obbema peanusaum (%) 112
25. Temn pocta cymmbl aktneos 114 (%)

26. 3HaveHWe peiTvHra 3a NpeablayLwmii nepuog 6

27. Cpok kpeauTHoi onepauuv (mec.) 36
28. MNpocpoyek Mo onnate HeT
29. BeposTHOCTb HECBOEBPEMEHHOIO NoraLleHnst OCHOBHON cymmbl 0.05
30. BeposiTHoCTb HecBoeBpeMeHHoro norateHunst % 0.05

e OcHOBHble (hHAHCOBO-3KOHOMMYECKE MOKA3aTeNu MNPeanpusiThs, a Takke KpeauTHbI PerTUHr
1 06ecneyeHHOCTb KpeauTHOM Onepauun W MpaBuno BblBOAA MTOrOBOTO PEATMHra MpeanpusiTus

npueogsTes B Tabn.1.

Tabnuya 1. Pe3ynbmambi pabombi npoepammbi 05151 oueHku kpedumocnocobHocmu 3A0 «AsmoYacmb»

Mapametp 3HaueHue MapameTp 3HaueHue WUroroBbIiii napameTp 3HaueHue UTOroBoro
(pewTnHr) (peiTnHr) napamertpa

CA 1144 (10) (0)ik] 50 (9) lAToroBas pentuHrosas | 5,26

KH 0,36 (9) Ya 45,801 oueHka

KM 0,75 (8) Ok3 50 (9) OkoHYaTenbHbI knacc | B

KT 0,7 (3) Kak 0,748 nnaTexecnocobHocTH

K 0,14 (8) 3n 0(0) K.n. ¢ yueTom B

Kn2 1,6 (10) Cn.n/p 0,19 (2) KpeauTHoro obecneyenns

Pn 0,14 (9) K 0,23 (0) Jivumut BesonacHoro | 352,92 Tbic. rpH

Pa 0,067 (8) Cnae 4(0) KpeauToBaHus Ha 24 Mec.

Knacc B, nockonbky pelimuHe-knac = B u kpedumHas ucmopusi — 6e3ynpeyHasi U 8epOSIMHOCMb HECBOEBPEMEHHO20 NO2ALIEHUS
Kkpeduma U 8eposimHOCMb HECBOEBPEMEHHO20 NO2ALLIEHUS NPOUEHMa No Kpedumy — HUSKUE.

Umoeoeniii pelimuHe-Heyemkul knacc = B

3aknioyeHue

B poknage paccmoTpeHbl Npobrembl OLEHKN KPEOMTHBIX PUCKOB 3aeMLLMKOB OaHKOB. M3noxeH Knaccuyeckui
METOZ, OLEHKN KPEAMTHBIX PUCKOB HA OCHOBE ONPEeeNeHNst KPEAMTHOTO PEMTUHIA 3aEMLLMKOB, @ Takke OLEHKM
kpeauTHoro obecneverns. [lanee u3noxeH MeToa OnpeaeneHns KpeamuTocnocobHOCTH 3aeMLLMKOB HA OCHOBE
MCNONb30BaHUSA CUCTEM C HEYETKOW IOrMKoW (anroputMm HeueTtkoro BbiBoga Mampganu). CchopmynupoBaHsl
npaBuna HeYeTKoro BbIBOAA ANS OLEHKW KPeaWTHOrO peiTuHra u obllero knacca 3aemiymkos. [lpueopsiTes
NpUMEPbLI NPUMEHEHMS U3NIOXKEHHOTO HEYETKOrO MeToAa.
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Medical and Diagnostic Systems

SYNTHESIS OF STRUCTURED MODELS OF COMPUTER SYSTEMS
IN MEDICAL DIAGNOSIS

Anatoliy Povoroznyuk, Nataliya Bilous, Olga Kozina

Abstract: Method for structural identification of objects of diagnosis in design of computer systems to support
decision-making in medicine at all stages of information transfer is developed. This takes into account not only
the structural and functional bases, but also the uncertainty of the model parameters.

Keywords: medical diagnostics, computer system, structural identification, the model, decision rule.

ACM Classification Keywords: I.5. Pattern recognition and J.3. Llife and medical sciences

Introduction

The introduction of new information technologies in medicine gives rise to transition from traditional medical
information retrieval systems to intelligent computer systems to support decision-making in medicine (ICSSDM)
with advanced mathematical apparatus and elements of expert systems that are capable of monitoring of
diagnostic criteria, build an advanced computer diagnoses, implement and management the treatment process.

Developers of ICSSDM denote following actual optimization problems that require urgent solutions:

- distinguishing of diagnostically significant structural elements in the background of artifacts and
interferences (structural identification) in the analysis of biological signals, and medical imaging;

- formalization, the evaluation of informativeness of diagnostic criteria and formation of the minimum set of
informative features;

- synthesis of decision rules according to which process of diagnosis (classification) of patients inside a
given set of diagnosed conditions has carried out.

Application of traditional mathematical methods (deterministic methods, probabilistic, logical-and-linguistic, based
on pattern recognition theory) for solving optimization problems in medicine, which was noted before, does not
entirely correct [Axytun 2002, MosoposHtok 2006] because the complexity and multiple-level interactions between
diagnostic objects (subsystems of the organism), the heterogeneity of diagnostic criteria (numeric, ranking or
dichotomous data) and the heterogeneity of approaches of their obtaining, for example, by questioning,
examination, clinical studies, the analysis of biological signals and medical imaging are not accounted for these
methods.

In traditional methods diagnostic criteria are discussed in the form of a linear vector, and algorithms for automatic
distinguishing of structural elements of biological signals are designed for each type of signal, and have heuristic
nature. In addition, such methods are critical to volume of training set and have limitation on the dimension of
objects of diagnostics in their implementation. In this paper, methods for constructing ICSSDM which based on
unified formal approach of structural identification of objects of diagnostics at all stages of information
transformation are proposed.
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Principles of structural identification of objects of diagnostic

Proposed method of structural identification is based on conception of evolutionary identification of structured
models which are effectively used for solving the problems of forecasting, recognition, management, etc.

[BykatoBa 1990]. As known, the sense of structured C -models is the transformation £ : X =Y or, in other
words, reflection of input vector X to output ¥ via a set of operators S from the set F ( feF ) in
accordance with structure S, which determines the sequence of operators J . Thus, the C -model is given by
the graph, nodes of which are the functional elements of a given class of models, and information connection of
nodes is defined by structure S, ie. C = {f S } Synthesis of C-models is a recurrent and a stochastic
process for consistent improvement of C -models, evaluation of C -model due to some criteria O, and the

selection of locally effective C -model. Classes of C -models, their functional and structural bases, as well as the
modes of change are described in [bykaTosa 1990].

Taking into account the above optimization problem in the construction ICSSDM, heterogeneity of diagnostic
criteria, an iterative process of diagnosis and the need to using of expert assessments in the formation of
diagnostic output, the following stages of information transfer in ICSSDM according to structural identification
have been formalized:

- structural identification of physiological signals and images;

- formalization of the description of heterogeneous diagnostic criteria;

- synthesis of hierarchical structure of diagnoses;

- synthesis of hierarchical diagnostic criteria;

- synthesis of diagnostic rules;

- synthesis of individual diagnostic prognostic models;

- recommendations on choosing the optimal treatment.

At each of considered phases local optimization problem is decided for which its own set of input data, own

criterion of optimality and optimization algorithm must be used. That is why expanded notion of C -model (C -
model) and the procedure for reconfiguring the model is proposed to use in this work.

Extended C -model is defined as follows
C ={S,F,E,&,,&,}, (1)

where - S = {P 5 V} — structure model specified through a set of nodes £ and arcs V.
F' —functional basis of the model where the functions can be attributed as nodes f, so and arcs f;;

E — expert estimations which if necessary can be added to components £ ;
€, —the uncertainty of parameters of £ -basis that is determined by statistical properties of training set;

€, - the uncertainty of parameters of F' -basis depended on accuracy of their determination (step of
quantization).

Value €. is used not only as an estimate of the model parameters (traditional approach), but is a parameter of
optimization procedures in the synthesis model. Since some algorithms of optimization require quantization of the
model parameters, then the task of selection the type of quantization (uniform or nonuniform) and selection of
corresponding steps of quantization arises, thus €, can be considered like a parameter optimization procedures
also.

Consider the application of the method of structural identification in the implementation mentioned earlier stages
of information transfer in ICSSDM.
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Identification of structural elements of biological quasi-periodic signals

Structural identification (allocation of the structural elements of the signal parameters which are diagnostic
features) of quasi-biological signals (ECG, rheograms and others) is the most responsible and difficult phase of
their processing, as well as errors in identification of structural elements(omission of structural elements or false
identification) leads to gross errors in calculating of diagnostic criteria and errors in computer diagnosis (in cases
when special means of exposure of these errors don't used, in particular, when the processing of suspected
period is refused or confirmation of human-operator about correct structural identification is missed). The difficulty
of identification is fact that the amplitude and temporal characteristics of structural elements holds information
about the diagnosed subsystems of organism and have wide range of variability their values. In addition, these
signals may include artifacts and can be registrated against the background noise. That is why formalized
procedure for identifying the structural elements of biological signals on the basis of individual space of
parameters for each type of structural element using the methodology and computational procedures of Hough
transforms proposed in this work [[ToBopo3aHiok, 2003].

A classic application of Hough transforms is the approximation of contours points of two-dimensional
monochrome images by analysis curves of first or second order. Thus, each  -th point of the image is transferred
to the space of parameters (parameters are the coefficients of approximating curve), and it forms a subspace of
admissible values of parameters M, Intersection area Q of subspaces M, for all contour points determines
the true value of parameters [Toronto, 2007]. Hough transforms is a basis for implementing various types of

recognition and classification algorithms whose main idea is to move into more informative space of parameters
for this task. In the structural identification of physiological signals conversion from the original space (set of

discrete points of the signal X (ti)) in the minimum-required space of parameters ¥’ (P ) is executed. Space of

parameters ¥’ (P ) is formed at description of structural element pattern by a limited set of basic reference
functions (approximation of pattern). So comparison of analyzed signal with pattern and the decision on the
presence or absence of a structural element of a given type is performed in the parameters space.

X(t)
D(t) R Q,

X(tim) O/ o

a)

X(t)

Figure 1. C "-model representation of structural element recognition:
a) in contour analysis; b) in proposed method

In considered cases scanning of whole signal and signal part analysis with an aperture n, which is equal to the
length of the structural element, are performed. In contour analysis through complex algorithms for each type of
structural elements in each type of biological signal function D(ti) which reflects the distinctive features of given
structural elements, is constructed. Then function D(ti) is compared with boundary R and decision about

whether is the part of signal structural element (class €2;) or not (class £2,) is accepted. In the proposed
method, at first, the operator mark out a pattern's structural element of this type in the signal in learning mode.
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After that the formalized procedure for approximation of the pattern by graphic primitives is started, and

parameters of individual space with dimension m are formed by applying Hough transforms. In such case D(ti)
is a function of differentiation of distance, in other words, each its point is value of remoteness from the pattern in

parameters space !’ (P ) Since parameters space ¥ (P ) must be discrete, the value €, is optimized in such way
that center of the cluster €2, has been the level of quantization and its effective diameter has been the step of
quantization Nied

Adaptation of identification of two-dimensional diagnostic structural elements is result of description of two-
dimensional patterns by different types of spatial adaptive developments where transition from original
rectangular system of coordinates L,Jj (X i,j — values of brightness in rectangular system of coordinates) into

the space I (X ; — values of brightness along the line scan) is performed. In contrast to traditional arrangement
of structural identification of two-dimensional images (filtering, contouring, the search for structural elements),
proposed approach give abilities to define pattern directly to the grayscale image.

Synthesis of hierarchical structures of diagnostic criteria S and structures of diagnoses Sp
based on their self- informativeness

Synthesis of hierarchical structures of diagnostic criteria Sy and diagnoses S, based on their self-
informativeness is considered like hierarchical clustering based on the analysis of correlations through

transformations £7: X — Sy, F, : D — S, To implement the conversion F] the procedure of hierarchical
clustering of diagnostic criteria based on representation of clustering in view of a streaming model is proposed.
Thus, initial characteristics become nodes of fully connected graph. Arcs of such graph can be equivalents of pair
correlation coefficients. Then, task of hierarchical clustering of nodes is reduced to a consistent procedure for
finding of the minimum cut of the graph in the streaming task with limitations. To solve streaming task adaptation
algorithm of "defect" is proposed.

In streaming tasks with limitations each arc is characterized by the following parameters:

- Ji —flow on arc (£ / );

- L; —1ower bandwidth arc (7 );

- U - upper flow capacity of arc (i= J );

- C; —the cost of passing the unit flow from node # to node 7.
For considered problem of clustering of diagnostic criteria of the algorithm on the basis of algorithm of "defect",
value Ly is equal 0, and Uy is equal to criterion of self-informativeness (pair correlation coefficient). If apriori
information is absent, then for all arcs Cij can be equal 1 or their values can be received from expert estimations

in contrary. Values of streams fij are determined when the algorithm of "defect" is completed and initially may

be equal to 0. To reduce the dimension of the problem it is possible to consider only arcs for which self-
informativeness criterion is significant in the sense of Student's criterion.

For implementation of algorithm of "defect" it is necessary to define initial and finish node (source S and sink).
Results of its work are the calculation of streams circulation which minimized the total cost of streams on all arcs
according to limitations of arcs capacity (Lg,- and Uy ). The correct choice of source and sink is heuristic task,

therefore, at first estimated clustering must be carry out by method of galaxy correlation, and as source and sink
are chosen the most connected nodes in each cluster. After determining of streams on all arcs the minimum cut

of graph R is determined, for which the true relationship:
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£ =Uy V(.0 e (N, No), 2
£;=0 V(i j)e (Ne,No).
The minimum cut divides all nodes of the graph into two disjoint sets (Nc include an initial node of S and NC

include and finish node 7"), thus, streams saturate all direct arcs of cut and zero arcs of cut in inverse direction
(2). In this case, the sum of streams of all arcs of the cut equals the maximum circulation of stream.

Result of hierarchical clustering is hierarchical structure, on lower level of hierarchy into which separate
diagnostic criteria, if they are informative and independent, or clusters of correlated features can be present.

Synthesis of hierarchical system of diagnoses — transform £, — is performed on a similar way of submission
problem like streaming model with limitations and finding the minimum cut with help of algorithm of "defect".
However, there are the following differences:

— top capacity of arc i, J —value U; —is intercluster distance of diagnoses D; and D; in space of criteria;

— dichotomic clustering is performed without compression, so the above criteria for linear clustering and
optimality in this procedure is not used.

Reconfiguration of structures of diagnostic criteria Sy

Structures of diagnostic criteria Sx is obtained by the criterion of self-informativeness of criteria and can not be

used for creating of additional diagnostic specification directly because the resulting structure S, must contain
minimum necessary amount of informative diagnostic criteria for given diagnostic problem, i.e. given set of

diagnoses. The structure must be submitted with structure S, and procedure of clusters replacement at all
levels of hierarchies Sx should be developed. Therefore, reconfigure of structure Sy is proposed in order to
create the structure S . Criteria of diagnostic value of parameter x; with regard to given set of diagnoses {D}
can be used for this purpose [MosoposHiok 2007, 1]. Diagnostic value I, (xl-) is amount of information introduced
into the system after patient observation to parameter X; For all that transformations F: Sy > Sy and Fy:
Sy = S, are completed.

If diagnoses set are formed whole group of incompatible events — only one diagnosis D, correspond to one
patient in training set, no patients with multiple diagnoses), the uncertainty of diagnoses set is estimated entropy:

H(D)=-)_ P(D,)-log, P(D,). )
i=1
where P(D,) — apriori probability of diagnosis D .
Expression (3) show estimation of maximum possible amount of information that can be introduce in set of

diagnostic criteria, i.e. for any system of diagnoses D and any set of diagnostic criteria X = {xnxza---xp }
inequality is correct:

I,(X)<H(D), 4)
which becomes an equality only for set of deterministic parameters.
Transformation £3 determine informativeness of original space of criteria X according to the system diagnoses

set {D} For this, clusters of lower-level hierarchy of structure S. - subsets of correlated features — are
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replaced to most informative and other clusters of remaining level of S, are replaced to integral features. In
addition, in synthesis of S, set of heterogeneous elements . is given to a single scale — every original
parameter X; is represented like disjoint set of diagnostically significant intervals.

Changing range of numerical value A= [x jmin> X jmaxJ for sequence of intervals is in fact the replacement of

theoretical law of distribution for histogram. From this point of view to obtain an acceptable accuracy of
approximation of distribution law, the number of intervals must be large enough. But it is necessary to increase
training set, because at constant sample size and increasing the number of intervals relatively small number of
points gets in each interval, which reduces the reliability of statistical estimates. Thus, with limited training set, the

task of dividing A on intervals is optimization task in which integral error € is minimized [Mosopostiok 2007, 2]:
2 2
g = Ay Gy — Gy n Gy =Gy , (5)
VON Y Ay + A, A+ Ay

where ™ —number of nonuniform intervals Ak;

N~ number of points from training set which get in interval Ay,
G - ordinate of the histogram into interval A .

Calculation of €« due to (8) requires apriory dividing Aby A; and calculation of values inside not only in the
current & -th interval A, and Gy - but also in neighboring: Ay G Ay Gy Minimum of €; can be

reached by iterative procedure for formation of A .

The goal of transformation F, : S, — S, is agreement of topologies S, and S, in order to complete the
method of diagnostic specification and to ensure the optimal plan for individual patient diagnostic observations.

Thus, each pair of S, with total parent has agreement with one element of S, . Elements of structure S, are

formed from elements of S, on the basis of their informative completeness and diagnostic value so that they
could perform a differential diagnosis for each level of diagnoses hierarchy.

Set of diagnostic criteria X relative on diagnoses set D is described by coefficient of informative completeness
k]c (X ’ D ) .

_1p,(X)

ki (X, D) = H(D)

(6)

Similarly, coefficient of informative completeness for each parameter X; is determined:

ID(xj)

kIC(xj’D)z H(D) .

(7)

Since process of diagnostic criteria measurement requires to using medical equipment and some resources
(time, material, financial, etc.), given the complexity of combined measurement, each parameter is characterized
by the coefficient of diagnostic value:
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kic(x;,D)

kDV(xj:D): I/'(XA)

: (8)

where 7 (X;) —the total ratio of measuring complexity of parameter X; .

The formulation of S, begins from top-level element, i.e. from element le,z , Which should provide a differential

diagnosis between states D1, and D, .

Initially entropy diagnoses Dll,l ,and Dé,l is calculated by (3) and required informativeness of le,z is calculated

by (6) for a given ratio of measuring complexity. It should be noted that informativeness of any element of S,
does not exceed the 1bit and reaches its maximum for equiprobable diagnoses, in accordance with (4).

Then coefficients of diagnostic values of all elements of S y for pair of diagnoses Dll,l , and Dé,l is calculate by
(8) and elements of S, is organized in accordance with

kDV(yi)ZkDV(yA/)Z"'ZkDV(yq), 9)

For each element of Sy coefficient informative completeness for pair of diagnoses Dll,l , and D;,l is defined,
and then sequential process of including of elements V; from ordered sequence (9) into le,z is repeated until

. . 1
not reached the necessary level of informative completeness of element Z,.

) 2 2 . . .
In order to formulate elements of next level of hierarchy Z;,and £33, elements informativeness of which has

been exhausted during formulation of Z11,2 are excluded from structure Sy .

Thus, every element of S is ordered subset of elements of S, and uniquely specifies order of their inclusion in
the diagnostic procedure of diagnostic specification at each phase of implementation.

Conclusion

Thus, the methods of synthesis of computer systems to support decision-making in medicine based on the
structural identification of objects of diagnosis is developed. Conception of extended structural model takes into
account not only structural and functional bases, but also the uncertainty of parameters and also allows using
expert estimations.

Construction of hierarchical structures from 9 parameters of clinical blood analysis and 10 different diagnoses are
completed for 434 patients. The average probability of diagnostics has increased from 88.48% when using a
standard cluster analysis to 92.8% when using the developed method. From the total number of negative
responses differentiation for 25 negative responses to the preliminary diagnoses of different levels is received
while using only 3.61 diagnostic parameters an average for each patient, that in 2,5 times less than the original 9
parameters which was used for standard procedures of diagnostic.

The developed methods allow removing restrictions on dimension of diagnostic criteria space, to improve the
reliability of computer diagnosis and to adapt to specific objects of medical diagnosis.
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ARTIFICIAL INTELLIGENCE APPROACH TO DIABETES DIAGNOSTICS

Galina Setlak, Mariusz Dabrowski, Wioletta Szajnar,
Monika Pir6g-Mazur, Tomasz Kozak

Abstract: In this paper a concept of designing and building intelligent system in diabetes diagnostic is introduced.
The way of the expert, classifying the input data system (symptoms) for four types of diabetes (classes) has been
shown in that article.
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Introduction

The concept of the artificial intelligence was started up together with the beginnings and developing of the
computer era. The possibility of adopting one of the basic features distinguishing a man, that is an intellect were
concerned. Computers outdid and outdo people in mathematical calculations speed, but they lack the basic
element, thanks to which they cannot match the human beings. It is the consciousness.

However, the artificial intelligence, defined as the intelligence hallmarks, is the science sphere that is developing
quite fast and in the course of time one can count on new achievements.

The artificial intelligence has been defined in many different ways. According to Minsky, the artificial intelligence is
science about the machines realizing the tasks that need the intelligence when they are done by a human being
[Kowalczuk, Wiszniewski, 2007], [Kwasnicka, 2003)].

Figenbaum defined intelligence as the computer science field concerning methods and techniques of symbolic
deduction by a computer and the symbolic representation of knowledge applied during that deduction
[Kowalczuk, Wiszniewski, 2007].

Whereas Turing proposed the following definition: if the unbiased, external observer is not able to differentiate the
machine answer from the human answer, we can talk about the intelligence of that machine [Kowalczuk,
Wiszniewski, 2007].

Expert systems

An expert system is the information system which as its name suggests performs tasks as the expert in that
sphere of the science or knowledge. This system, on the basis of particular knowledge, rules basis, draws
conclusions, takes decisions, and its activity is similar to the human activity in that sphere.

Expert systems can be classified from different points of view. It can be the advisory systems, the ones that
suggest the direction; systems taking decisions without the help and human interference; criticizing systems the
ones which on the basis of a particular problem and the predicted solution by a man, analyze and comment the
particular reasoning and action way.

Forming a system based on the knowledge background needs the expert knowledge who often finds a solution
on the basis of the information about the problem and on the basis of his own experience. The expert system,
having a written expert knowledge from a chosen field, can use it many times in an economic and effective way
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because it does not need the presence of the expert. At the same time, it allows the expert not to repeat the
analogous reports and take up more creative tasks. The special advantage of such systems is the possibility of
solving the particular tasks without the direct expert's participation, and also the possibility of knowledge
aggregation in one system of the numerous experts team [Mulawka, 1996].

Neural networks

The concept of neural networks has its own background in the biological nervous system. It is a very complicated
structure consisting of neurons (nerve cells) and connections between them. Not delving into strictly biological
background, let us look how the neural networks are formed (because our model should be treated like that)
[Witkowska, 2002].

Artificial neural networks, as it is easily predicted, consist of artificial neurons. From the technical point of view, is
the element of which the features match the chosen features of the biological neuron. The artificial neuron is not a
faithful copy of the biological neuron, but the element that should fulfil particular functions in the artificial neural
network. Such an artificial neuron is in a sense a transducer with the signal at the entrance, and it is then
multiplied by the particular for each transducer, weighting kit and summed up. We receive the new signal at the
way out, which defines the neuron activity.
Neural networks can be divided according to the build into:
- feed forward networks:
- one-layer,
- multi-layer,
- recurrent networks,
- cellular networks.
The most important feature of the neural networks is their ability to learn that is the ability to independent adjusts
the weighting factors. Learning is done in particular cycles, so each task to solve for the neural networks is at the
same time a new stimulus, causing the increase of “knowledge” of a particular network. Thanks to such

a phenomena, the neural networks represent the sphere of the artificial intelligence [Rutkowska, Pilinski,
Rutkowski, 1997].

Hybrid systems

A hybrid system is a new category of systems based on the artificial intelligence. They rely on connection of the
best features of such systems as: expert systems, learning systems, neural networks, and genetic algorithms.
Thanks to that, the particular system is able to solve the most difficult problem, the single system which is the part
of the hybrid system could not cope with. It is obvious that implementing such system is connected with the
additional difficulties resulting from the necessity of connection of these elements [ Biatko, 2000].

Hybrid expert systems, as others classical expert systems, are built upon fundamental components:
— aknowledge base,
— aninference engine (interpreting knowledge stored in the knowledge base and making deductions),
— knowledge engineering system,
— automatic knowledge acquisition,

— explanation subsystem,
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— user interface — one for accessing the knowledge base through the knowledge acquisition module,
and another one for system users accessing the system in the consultation mode or in the
explanation (tutor) mode and

— additional component part — the neural network.

In this context the cooperation between systems usually follows by data interchange. Each of the subsystems
realizes specifying purposes. It works by autonomous way and transmits results of its activity to the other system.
Especially spectacular and also practically useful are results of expert system and neural network integration.
We can describe following examples of their cooperation:

— the neural network realizes numeric data processing for the expert system ;
— expert system controls the learning process of neural network;
— the neural network is made for building knowledge base of the expert system;

— the expert system transforms the output neural network data in order to show there suitable for
people interpretation.

Expert system outlined in this paper uses PC-Shell 4.2. — domain independent expert system shell, having strong
hybrid properties. The PC-Shell has been implemented in Artificial Intelligence Laboratory (AITECH, Katowice).
The PC-Shell 4.2 system integrates the expert systems shell using blackboard architecture elements and the
simulator of the neural network. It assures the knowledge representation as declarative expressed rules, facts
and distributing knowledge in the neural network. The expert knowledge can contain in some knowledge sources.
This system enables procedural knowledge representation too.

The knowledge representation language SPHINX is a mean for building intelligent applications. It is the way of
integration of particular artificial intelligence systems. We can find a quota on this subject in paper [Bubnicki,
1990], here we will discuss only selected aspects of knowledge representation. The knowledge base structure of
the PC-Shell 4.2 system is distributed following:

The block sources and control will be the most important for

this paper. They are means of integration of the expert knowledge base name
system and the neural network. sources o
. . . sources description

The source block: The PC-Shell is a hybrid system with end:

elements of blackboard architecture. This determines that facets

we can use a lot of heterogenic knowledge sources for facets description

problem solving. The declaration of ource in sources block end;

consists of symbolic name and account of properties. One rules -
. rules description

of properties is source type, we can declare sources for end:

following types: facts

o kb — expert knowledge base, ond: facts description

¢ neural_net — neural networks, con’trol

+ metaphors and what_is_file — the data base containing ond: program

explanations. end: ’

The source has properties file describing a file name for

source, which is, creates in the Neuronix subsystem. Figure 1.The knowledge base structure

The control block: The PC-Shell 4.2 system makes possible of the PC-Shell 4.2

an integration of the declarative knowledge representation
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with procedural knowledge representation language, which enables programming of the system activity. The
program in the PC-Shell system consists of instruction set included in the control block. The subset of language
instruction enables the integration of neural network and the expert system. The instructions are following:

— initNetwork(X) — induces generating of neural network. X (the parameter) — defines the name of the
knowledge source.

—  DelNetwork(X) — induces mowing of neural network pointed by parameter X, where X is name of
source declared in source block.

— RunNetwork(X,Y) — induces running the neural network, earlier inducted by initNetwork instruction.
The parameter X defines the input vector of data and Y defines the output vector. Input and output
vectors make possible passing the input data for neural network and also taking of results.

The example the realization of hybrid application in the PC-Shell

The realization of application in the PC-Shell system is following:
—  Creating by the NEURONIX subsystem one or some neural application.
— Elaborating knowledge base in form of knowledge sources.

— Integration of the elaborated knowledge sources on the level of knowledge representation language.

Expert system of diabetes diagnostic

Expert systems or generally the artificial intelligence, are useful where the expert's knowledge is used. One of the
spheres is medicine. As it is commonly known, in such an important aspect of everyday life there is no place for
half measures — a doctor can not be an expert in one field only at the certain level, be not educated enough, can
not count that in case of the mistake, something can be turned back. Obviously, such assumptions should be
binding in all spheres of life, but let us leave divagation on that aside. Therefore a doctor is the biggest authority
concerning the particular problem, he is the expert. He has to use his knowledge, knowledge of the expert each
time when he intervenes (and he does it every day-quite often). But it happens very often, that the problem
diagnosed by him is quite trivial, and diagnosis identical, so he has to devote lots of time to mechanical
deduction. But it does not have to be that way, if instead the expert system -properly construed, can be
“employed” instead of that [Bizon, 2008].

One of such systems can be the system diagnosing the types of diabetes. Let us have a look at the
characterization of the expert system operation, diagnosing this disease. Its results can be the following types
(classes) [WHO, 1999]:

—  Type 1 diabetes (immunologically conditioned or idiopathic),

Type 2 diabetes (with obesity or without obesity),

Other defined types of diabetes,

Diabetes mellitus in pregnancy.
To start diagnosis, one should gather the proper number of data. The source of the data can be the
following: a patient himself, patient's record, primary physician, specialist, biochemical lab, specialist tests.
The system gathers data by the tests: subjective and objective, laboratory and additional tests.
a) Subjective tests — history taking
— the system takes data such: name, surname, age, occupation, place of work, life style (diet, addictions

(smoking), alcohol), general condition, dietary habits, nutritional status (obesity, emaciation), history of
the body mass, family interview (did the family members suffer similar diseases), beginning of the
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disease (when, how many years ago) course of disease, ailments from other organs and systems, past
diseases and operations, present and previous infections, diabetes education, course of the treatment
(in case of previously treated due to the diabetes) medicines used [PTD, cukrzyca info].

b) Objective tests

— height and body mass measurement (BMI), counting the proper body mass and comparing with the real
mass, personal development phase evaluation, (sexual - bodily phase, old age phase), arterial pressure
evaluation in a lying position and standing position (with the measurement of the orthostatic reaction),
ophthalmoscopes tests of fondues (with papillary dilation), thyroid test, heart test, taking pulse and
testing all peripheral arteries accessible when fingering and auscultating, feet test, neurology test, teeth
and gums test, skin test and mucosa tests [WHO, 1999], [PTD, cukrzyca info].

c) Laboratory tests:
— glycaemia (blood glucose level ) test on an empty stomach and the daily glycaemia profile,
— notation of the glycated haemoglobin and fructosamine,

— notation of the lipid profile on an empty stomach: total cholesterol and cholesterol in lipoproteins of high
density (HDL - high density lipoproteins), cholesterol in lipoproteins of low density (LDL - low density
lipoproteins) and trigliceryde,

— urine test (apart from glucosuria) ketone bodies and protein presence (macro- and micro-albuminuria)
and microscope test of the sediment,

— bacteriological test (urine cultures and antibiotic gram),

— euthyroidism test and morphological status of the thyroid test (concentration evaluation T3, T4 and
TSH, scintigraphy of the thyroid ),

— peripheral arteries tests (potency and rush of blood),

— electrocardiogram, echocardiography, ergo meter test,

— neurological tests, especially the electromyography test,

— ophthalmic review (general test of the organ of sight) [WHO, 1999].
d) Additional tests

— fundus test

Conclusion

After gaining all information about the patient, symptoms and disease and after basic tests, we are at the phase
when our expert system draws conclusions on their background. Diagnosing is done on the rule of moving on the
decision tree. As it was mentioned before, the system that has been defined recognizes 4 classes of the disease:
type | diabetes, type Il diabetes, secondary diabetes, diabetes mellitus in pregnancy. In order to present the way
of activity there is no need to show the conclusions scheme for each class in details — let us have a look only on
one of them, the rest, of course is similar.

Diagnosis Scheme is quite simple and in a way obvious. One direction means the natural course of the disease
and the possibility of the pharmacological treatment, the other one show abnormalities or alarming course of the
disease and its symptoms. The final result can be the statement that the patient was (is) diabetic of the particular
type, and the recommended remedy is just the proper diet and the pharmacological treatment.
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That way we are approaching the diagnosis. If we analyzed one of the possible ways in details, we would notice
that the particular phases do not differ from the doctor's way of proceedings. Our expert system has a task to
achieve the appropriate conclusion, behaving like an expert in that field that is a doctor.

It is important that there is a close cooperation between a system engineer and experts on those interest fields
when constructing the appropriate expert system. Nothing can replace the knowledge and doctor's experience.

Bibliography

[Kowalczuk, Wiszniewski, 2007] Z. Kowalczuk, B. Wiszniewski. Inteligentne wydobywanie informacji w celach
diagnostycznych, Pomorskie Wydawnictwo Naukowo Techniczne, Gdarisk 2007.

[Kwasnicka, 2005] H. Kwasnicka. Sztuczna inteligencja i systemy ekspertowe. Rozwoj i perspektywy, Wydawnictwo Wyzszej
Szkoty Zarzadzania i Finansdw, Wroctaw 2005.

[Bubnicki, 1990] Z. Bubnicki. Wstep do systeméw ekspertowych, PWN, Warszawa 1990.

[Rutkowska, Pilinski, Rutkowski, 1997] D. Rutkowska, M. Pilinski, L. Rutkowski. Sieci neuronowe, algorytmy genetyczne
i systemy rozmyte, PWN, Warszawa 1997.

[Biatko, 2000] M. Biatko. Podstawowe wiasciwosci sieci neuronowych i hybrydowych systeméw ekspertowych, Wydawnictwo
Uczelniane Politechniki Koszalinskiej, Koszalin 2000.

[WHO, 1999] World Health Organization (WHO): Definition, diagnosis and classification of diabetes mellitus and its
complications. WHO. Geneva 1999.

[PTD, cukrzyca info] http://www.cukrzyca.info.pl — strona PTD poswigcona cukrzycy.

[Witkowska, 2002] D. Witkowska. Sztuczne sieci neuronowe i metody statystyczne, Wydawnictwo C. H. Beck, Warszawa
2002.

[Bizon, 2008] D. Bizon. Analiza klasyfikacji danych medycznych za pomocg wybranych metod sztucznej inteligencii,
w: Technologie Informatyczne e Medycynie, Wydawnictwo Uniwersytetu Slaskiego, Katowice 2008.

[Mulawka, 1996] J. J. Mulawka. Systemy ekspertowe, WNT, Warszawa 1996.

Authors' Information

Galina Setlak, D.Sc, Ph.D., Eng., Associate Professor, Rzeszow University of Technology, Department of
Computer Science , W. Pola 2 Rzeszow 35-959, Poland, and The State Professional High School, Czarnieckiego
16, 37-500 Jarostaw, Poland, e-mail: gsetlak@prz.edu.pl

Mariusz Dabrowski - Dr. of medical science, specialist diabetolog; e-mail: madab@esculap.pl

Wioletta Szajnar - M.A. The State Professional High School, Czarnieckiego 16, 37-500 Jarostaw, Poland:
e- mail: wiola@pwszjar.edu.pl

Monika Pir6g Mazur - M.A. The State Professional High School, Czarnieckiego 16, 37-500 Jarostaw, Poland:
e-mail: m_pirog@pwszjar.edu.pl

Tomasz Kozak - M.A. The State Professional High School, Czarnieckiego 16, 37-500 Jarostaw, Poland: e-mail:
tomasz@pwszjar.edu.pl



International Book Series "Information Science and Computing" 215

Computer Engineering, Mechanical Engineering

NAVIGATION SOFTWARE OF AUTOMATED GUIDED VEHICLE

Magdalena Dobrzanska, Pawet Dobrzanski

Abstract: In the article it has been presented the structure of the control system and measurement data
processing of an automated guided vehicle. The basic navigation technique — odometry, which is applied in the
automated guided vehicle, has been described, as well as connected with it errors of position tracing. Next the
navigation software was shown which enables to design the trajectory of the vehicle movement as well as the
registration and reading of the measurement data from the measurement sensors.

Keywords :Automated Guided Vehicle, navigation, odometry, odometry errors, Visual C++

ACM Classification Keywords: I.2.9 Robotics: Autonomous vehicles, Sensors, J.7 Computers in other systems

Introduction

Automated Guided Vehicles (AGV) are commonly used in various areas of man’s activities. Within two decades
one could notice a rapid development of automated guided vehicles which have their applications in totally
different areas, for example medicine, industry, transport, defense or agriculture. Some of the vehicles have
additional equipment which enables them to perform very sophisticated activities. Presently available vehicles
can perform many functions. Depending on the area there are vehicles which can be used in a wide variety of
applications, for example in industry, transport (haulage, loading), medicine (automatic nurses, self-propelled
wheelchairs), defense (patrol vehicles, vehicles for weapon defusal, vehicles equipped with armament).

The above classification does not reflect in full the applications of the AGV. The aim of their construction is to
eliminate dangerous, hard and monotonous work performed by people.

Such a vehicle has been also developed at Rzeszow University of Technology. It is used for the various
researches and for the didactics. Some research concerned the issues connected with navigation, especially with
the precision of positioning and following the given route.

The aim of the article was to show the basic information connected with analytical navigation, to show already
accepted for realization constructional solutions applied in the vehicle and to present the navigation software
used to design trajectory, measurement data recording and processing.

Odometry

The base for positioning in the automated guided vehicles is odometry — the analytical navigation. Odometry rely
on the determination of the vehicle current position on the base of way covered by the characteristic point K. The
analytical navigation uses to determination of the vehicle movement direction angle & difference of speed of
driving wheels the v, and vp . The basic idea of this solution was shown in fig.1.
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(o} Xq

Figure 1. Coordinate system used in analytical navigation

Applied method rely on measurement of the way covered by the driven wheels K. and Kr and the determination
in each iteration of the vehicle movement direction angle 6 is used in the vehicles in which two drive wheels
independently driven are used to steer the vehicles. The proper differentiation in the rotational speed of these
wheels forces the turn of the vehicle around its vertical axis of rotation that goes through the point O and the
change in the direction angle 8 [Dobrzarska, 2005].

If the position of point O the vehicle in which two drive wheels independently driven K. and Ke are used to steer
the vehicles in the basic reference system XoOoYo (fig. 1) in kth iteration is given by the state vector

(x(k). (), 6(k)) , then position of the vehicle in (k+1)th iteration is given by the equation:
x(k+1)] [x(k)] [At-vy(k+1)-cos(@(k)+ At - w(k +1))

y(k+1)|=| y(k)[+| At-vy (k +1)-sin(6(k)+ At - ok +1)) (1)
Ok +1)| | 6(k) At - ok +1)
Velocity Vo (k + 1) and a)(k + 1) can be determined from the following relations:
volk+1)= (v, (k+1)+v, (k+1))/2 )
olk+1)= (v, (k+1)-v, (k+1))/b o)

where: v (k+1) _speed of the right wheel

v (k + 1) - speed of the left wheel
b - wheelbase of the driven wheels.

Velocity Vp (k + 1) and v, (k + 1) can be determined from the following relations:
vo(k+1)=w,(k+1)-r (4)

v, (k+1)=w,(k+1)-r (5)

where: r - radius of the steered wheels

In the above consideration it was assumed that the wheels are rigid and they roll without spin, the contact
between the wheel and the floor is a point contact and the radiuses r of the driven wheels are the same.

Presented and accepted for realization method is very simple but it has got some drawbacks connected with
errors. We can distinguish several sources of errors that have an impact on the accuracy of positioning. These
sources were divided into two categories:
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e Systematic errors caused by: unequal wheel diameters, misalignment of wheels, uncertainty about the
effective wheelbase (due to non-point wheel contact with the floor), limited encoder resolution, limited
encoder sampling rate.

o Non-systematic errors caused by: travel over uneven floor, travel over unexpected objects on the floor,
wheel-slippage (due to: slippery floor, over-acceleration, fast turing (skidding), external forces
(interaction with external bodies), internal forces (e.g., castor wheels), non-point wheel contact with the
floor).

Additional odometry errors can be caused by the odometry equations themselves, since they approximate an
arbitrary motion as a series of short rectilinear segments. The precision of this approximation depends on the
program step.

Two dominant sources of errors in odometry are:
¢ unequal wheel diameters - most mobile robots use rubber tires to improve traction. It is very difficult to
manufacture wheels with exactly the same diameter. Furthermore, rubber tires compress differently
under asymmetric load distribution. Either one of these effects can cause substantial odometry errors.
We denote this error as Ed and define it as

(6)
where: dgand d; are the actual wheel diameters.

¢ uncertainty about the wheelbase - the wheelbase is defined as the distance between the contact points
of the two wheels of the moving vehicle and the floor. Uncertainty in the effective wheelbase is caused
by the fact that rubber tires contact the floor not in one point, but rather in a contact area. We denote this
error as Eb and define it as

By =" (7

where b, is the actual wheelbase of the vehicle,
b is the nominal wheelbase of the vehicle.
E, and E;, are dimensionless values.

Description of construction

Automated guided vehicle designed to transport of cargos executed at Rzeszdw University of Technology was
the object of investigations. Vehicle has two drive wheels independently driven which are used to start and steer
the vehicle. The object of investigations has onboard PC, cards of data acquisition, and control-measuring
equipment. The vehicle is built on the base of the three-wheeled construction with two drive wheels and one
independent rotating wheel. Such solution allows the vehicle to be very maneuverable and, at the same time, to
have simple steering and movement direction control through the constant monitoring of the rotational speed of
both wheels.

Technological parameters of the vehicle are :
o weight of the robot ready for work including battery is 200 kg,
e itcan move at speed 1m/s,

o two direct current motors, each with supply voltage 36 V, were used to drive road wheels, nominal
moment 0.55 Nm at speed 3200 rpm, maximum current 27 A, maximum moment 2.8 Nm,
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o there are three series connected batteries that supply the robot with voltage 36V, their total capacity
150 Ah,

o the vehicle is able to carry loads up to 100 kg.

Robot supporting structure is created by the steel frame made of the structural sections where all the
subassemblies were placed (fig.2). The drive wheels are made of metal and covered with vulcanized rubber rim.
The wheel is fixed to the hub placed on the axle going out of the reducer that is driven by the motors through the
belt - gear transmission. The gear transmission ratio is 1:2 and the reducer transmission ratio is 1: 40. The self-
adjusting wheels are fixed to the robot structure in a way that allows the turn around their own axle (perpendicular
to the robot base).

Figure 2. Lay- out of the pan‘icular| subassemblies: 1 - . robot supporting structure,
2 batteries, 3 - supporting self-adjusting wheel, 4 - drive wheels, 5 - encoder,
6 — cogged pulley, 7 - reducer, 8 - driving motors

The elements used to steer and supply the robot driving motors are the servo-amplifiers SCA-SS-70-10.
Automated guided vehicle has two encoders used to measure angular displacements that are to measure an
angle and an angular velocity. The base for positioning in this type of vehicle is odometry which introduces some
errors. To eliminate these errors the additional sensors allowing to improve the accuracy of vehicle positioning
are used in the contemporary vehicle. Such sensors are the laser, sonar and gyro enhanced orientation sensor.

The control system and measurement data processing of an automated guided vehicle

The vehicle movement along the given trajectory is controlled by the onboard guided system. It includes: the
onboard PC, cards of data acquisition, measurement sensors and computer software with implemented guided
algorithm.

The steering voltage in each measure is generated by the computer on the analog output of the measurement
card. Then they are fed on the input terminals of the servo-amplifiers. Inside the servo-amplifier there is the
system of the feedback whose aim is to keep the constant rotational speed of the supplied electric motor. This
speed depends on the voltage signal from the measurement card of the computer.

Information gathered from the measurement cards is used by the application which works in the Visual C++
environment (fig.3). The application itself takes information, processes it and generates the guided signals. The
application was written in a way which enables the users who do not know the software language or the details
connected with the vehicle construction and the cooperation of the subsystems to design the trajectory, the
vehicle movement on the designed trajectory, reading and analysis of the measurement data obtained from the
sensors installed on the vehicle.
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Figure 3. The view of the main window
In the application one can choose some of the basic tasks: trajectory design, edition of the designed trajectory,
compilation, reading of the measurement data, analysis of the measurement data.

The application enables for the movement according to the designed earlier trajectory. The trajectory may consist
of the elementary segments such as straight line or an arc (fig. 4), for which we can define the right parameters.

Configuration of the sector

Trajectory of the vehicle movement

@ dic O Shaight line

Figure 4. Window of choice of the elementary segment

In case of the straight sector the application enables for the choice of guiding the vehicle: analytical navigation,
following along the base surface on the basis of the measurements from the laser sensors. It is also necessary to
define the length of the straight sector (fig. 5a).

a)

Configuration of the straight sector, Configuration of the arc

Straight line movement Arc movement

&) Laser © Ddametry @ left ) right
Length of the straight sector, m Radius of the arc. m

Figure 5. Windows of configuration of the elementary segments

Additionally, when the user chooses the straight sector where the vehicle is to be guided along the base surface
on the basis of the reading from the laser sensors, here is a possibility to guide the vehicle in a given distance
from the base surface on the basis of the reading from the laser sensors which were not subjected to filtration, he
can also choose the filtration option after which the measurements from the laser sensor will be filtered in a real
time with the application of the Kalman filter. In case of the following along the base surface it is necessary to
quote the distance from the base surface in which the vehicle will be guided. Due to the measure range of the
laser sensors the value can change from the 0.5 to 2.5 m. It is also necessary to quote the side where the base
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surface will be placed. After choosing the right option the measurement of the distance from the base surface will
be done from one of the two sensors installed on the both sides of the vehicle (fig. 6).
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Figure 6. Window of configuration of the straight sector where the vehicle is to be guided along the base surface

After choosing the second option — an arc movement - it is necessary to define whether the vehicle should move
in the left or in the right. The radius of the arc should be defined as well (fig.5b).

After choosing the trajectory there is a possibility to write it in. The program enables for the modification of the
already designed trajectory by changing the parameters of the chosen elementary sector, change of the sector,
and also adding or removing the sector. In order to simplify the analysis of the trajectory, at each element there is
a detailed description. It can be obtained by its marking.

This application enables also for the compilation of the designed trajectory. This compilation consists in the check
of the correctness of the designed trajectory as for the errors which result from the logical continuity of the
trajectory (fig. 7).
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Figure 7. Result of compilation of trajectory

The software enables the reading of the measurement data from the installed in the vehicle sensors. The data is
then written in the file. Next it can be analyzed. The application enables then for the edition of the written data,
filtering them with use of digital filters, as well as the generating of the chosen graphs (fig. 8b). The user has a
possibility to choose what measured quantities will be written in the file (fig. 8a).
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Figure 8. Window of choice of the measurement data designed to record (a) and window of analysis data (b)

To start or to stop the vehicle as well as to give the defined trajectory along which the movement should be
performed the second off-board computer is used and it performs the primary function. Two-sided communication
of the vehicle with the primary computer is wireless by means of the radio. The application of such a solution was
done due to the fact that the creation of the mobile network with the use of the cables is practically impossible.
When we apply the cable the vehicle mobility is limited to the length of the transmission cable. In the research for
the two-sided communication with the primary computer the stationary wireless network has been used.

Conclusion

The article presents the software written in Visual C++. The software is the part of the system which has been
created on need the vehicle. The software will be extended and well-fitting to needs of modified vehicle and
carried out on him the investigations.
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THE AUTOMATION OF PARAMETERS IDENTIFICATION PROCESS
FOR PROFILES WITH FUNCTIONAL PROPERTIES

Wiestaw Grabon

Abstract: The paper presents a way of software construction for calculation the roughness parameters of surface
having stratified functional properties. This software is created for using transition model to describe data
becomes from the bearing area curve plotted on normal probability paper and is supported by ISO 13565-3,
which describes a way of characterization independent components of two-process surfaces.

Keywords: transition model, two-process surfaces, roughness parameters .

ACM Classification Keywords: Algorithms, Measurement.

Introduction

The geometrical structure of surfaces (GSS) which collaborates with machine parts are being influenced by
friction, lubrication and wear, therefore lubricated and sliding surfaces are made as surfaces having stratified
functional properties which are named two-process surfaces. These surfaces are the most critical and tribological
structure of surfaces. The most often, they are created by putting up several technological processes. They are
characterized by occurrence deep valleys on precisely machined top surface layer. Top part of surface, usually
smooth is bearing surface and its main goal is to reduce wear, but parts of valleys aim at oil storage and is a trap
on small pieces of wear. Plateau honed cylinder surface is the typical example. The topography of this surface is
an effect of two processes: base honing and plateau honing.

The precise description of manufactured 2-process surface is a vital problem from practical point of view. There
are a lot of methods of two-process surface topography description. One of the alternative approach is to model
the surface into two parts, one representing the plateau and the other representing the valley. This becomes
possible if the bearing area curve is plotted on normal probability paper. The x-axis of the probability plot is a
linear scale of standard deviations and y-axis represents profile height in micrometers [Sannareddy, Raja, Chen,
1998]. If the data from a normal distribution is plotted on a probability paper, then all the data point will fall along a
straight line (fig. 1a1). Slope of this line is interpreted as Rq value [Sannareddy, Raja, Chen, 1998]. As Fig. 1.a1
shows, the profile illustrates GSS after base honing (high peaks, and deep valleys), its image at Fig 1.a3 is a
large slop line which is equal to big value parameter Rg. The second profile (Fig. 1.b1 — permanent line)
describes parts of structure remained before last process which image is less slope line, which corresponds to
low value of parameter Rq. Only the last profile (Fig. 1.c1) is measured. In this profile only the dippiest valley the
base roughness surface occur, which corresponds to the bottom part of more slope line (Fig. 1.¢3). The bottom
part of origin roughness profile is removed and replaced by less roughness structure of surface (which is called -
plateau), which corresponds to the bottom part of less slope line (Fig. 1.c3). The intersection point on normal
probability graph of abscissa Rmq defines the separation of plateau and base textures and is an important feature
of the model. The proposed plateau roughness Rpq, valley roughness Rvq and Rmq are three parameters
characterising plateau honed surface. Those parameters seem to be of great importance because they are
connected with honing process parameters. Therefore automation of determination those parameters have
important influence on control a process creating those surfaces.
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Figure 1. Graphical interpretation of parameters included in ISO 13565-3 standard

Model analysis

In simulation profile the abrupt transition between platau and valley takes place. Finding the transition point is
possible by approximation the material probability curve by model 1 suggested by the authors of paper
number 2.

Y = a, + as(x- Xo) + az(X - Xo) Sign (x - Xo) (1)
Where

sign - signum function

Y = sign(X), where each element of Y is:

1 if the corresponding element of X is greater than zero

0 if the corresponding element of X equals zero

-1 if the corresponding element of X is less than zero

The parameter (xo , a,) determine the location of the join point, two straight lines are slopes
(a1— az) and (as+ ay) respectively [Watts, Bacon, 1971]. All parameters (a,, a1, a2, Xo) Which appear in this model
can by evaluated on the base of date through they approximation by model 1.
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Fig. 2 shows real profile roughness of 2-process surfaces and corresponds to graph of material probability curve.

In this profile unstable area of transition (curve) between part of the top area plateau and the area of valley which
is caused by mixture of two distribution (marked as 3) can be distinguished.
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Figure 2. Example of roughness profile and corresponding graph of material probability curve

What is more, two linear areas (2 i 4) on the graph appear, which correspond to component profiles having
a normal ordinate distribution. Moreover, this graph has two nonlinear areas, which come from:

- debris or outlying peaks in the data (profile) (labeled 5),
- deep scratches or outlaying valleys in the data (profile) (labeled 1) [ISO 13565-3].

The upper boundary of region (4) — “plateau” describes point Upper Plateau Limit (UPL), lower boundary of region
— point Lower Plateau Limit (LPL), separating linear area (2) from nonlinear areas (5 and 3). The upper boundary
of the region (2) — valley indicates point Upper Valley Limit (UVL), lower — point Lower Valley Limit (LVL),
separates linear area (2) from nonlinear areas (3 and 1). To define value of parameter Rq from the region plateau
and the region of valley properly, storage parts correspond to normal distribution should be separated.

Model (1) is only appropriate if it is known that an abrupt transition between plateau and valley takes place. In real
profile the nature of the transition point from plateau to valley is not know a priori. Therefore was proposed more
general model worked out by the authors paper number 2, which permits a smooth transition from plateau to
valley by replacing the sign function sgn(x-x0) in 1 by transition function

trn {(x - X))/}

There are many transition functions which could be used but for this research used hyperbolic tangent function:
trn {(x - xo)/¥}= tanh {(x - xo)/y}

This function satisfy the conditions specified in [Watts, Bacon, 1971].

The genaral model (1) thus becomes

Y = a, + as(x- Xg) * az(X - Xo) tanh {(x - xo)/y} (2)
The parameters xp and y determine the location of the join point and the radius of curvature of the model at the

join point. In the limit, as y approaches zero, model (2) devolves to two straight lines of slopes (a; — az) and
(a: + az) respectively, intersecting at the coordinates (xg, a,). For nonzero y model (2) is asymptotic to these two
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lines at values of x distant from the join point xo but at x = xo the curve passes through the join point (xo, a,). The
radius of curvature R for the model (2) at the join point xy is:

_ 7 (14a2)
R= 2|a2|(1+a12)2

Thus y could be referred to as the radius of curvature parameter [Watts, Bacon, 1971].

The structure of program

To automatize the determination process of parameters Rq in plateau and valley area, computer program was
created. This program was partly based on algorithm described in ISO 13565-3 standard. To find preliminary
transition point from plateau to valley area, material probability curve graph was approximated (used nonlinear
regression - algorithm Levenberg-Marquardt) by model 2. All parameters (a, as, az, Xo, ¥) appear in this model
can be estimated on the base on data by their approximated used model 2. Next graph point of value ordinate
equal xp was used as preliminary transition point from valley to the plateau regions. According to methodology
which is recommended in ISO 13565-3 standard, nonlinear material probability curve graph regions were
eliminated (Fig. 2 - regions 1 and 5) and UPL and LVL points were assigned. Following step - material probability
curve graph was normalized between points UPL and LVL towards y-axis coefficient:

ks = (Yupe- You)/ (Xupe- Xow)
and one more approximated in area between UPL and LVL using model (2).

In normalized graph lower boundary of the region plateau (UPL) and upper region valley (UVL) were determined
by elimination n points which are situated partly right and partly left from point xo. The number of eliminated points
was determinated from the value of radius of curvature R. In unnormalized graph linear regression lines between
points UPL and LPL and between points UVL and LVL were determinated. Directional coefficients values of these
lines were assigned as values Rpq and Rvg. Rmq parameter was assigned as value of abscissa in intersection of
regressions lines assigned in plateau and valley region - Fig.3.
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Figure 3. The graph of material probability curve and regression lines situated in plateau and valley regions.
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Examples of results

In the aim of checking if prepared software assure proper value of roughness parameters, two-process profiles
programmed Rpq, Rvg and Rmq parameters were modeled. The profiles after 2 processes were simulated using
procedure presented in reference [Pawlus, 2008]. About quality of estimation these parameters one can find out
on the bases of comparison parameters obtained after applying prepared software to programmed in model

parameters (Table 1)

Table 1. Example values of parameters modeled profile of two-process surfaces
(contains 8000 points) received with using suggested software.

Output parameters Suggested software

Profile Rmgq Rpg Rvq Rmgq Rpg Rvq
%] | Bm | wmp | ] | m] | [am]
T 84.1 0.1 4 88.78 | 0.15 | 3.843
T2 15.9 0.1 4 1181 | 017 | 425
T3 80.1 0.3 247 | 8270 | 0336 | 274
T4 50 0.6 5 53.87 | 056 | 4.89
T5 97.7 0.1 6 9485 | 0.18 5.12
T6 78.5 036 | 225 | 7533 | 0312 | 1.92
T7 78.8 036 | 454 | 81.98 | 0.345 | 4.12
T8 84.1 0.3 4 89.15 | 041 | 3.703

In case of analizing modeled profiles, it was found that the most proper results one received when values of
parameter Rmq were in range from 17% to 82%. In other cases obtained results differed from values come from
the given model. Figures 4 shows the examples of the parameters calculation results for sample T4.
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Figure 4. Modelled two-process profile (a) (sample T4), probability plot of height distribution (b)
Ppq = 0.56 um, Pvq = 4.89 um, Pmq = 53.89%

Real profiles were also tested. While analysing measured profiles one can define accuracy of determinated
parameters on the base of approximated graph material probability curve. It was found that the errors of
parameters are bigger when the ratio of Pvq to Ppg were very small.
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Conclusion

In the aim of better understanding the properties of surfaces having stratified functional properties and their
connection with using properties, precise description should be applied. Accurate description of these surfaces
using only one parameter is very difficult, because independent components appear which should be
characterized very precisely and rather separately.

Independent description of particular components of those profiles enables their better understanding. It can
make a contribution for better progress in designing these types of surface structure. Automatic determination of
surfaces parameters having stratified functional properties improves their process of control. Proposed software
reach out this mentioned expectation.
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PREDICTION OF STYLUS TIP RADIUS

Stawomir Gorka, Pawet Pawlus

Abstract: The existing method of stylus tip radius prediction was analysed. Computer generated and measured
stochastic surfaces were the objects of the investigations. The effects of various sources of errors on tip radius
prediction accuracy were analysed. On-line skid existence doesn'’t affect this accuracy, but quantisation errors
caused some problems. The application of low-pass digital filtering in order to eliminate high-frequency noise was
analysed.

Keywords: surface topography; roughness; stylus measurement; tip radius

ACM Classification Keywords: J.2 Physical Sciences And Engineering; G.1.2 Approximation; G.1.3 Numerical
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Introduction

Operational properties, like materials contact, sealing, friction, lubricant retention and wear resistance are related
to surface topography. Stylus measurement is the most commonly used for surface topography measurement.
The stylus tip has finite dimension (radius of curvature of 2, 5 or 10 micrometers). The mechanical filtering
behaviour of tip depends on not penetrating irregularities of wavelengths smaller than its radius. The increase of
spherical tip size causes profile distortion (decrease of the Rq parameter and increase of the RSm parameter)
[Whitehouse, 1974].
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Figure 1. The isometric views (left graphs) of surfaces subjected to mechanical filtration and the shapes of reconstructed
stylus tip in measurement direction after using 3D ball (middle graphs) and 2D wheel (right graphs), a) isotropic surface, b)
anisotropic surface
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Due to large distortion of profile, the scientists try to reconstruct of measured surface. However the surface
reconstruction can be done only when the tip geometry is known. Usually the mathematical morphology erosion
(lower envelope) operation was applied [Villarubia, 1994; Villarubia, 1997].

However the profile analysis can lead to correct reconstructed tip shape when anisotropic unidirectional surface is
measured perpendicularly to main texture direction (across the lay). When measurement direction is different and
isotropic surface is measured the errors of tip reconstruction basing only on the profile analysis can be great.
Figure 1 presents the views of the anisotropic and isotropic surfaces subjected to mechanical filtration by the 3D
spherical stylus and the shapes of the stylus tip in the measurement direction after reconstruction by 3D ball and
2D wheel [Gérka, 2006].

The authors of paper [Dongmo, 1996] presented method of the radius of tip estimation. It depends on an erosion
(lower envelope) following by a dilation making of image when radius of modelled tip “r” increases. Erosion
followed by dilation is called an opening procedure. The difference between the open image and the experimental
image can be assessed repeating the opening procedure, for various r values and calculating the differences and
allows to fix the upper limit for the effective tip radius (see Figure 2). The special software was implemented by
the authors of this paper. The effect of various errors on tip radius reconstruction was studied.
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2 ) G 8 L 12 14 16 18
radius  pm

Figure 2. Plots of differences between open and dilated (measured) profiles

Results and discussion

Firstly, the analysis of simulated profiles will be done. The computer generated profiles by the present author
were subjected to simulated mechanical filtering by 2D wheels of commonly used radii (2, 5 and 10 um). In the
majority of cases it was possible to obtain correct results. Figure 3 shows example of plot of differences. The
radius of simulated stylus tip was 10 um. The negligible effect of on-line skid usage on profile distortion
independently on the skid radius was found.
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Figure 3. Plots of differences between open and dilated (measured) profile
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The influence of quantisation errors on the stylus tip radius reconstruction accuracy was analysed. This error
caused lift of the difference graph. Often the small number of amplitude levels was sufficient to correct tip radius
estimation (50-100). Figure 4 presents example of the effect of quantisation errors on total difference graph.
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Figure 4. Plots of differences between open and dilated (measured)
profiles for 10 (a), 20 (b), 50 (c) and 100 (d) height levels

The computer generated high-frequency noise was added to profiles after modelled mechanical filtration. This
procedure also caused the lift of graphs, of character different to the changes caused by quantisation errors.
Often the existence of high-frequency noise allowed to correct estimate of the tip radius. Figure 5 presents the
effect of high-frequency noise existence on the shape of difference graph. Connection of profiles prior to tip radius
estimation can be helpful.
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Figure 5. Plot of the difference between open and dilated (measured) profile for high-frequency noise existence

The high-frequency noise effect can be decreased by low-pass digital filtration if the main wavelength of noise is
lower than tip radius. Cut-off of filter should be smaller than tip radius. For example when the main wavelength of
noise was small and the tip radius was 10 um after when the cut-off was selected precisely low-pass filtering can
improve the accuracy of the tip radius estimation.
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The tip radius was predicted in the measurement direction when surface topography was measured across the
lay. In order to obtain precisely tip radius one should plot tangents of the two linear parts of the obtained curve
searching for the point of their crossing. However often it is difficult to achieve straight lines fragments. Connect
profiles is the better possibility. The results improvement is then very possible. Figure 6 presents the example of

results obtained using this method.
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Figure 6. Plots of the differences between open and measured profiles (a, b, c)
and connected profile (d). Probe tip of radius was 10 um

This method can be further improved by using the low-pass short wavelength digital Gaussian filter. After the
noise elimination the curve moves down. The results can be improved after profile connections. The results

concerning the profiles which difference plots were presented in Figure 6 are shown in Figure 7.
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Figure 7. Plots of the differences between open and measured profiles (a, b, ¢) and connected profile (d)
when low-pass digital Gaussian filter was used (cut-off was 10 um)
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Conclusions

The application of the analysed methods of stylus tip probe radius estimation leads to proper results. This method
seems to be robust. On-line skid doesn't affect the accuracy of the tip radius prediction. However quantisation
errors caused tip estimation difficulties. The use of low-pass digital frequency filtration can be the method of high-
frequency noise elimination. It should be used when the noise main wavelength is smaller than the probe tip size.
The connection of the profiles causes improvement of stylus tip radius estimation.

Bibliography

[Whitehouse, 1974] D. J. Whitehouse. Theoretical analysis of stylus integration CIRP Annals 23/1 1974 181-182

[Villarubia, 1994] J.S. Villarubia. Morphological estimation of tip geometry for scanned probe microscopy Surface Science,
1994 321 287-300

[Villarubia, 1997] J.S. Villarubia. Algorithms of scanned probe microscope image simulation, surface reconstruction, and tip
estimation. J.Res. Natl. Stand. Technol., 1997 102 425-454

[Gérka, 2006] S. Gorka. The effect of measuring errors on accuracy of surface topography represebtetion. PhD Thesis,
Rzeszéw University of Technology, 2006, Rzeszéw

[Dongmo, 1996] S. Dongmo, M. Troyon, P. Vautrot. Blind restoration method of scanning tunneling and atomic force
microscopy images J. Vac. Sci. Technol, 1996 B14(2) 1552-1556

Authors' Information

Stawomir Gorka — PhD, Rzeszéw University of Technology, Department of Computer Science; W. Pola 2,
35-959 Rzeszbw, Poland ; e-mail: sgorka@prz.edu.pl

Pawet Pawlus - Associate professor, DSc, Rzeszow University of Technology, Department of Manufacturing
Technology and Production Organisation; W. Pola 2, 35-959 Rzeszdw, Poland ; e-mail: ppawlus@prz.rzeszow.pl



International Book Series "Information Science and Computing" 233

DYNAMIC SYSTEM QUALITY PROVIDING UNDER UNDETERMINED
DISTURBANCES. ONE-DIMENSIONAL CASE

Iryna Zbrutska

Abstract: One-dimensional dynamic system under impact of the undetermined disturbing influences is reviewed.
The possibility to affect only the value of disturbances is conceded. An algorithm for system quality estimation
and making decision about control aiming to provide required quality is proposed. Control algorithm for one-
dimensional system of any order is developed.

Keywords: dynamic system quality; undetermined disturbances; condition estimation; resulting disturbance
control; control algorithm; quality function.

Introduction

Quality maintenance of the dynamic systems under random undefined disturbing influences does not have any
unequivocal solution. Existing methods presuppose either complete a priori information about disturbances, or
their constraints are known [Lin, Su, 2000], [Poliak, Sherbakov, 2002], [Nikiforov, 2003], [Hou, Muller, 1992], while
regulators with dynamic disturbance compensators might have high dimensions [Liubchyk, 2007].

System Condition Estimation

Here we review a steady linear system with one input and one output. Input F and output & value correlation is

set by the dynamic operator P(P)
CD(p)C( =F ’ (1)

where P = E — time differentiation operator.

& variable defines system functioning quality when under control, and drift from the needed quality (error) when
under disturbances. Without problem contraction, it is possible to review linear system (1) behavior but only under
disturbances.

Using system (1) weight function w(?) | it becomes possible to estimate input value a(t) under disturbances
F(1)

a(t) = IF(r)w(t —-7)dtr = IQZ/(Z’)dZ’ , 2)

y(r)=F(@mwi-1) (3)
Proceeding from geometrical interpretation of expression (2), it is possible to estimate output value of the system

by its square, described in time by the function ¥ (7) on the observation interval (0, ) (Fig.1).
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On the other hand, if the system (1) is observable, we can estimate the disturbance F(t). If a(t) can be
differentiated n times (n- system (1) operator p polynomial order (1)), its derivatives can be received after

a(t) measuring.

In this way, to estimate system quality it is sufficient to have to have as time function w(7) depending on the
acting disturbances and system (1) dynamic features.

Figure 1. (1) estimation

Making Decision about Starting Disturbance Control

Here we review system (1) quality providing as definition of its drift & (input value bias from the program value)
in allowed ranges.

Using geometrical interpretation of (2) to provide needed system quality it is necessary and sufficient to provide
function ¥(7) (quality function) value in the range allowed (quality range). Its square So does not exceed
maximum value % of on the interval of constant-sign w(7) function,
Sosa, te(t,t,) S,e(S<>0) (4)

Quality range may be constructed as follows. Let us assume that system (1) is a control object in a feedback
control system undergoing external disturbance F,, Then, £(1) isa resulting disturbance, the aggregate of the
external disturbance and feedback £ action. If the system is steady, closed, and of the needed quality when
under typical disturbances, resulting disturbance F(1) has variable sign, both under constant-signed and
variable signed external disturbances. Let us estimate (or measure) value on interval ! E(O’tk), where
I - moment of time, when

at,)=¢ea,, 0<e<l (5)
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and quality function (3)

w(e) = F(o)w(t, ~7),
7€(0,¢,) (6)

Range (2) Si for the function (6) will thus fill a part of quality range (4) So .

With disturbance type undefined, let us set € = 0.5 . Then the second part S, of the quality range can be
constructed as function (6) mapping relative to £ = atthe range /> % :

y() =y (2 —1). (7)
Meanwhile it is necessary that

S1+52£SQ, Slza(tk), Szza(t)—a(tk), 8)

and ¥ =1, is a moment of disturbance control start.

Disturbance Control Start

Let us define the possibility of controlling disturbance value when it acts over the control object (1) included in the
closed system. After having implemented a closed control system, as shown in the Fig. 2, under certain

constraints on control operator @ y(P) parameters,

G 0-) R R e 407)
1+Kq)71(p)q)y ext KH(p) ext K ext ,

FoP2®) o W (p)P(p)
KH(p) e e (9)

»  @p) >

K e—— o |

Figure 2. Control system. Example 1

Without constraints on the control operator we can get a similar result in the system with double feedback (Fig. 3),
where operator W defines closed system (8):

A F. F= W (p)P(p) F.
1+K ’ 1+K '

(10)
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K e—— w' |«

Figure 3. Control system. Example 2

Thus, in the control systems (9), (10) external disturbances are varied with the operator K by its value. In this
way disturbance alteration remains unchanged both for the resulting disturbance and for the input value.

Let us define a control algorithm according to (7) and (8). Let us set quality value (7) as etalon.
w2y - =y, (1), >, a>a, (11)

Let us name the difference between real & and etalon & value for the input
t
y=a-a,=[lw@O-y.OWr |apla,l (12)
0

and use direct Liapunov method for control K(?)definion in the case (10), or K.(?),
K(t)=1+K.(t)for (9). Let us introduce Liapunov function ¥ = ¥* Thenitis necessary to provide

dv dy
WV _3,Y
a Ya s (13)

where

yO=[v)-v.omr Loy -y,

Condition (13) is met if
AQAQ)
Kt)y>———= t>t, |apla,| K@)>0
l//e(t) y k , . (15)
For that operator K formation rule may be chosen as one of the following:
k) =| YD 1|14 sign(la| - 1+ sign(y —
()= O [1+sign(|e|~|a, D][1+sign(y —w,)], (16)
® | a |
t ) o .
K(r)=[‘”——1 [1+sign( | ~|a, ]| ==& | [1+sign(y —y,)] =
v, () ] a, |
] 12 (17)
=l{1+sign—y [1+sign(a|-|a,])] 2 .
v, dt | o, ]
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Operator becomes undefined when ¥, =0,y >0
To avoid uncertainty in (16), (17) algorithms it is sufficient to put

K({t)=K(y,—0,,y>0)=const (18)

on the time interval starting from the moment (18) until the moment when w(1)=0,

Conclusion

Undefined external disturbance control rule described is based on the estimation not the disturbance itself but
dynamic quality function system features, depending on it. Such estimation allows to forecast the possible scale
of quality function changes and to make a decision about control start. Control algorithm, developed on the basis
of current and estimated quality function values, provides the necessary quality of the one-dimensional dynamic
system.
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