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SYNTHESIS OF CORRECTOR FAMILY WITH HIGH RECOGNITION ABILITY* 

Elena Djukova, Yurii Zhuravlev, Roman Sotnezov 

Abstract: The model of recognizing procedures based on construction of family of logic correctors is proposed. 
For these purposes the genetic approach is used. This method allows, firstly, to reduce calculation costs and, 
secondly, to construct correctors with high recognition ability. The proposed model is tested on real problems. 

Key words: logical recognition procedures, covering of the Boolean matrix, logical corrector, algebra-logic data 
analysis, genetic algorithm. 

ACM Classification Keywords: I.5.1 Computing Methodologies -  Pattern Recognition - Models 

Introduction 

In the paper questions of logic and algebra-logic data analysis are considered. The most important problem in this 
direction is concerned with generation of informative fragments from feature description of objects. These 
fragments play the role of elementary classifiers and allow to differ objects from different classes. As a rule, the 
correctness of recognition algorithm (the ability to classify the objects from a training sample correctly) is provided 
by the correctness of each used elementary classifier [Djukova, Zhuravlev, 1997], [Djukova, Zhuravlev, 2000]. 

For generalization of this approach the correct recognition procedures can be constructed from the arbitrary sets 
of valid feature values. As a corrective function a monotone Boolean function can be used. In this case the 
constructing a corrector of minimal complexity can be reduced to the search of minimal cover of a Boolean matrix, 
which can be constructed from the training sample and has large size even in the simplest case. The idea of 
constructing the logic corrector was proposed in the work [Djukova, Zhuravlev, Rudakov, 1996].  Unfortunately, 
the problem has not been given sufficient attention, in particular, because of the large computational complexity. 

In the paper a new model of recognition procedures based on constructing the logic corrector family is proposed. 
For these purposes the genetic approach is used. This method allows, firstly, to reduce calculation costs and, 
secondly, to construct correctors with high recognition ability. Proposed model is tested on real problems. 

Description of voting model on logic correctors 

The problem of recognition by precedents is considered in standard formulation. [Zhuravlev, 1978]. The set of 

objects M  that can be represented as a union of disjoint subsets (classes) lKK ,...,1  is investigated. Objects of 

set M are described by the set of integer attributes nxx ,...,1 . Each attribute has a finite number of valid values. 

As the initial information the set of object descriptions T  from M  is given (training sample). For these objects it 
is known which classes they belong. It is required on training sample and the description in system of attributes 

nxx ,...,1 of some object S  to determine to what class it belongs.  

Let  
rjj xxH ,...,

1
  be a set of r attributes and  r ,...,1 , where i  - one of valid values of feature 

ij
x under ri ...,,, 21 . The pair  ,H  is called an elementary classifier (e.c.). The e.c.  ,H  generates 

the predicate    SP H ,  which is defined on objects MS ,  naaS ,...,1 , and such that 
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The set of e.c.     qqHHU  ,,,, 11  is called a (monotone) correct set for the class K , 

 lKKK ,...,1 , if there exists the (monotone) function of the logic algebra KF , dependent on q  variables, 

such that 
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(here and in the following text    KKKK l \,...,1 ).  

The function KF  is called a (monotone) corrector for the class K , denote as )(SU  the binary 

set  )(,),(),( SPSPSP q21 . 

Let  ''' ,..., naaa 1 ,  '''''' ,..., naaa 1  be binary sets. The note ''' aa   means that '''
iaai   for 

all ni ...,,, 21 .  

Let 'S , MS ''  and U  be the correct set of e.c. Let's put  
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in the case when the U  is the monotone correct and 
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in the case when the U  is the correct set that is not monotone. 

Let  tK UUUW ,,, 21  be the set of (monotone) correct sets of e.c. for the class K , then the score for the 

class K for recognizing object S  has a form 

 
 


kWU KTS

USS
KT

KS
'

),',(),( 1
 

We obviously have the next 

Statement 1. The set of e.c.       )(,),(),( ,,, SPSPSPU
qqHHH  

22111
  is monotone correct set for the class 

K  if and only if for any two objects 'S  and ''S  from training sample such that KS ' , KS ''  there exists 

 qi ,...,1  that 

  1)'(, SP
iiH   and   0)''(, SP

iiH   (1) 

The condition of monotony in the last statement can be removed if replace (1) on 

    )''()'( ,, SPSP
iiii HH    (2) 

Let U  be the correct set of e.c. for the class K . The set U  is called irreducible if from the condition UU '  it 

follows that the set of e.c. 'U  is not correct set for the class K . The set U  is called minimal if there is not exist 

smaller capacity correct set of e. c. for the class K . 

Let L  be an arbitrary Boolean matrix. The set of columns H  of matrix L  is called a covering if each row of the 
matrix L  in crossing even with one of the columns in H  gives 1. The covering is called irreducible if any its own 
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subset is not covering. Let  nccc ,...,1  be the vector of weights of columns  of the matrix L . The sum of 

columns weights of the covering is called a weight of covering. The covering, minimal on weight, is called a 
minimal covering. Note that in the case of unit column weights vector the minimal covering is the covering with 
minimum columns number. In the further it is considered, that the Boolean matrix has a unit vector of weights if it 
is not told opposite. 

The training object  ''' ,..., naaS 1  generates the e.c.  ,H ,  
rjj xxH ,...,

1
  ,  r ,...,1 , if 

iji a under ri ...,,, 21 . The set     
KK NNK HHU  ,,,, 11  of all e.c. of the class K  is 

considered. The difference between the number of training objects from the class K  that generate the e.c. and 

the number of training objects from the K  that also generate the same e.c. is called a weight of this e.c.. 

For pair of objects 'S  and ''S  we shall construct the binary vector ),,()'','(
kNbbSSB 1  where 





 


,,

 )''( )'(, ),(),(

otherwise

SPandSPif
b jjjj HH

j
0

011 
 

KNj ...,,,21 .For the class K  we shall construct the Boolean matrix KL  from all rows )'','( SSB  such that 

KS '  and KS '' .  

By constructing each column in  matrix KL  corresponds to some elementary classifier from the set KU . Let R  

be the of e.c. that corresponds to the column set H  of matrix KL . Following two statements are true. 

Statement 2. The set of e.c. R  is the monotone correct set for the class K  if and only if H  is the covering of 

the matrix KL . 

Statement 3. The set of e.c. R  is the monotone irreducible (minimal) correct set for the class K  if and only if 

H  is the irreducible (minimal) covering of the matrix KL . 

In case of correct sets that is not monotone the set of all e.c.     ''''' ,,,, NNHHU
K

 
11

  is formed from parts 

of object descriptions from all classes. In this case the Boolean matrix '

K
L  is constructed from rows 

),,()'','( NddSSD 1  where 





 


,,

)''( )'(,
),(),( ''''

otherwise

SPSPif
d jjjj

HH

j
0

1


 

Nj ...,,, 21  for all pairs of objects KS '  and KS '' .  

Each column of the matrixes KL and '
KL  is associated with a weight of the according elementary classifier. 

In the present work two models of recognizing procedures are constructed and investigated. The first model is 
founded on constructing the one correct set of e.c. which is close to minimal on complexity. The second model is 
founded on constructing the family of the most informative corrects sets of e.c. 

As a rule, even for problems of small dimension the number of elementary classifiers is great and procedure of 

construction of the minimal correct set with use matrixes KL  and '
KL   demands significant computing resources, 

therefore a question on development of effective methods of the decision of problems of algebra-logic correction 
of elementary classifiers. Because of NP-completeness of the set-covering problem the exact algorithms for the 
search of solution are practically inapplicable. For problems with big dimensions the approximate algorithms are 
used. The algorithms using the genetic approach concern to such algorithms. 
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In the present it is shown that the voting procedure on the one minimal correct set of e.c. cannot provide 
comprehensible quality of recognition. Therefore in the present work the model which builds family of logic proof-
readers is offered. For constructing this model the genetic algorithm from [Sotnezov, 2008] is used. Thus in a 
population correct set of e.c. with good recognizing ability are selected. 

The construction of family of logic correctors on the basis of the genetic approach 

The training sample T  is divided on two subsamples: base ( 0T ) and tuning ( 1T ) according to a technique 

described in  [Djukova, Peskov, 2005]. The sample 0T  is used for construction matrixes KL  and '

K
L  , the 

sample 1T  is used for an estimation of quality of recognition of correctors found by genetic algorithm.  

The quality of recognition )(U  for the correct set of e.c. U  of the class K  is estimated under the formula 

  
   





KTS KTSKTS KTS

USS
KT

USS
KT

U
0 10 1 11

11

''

),',(),',()(   

Thus, quality of recognition of the corrector U  is equal to difference between the number of objects from the 

class K which are correctly recognized by the correctorU , and numbers of objects from other classes which 

also are recognized by the corrector U to the class K . 

Work of genetic algorithm reminds development of a biological population in which each object, is characterized 
by a set of genes. Updating of such population eventually happens according to the law "survives the most 
adapted". Thus there is an opportunity of reception of new objects by means of operators of crossing and a 
mutation who in special way combine genes of parents. 

Let nmijaL  )(  be the Boolean matrix constructed on sample 0T  and  nccc ,...,1  is a vector of its column 

weights. The covering of the matrix L  we shall represent as the integer vector  mqqQ ,...,1  where iq  is the 

number of one of columns which cover the i -th row. 

By the greedy heuristic from [Sotnezov, 2009] the initial family of decisions  NQQP ,...,1  that is called a 

population is formed. Elements of the set P  are called individuals. 

For the individual jQ  the function of the fitness )( jQf  describing quality of the found decision is defined. The 

individual jQ  describes the covering of the matrix which corresponds to some correct set of e.c. jU . As a 

function of fitness )( jQf  we shall use value 

1
21




)(min)(
},,,{

i
Ni

j UU 


 

For each individual jQ from the population P  the probability  jp  is calculated by the formula 





N

i
i

j
j

f

f
p

1

1

1

/

/
 

(5) 

where jf - the fitness of the individual jQ . 

On the next step of genetic algorithm with the set of probabilities }{ ip Ni ...,,,21 , two parental individuals 

 )()()( ,..., 111

1 m
qqQ   и  )()()( ,..., 222

1 m
qqQ   are selected. These individuals are used for generating child 

individual  mqqQ ,...,1  with the crossing operator by following rules. 
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Let 1f  and 2f be fitnesses of individuals )(1Q  and )(2Q  accordingly, then the i -th component of the child Q  is 

equal to 


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
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










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)()(

)(

)()(

)(

)(

)(

21

12

22
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21

1

21
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fcfc
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yprobabilitwithq

fcfc

fc
probabiltywithq

q

ii

i

ii

i

qq

q

i

qq

q

i

i , mi ...,,,21   

  

In difference from most often used one-point and two-point crossovers proposed operator of crossing considers 
the structure of parental individuals and their relative fitness. The more relative fitness of the parental individual 
has the bigger probability, that its gene will be copied in the descendant. 

The using only the operator of crossing for updating the population can lead to formation of individuals with 
approximately identical set of columns. It means, that the algorithm converges in some local minimum in which 
neighbourhood there will be all new descendants. For overcoming local minima the operator of a mutation is 
used. This operator in random way changes (mutates) the given number of genes in the description of the child. 
As especially strong influence of the operator of a mutation on the individual should occur at convergence of the 
search process of the optimum decision it is offered to increase the number of mutating genes )(tk  with growth 

of the number of algorithm steps according to the formula 












1

1
1

tC
Ktk )( , 

where t  - the number of the algorithm step, K and C are variable parameters which characterize the number of 

mutating genes on the last step of genetic algorithm and the speed of change of the mutating genes number 
accordingly. 

After using of the operator of crossing and a mutation we receive the integer vector Q  that corresponds to some 

covering H  of the matrix L . If H  is not the irreducible covering the procedure of feasibility restoration of the 
decision is applied. The procedure of feasibility restoration of the decision can be described as follows. Let jM be 

the set of rows of the matrix L , covered by the column j , then  

1. for each  mi ...,,,21  the value iw  as number of columns from H  covering i -th row is defined; 

2. for each Hj   in decreasing order of weights the set iw , jMi   is analyzed. If all such iw  is more 

than one the column j  leaves the set 'H  and for each jMi  the value iw  is reduced by one; 

As a result of the feasibility restoration procedure application the individual Q  that corresponding to irreducible 

covering of the matrix L is received. The individual Q  replaces one of individuals of the population P  if 1) in a 

population there is not the individual identical toQ  2) the set  )()'(|' QfQfPQRQ   is not empty. 

For replacement in random way the individual from QR  is chosen. The first condition is necessary for prevention 

of occurrence of identical individuals and, as consequence, degeneration of a population. The second condition 
means, that in a population the most adapted individuals (that is individuals with the least weights of coverings) is 
occurred. 
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The genetic algorithm stops the work if the population has been updated maxN  time. That means it has been 

received maxN  unique, more adapted individuals. The number maxN  

The population received as a result contains the description of family of correctors with high recognizing ability. 
Thus the individual with the greatest fitness corresponds to the logic corrector with the maximal recognizing 
ability. The changing fitness function of of the population individuals, it is possible to construct logic correctors of 
various type. For example, if as fitness function use weight of the corresponding covering of the expanded matrix 
of comparison, the genetic algorithm will give out the logic correctors close to minimal. 

The model testing on real problems 

The model was tested for two cases. In the first case one minimal corrector, and in the second family of 
correctors was used. Problems for testing have been taken from repository UCI [Asuncion, Newman, 2007]. 
Characteristics of problems are resulted in Table 1.  

 

Problem 
The number  

of attributes 

The number of objects 

in the first class 

The number of objects 

in the second class 

A 24 51 237 

B 19 51 218 

C 35 38 107 

D 9 626 332 

E 16 168 265 

Table 1. Characteristics of test problems 

 

The algorithm of voting on the corrector close to minimal (algorithm А2) and algorithm of voting on family of 
correctors (algorithm A1) were compared to the algorithms realized in system Recognition [Zhuravlev, Rjazanov, 

Senko, 2006] on the general percent of recognition 1R - the percent of number of correctly recognized control 

objects to the number of all control objects and weighed percent of recognition 2R , which are defined as follows. 

Let ir  and in  be accordingly the number of correctly recognized objects and the total number of objects in the 

class liKi ,,,, 21 , then 








l

i
i

l

i
i

n

r
R

1

1
1 , 





l

i i

i

n

r
R

1
2 . 

In Table 2 for each compared algorithm on each problem there are specified: the general percent of recognition 

1R  (the first line of each cell), general percent of recognition for each of classes (the second line of each cell) and 

the weighed percentof recognition 2R  (the third construction of each cell). 
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Recognizing 

algorithm 
Problem A Problem B Problem C Problem D Problem E 

A1 
84.91% (71.43, 88.23) 

79.83% 

85.56% 

(83.33, 86.08) 
84.71% 

85.45% 

(75.0, 91.43) 
83.21% 

99.2%  

(100, 97.87) 
98.94% 

96.04%  

(94.6, 97.0) 
95.84% 

A2 

67.20% 

(16.0, 80.0) 

48.0% 

63.64% 

(30.0,82.86) 

56.43% 

54.64% 

(22.22, 62.03) 

42.12 

98.96% 

(100,97.16) 

98.58 

93.87%  

(92.7, 95.4) 
94.05% 

Algorithm of calculation of estimations 

80.2% 

(0.0, 100.0) 

50.0% 

72.7% 

(50.0, 85.7) 
67.85% 

81.4% 

(0.0,100.0) 
50.0% 

72.7% 

(94.7, 34.8) 
64.75 

59.7%  

(0, 100) 
50% 

Binary 

decision 

tree 

80.2% 

(0.0, 100) 
50.0% 

80.0% 

(45.0, 100.0) 
72.5% 

81.4% 

(0,100) 
50.0 

63.4% 

(100,0) 
50.0 

59.7%  

(0, 100) 
50% 

Logical patterns of classes 

80.2% 

(42.9, 89.4) 
62.65% 

54.5% 

(20.0, 74.3) 
47.15% 

75.3% 

(50,81) 
65.5% 

99.5%  

(100, 98.6) 
99.3% 

50.3% 

(36.7%,59.6%) 
        48.15% 

SVM 

81.1% 

(52.2,89.2) 
70.7% 

80.0% 

(50.0,97.1) 
73.55% 

89.7% 

(50.0, 98.7) 
74.35% 

63.4% 

(100, 0) 
50% 

59.7%  

(0 , 100) 
50% 

Voting on irreducible tests 

80.2% 

(47.6, 88.2) 
67.9% 

76.4% 

(40, 97.1) 
68.55% 

87.6% 

(72.2, 91.1) 
81.65% 

73.5%  

(77.5, 66.7) 
72.1% 

56.4%  

(71.7 , 46.1) 
58.9% 

Table 2. Results of testing 

Conclusion 

The algorithm of voting on family of correctors A1 considerably overcomes other considered algorithms on 

problems with small number of values in object attributes (problems D and E) on parameters 1R  and 2R . On 

other problems the algorithm A1 due to consideration of each of classes separately also overcomes other 

algorithms on parameter 2R . 
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