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PREFACE

ITHEA International Scientific Society (ITHEA ISS) is aimed to support growing collaboration between scientists
from all over the world.

The scope of the books of the ITHEA ISS covers the area of Informatics and Computer Science.

ITHEA ISS welcomes scientific papers and books connected with any information theory or its application.
ITHEA ISS rules for preparing the manuscripts are compulsory.

ITHEA Publishing House is the official publisher of the works of the members of the ITHEA ISS.
Responsibility for papers and books published by ITHEA belongs to authors.

This book maintains articles on actual problems of classification, data mining and forecasting as well as natural
language processing:
- new approaches, models, algorithms and methods for classification, forecasting and clusterisation.
Classification of non complete and noise data;

- discrete optimization in logic recognition algorithms construction, complexity, asymptotically optimal
algorithms, mixed-integer problem of minimization of empirical risk, multi-objective linear integer programming
problems;

- questions of complexity of some discrete optimization tasks and corresponding tasks of data analysis and
pattern recognition;

- the algebraic approach for pattern recognition - problems of correct classification algorithms construction,
logical correctors and resolvability of challenges of classification, construction of optimum algebraic correctors
over sets of algorithms of computation of estimations, conditions of correct algorithms existence;

- regressions, restoring of dependences according to training sampling, parametrical approach for
piecewise linear dependences restoration, and nonparametric regressions based on collective solution on set
of tasks of recognition;

- multi-agent systems in knowledge discovery, collective evolutionary systems, advantages and
disadvantages of synthetic data mining methods, intelligent search agent model realizing information
extraction on ontological model of data mining methods;

- methods of search of logic regularities sets of classes and extraction of optimal subsets, construction of
convex combination of associated predictors that minimizes mean error;

- algorithmic constructions in a model of recognizing the nearest neighbors in binary data sets, discrete
isoperimetry problem solutions, logic-combinatorial scheme in high-throughput gene expression data;

- researches in area of neural network classifiers, and applications in finance field;

- text mining, automatic classification of scientific papers, information extraction from natural language texts,
semantic text analysis, natural language processing.

It is represented that book articles will be interesting as experts in the field of classifying, data mining and
forecasting, and to practical users from medicine, sociology, economy, chemistry, biology, and other areas.
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The book is recommended for publication by the Scientific Concil of the Institute of Information Theories and
Applications FOI ITHEA.
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MINIMIZATION OF EMPIRICAL RISK IN LINEAR CLASSIFIER PROBLEM

Yurii I. Zhuravlev, Yury Laptin, Alexander Vinogradov

Abstract: Mixed-integer formulation of the problem of minimization of empirical risk is considered. Some
possibilities of decision of the continuous relaxation of this problem are analyzed. Comparison of the proposed
continuous relaxation with a similar SVYM problem is performed too.

Keywords: cluster, decision rule, discriminant function, linear and non-linear programming, non-smooth
optimization

ACM Classification Keywords: G.1.6 Optimization - Gradient methods, 1.5 Pattern Recognition; 1.5.2 Design
Methodology - Classifier design and evaluation

Acknowledgement: This work was done in the framework of Joint project of the National Academy of Sciences
of Ukraine and the Russian Foundation for Fundamental Research No 08-01-90427 ‘Methods of automatic
intellectual data analysis in tasks of recognition objects with complex relations'.

Introduction

Recently considerable number of researches are devoted to problems of construction of linear algorithms of
classification (classifiers). In many cases such problems are considered for classification of two sets. Usually
linear classifier problems are formulated for the case of linearly separable sets. In separable case the mentioned
problems can be efficiently solved [1-4]. The concept of optimality for two linearly separable sets has a simple
geometrical sense — the optimum classifier defines the strip of maximal width separating these sets.

For linear separability of two finit sets it is necessary and sufficient for convex envelops of these sets don't
intersect each other. But this condition is not sufficient in the case of more than two sets. In [5-7] some sufficient
conditions of linear separability of any number of final sets are formulated.

Minimization of the empirical risk is the natural criterion of choice of the classifier in case of linearly inseparable
sets. In this paper, a mixed-integer formulation of the problem of minimization of empirical risk is considered, and
some possibilities of decision of the continuous relaxation of this problem are analyzed. Comparison of the
proposed continuous relaxation with a similar SVM problem is performed too.

1. Problem formulation

Let a set of linear functions is defined f;(x,W')=(w',x)+w), i=1,.., m, where x € R" is attribute
vector, and W= (wf),wi) € R”“, i=1,.,m, are vectors of parameters. We denote

W= (Wl,..., w™y, We RL, L=m(n+1). Let's consider linear algorithms of classification (linear
classifiers) of the following kind

a(x,W) =argmax{fi(x,Wi): i=1,.., m} xe R":W e R* (1)

1
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In [6] also classifiers, in which f; are convex piece-wise linear functions, were investigated.

Here it is considered a family of finite not intersected sets €;, i=1,..., m. We will say that the classifier
a(x,W) separates correctly points from Q;, i =1,..., m, if a(x,W) =i forall xeQ;, i=1,..., m.

Sets Q;, i=1,..., m are called linearly separable if there is a linear classifier correctly separating points from
these sets.

Each set Q;, i =1,..., m is a training sample of points from some class Q; known only on these sample units.

The training process for classifier a(x,W’) consists in selection of parameters W at which classes

Q;, i=1,..., m are separated in the best way (in some sense). For definition of the quality of separation various
approaches are used.

Let Q= UQ,. , points of the set €2 are enumerated, 7" is the set of indices, 2= {x’ D te T} , T; is a

1
i=1

m
subset of indices correponding to points from Q,, Q; = {xt D te Ti}, T =|JT; . Let function i(¢) returns
i=1

the index of the set Q. , to which the point x* belongs, 7 € T'. The value
t . t i t i . Lo _
g (W)_mm{];(x WY~ (WY e (L mi iy —z(t)} -

= min{(wi —wj,x’)+w6 —wg 1 je {1,..., m} \i,i= i(t)} (2)

is called as a margin or a gap of the classifier a(x,”") on the point X' teT.
The classifier a(x, W) makes a mistake in a pointx” iff the gap g’ (%) is negative.

The value g(W) = min { g W) te T} is called as a gap of the classifier a(x,”’) on the family of sets

Qi’ i:1,..., m.

The classifier a(x,W’) correctly separates points fromQ;, i =1,...,m ,if g(W) >0 .

Remark 1. The classifier a(x,W’) is invariant with respect to multiplication of all functions f; (vectors w! ) by
positive number, and the gap g(#) is linear with respect to such multiplication. The classifier a(x, ) and the
gap g(W) are invariant concerning to addition of any real number to all f;.

The value g(W') can be used as a criterion of quality of the classifier a(x, ") (the more value g(W), the

more reliably points from Q;, i =1,..., m are separated). However, it is necessary to take into account a norm for

the family of vectors W which we denote n("’) and name norm of the classifier a(x, W) .

now) = ‘/ SN (wh)? (3)
i=1 k=1

Let's use the following function:
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Other functions also can be used as a norm (W) [6].

Let the family of sets Q;, i =1,..., m is given. Taking into account the introduced notations the optimal classifier
problem we write as following: find

g = max{g(W) M) L, W e RL} (4)
/4

Since the vector W =0 s feasible, the problem (4) always has a solution, and g* > 2(0)=0. Let’s notice

that g* >0 if sets Q;, i=1,..., m are linearly separable, i.e. there is the linear classifier correctly separating
these sets. We will consider also a problem: find

n = min{n(V) gM)=LVe RL} (5)
14
Similar problems were considered by different authors (see, e.g., [4, 8]).

Lemma 1. Let ™ be an optimal solution to the problem (4). Then

1)if g >0, the problem (5) also has the optimum solution V' ,and V' = £, N = /*
g g

2) if g* = 0, the problem (5) has no feasible solutions.
The proof is simple (see [6]).

Let's consider in more details problems of construction of linear classifiers for the family of sets

1

Q. = {x’, te Ti}, i=1,.., m .ltis easy to see that the problem (4) can be represented as a LP- problem with

additional quadratic constraint: find

*

=max d
g 0o (6)
subject to
(wi —wj,xt)+w6 —wg >9, je{l,..., m}\i, tel;,i=1,..,m (7)
m n -
22 (W)™ <1 )
i=1 k=1

The problem (5) is a quadratic programming problem: find

m n
* . i \2
M =min) > (v) (9)
Vo i=lk=1
subject to
(vi—vj,xt)+v6—v({21, je{l,..., m}\i,te]},izl,...,m (10)

It is possible to show that in case m =2 the problem (9) — (10) is equivalent to the problem which is used for
construction of the strip of the maximum width separating some linearly separable sets €;, €2, .
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Existing efficient software packages for optimization problems of general purpose can be used for considered
problems, if the number of points in training sample is not too large [6]. For a large number of points in training
sample, it is appropriate to use non-smooth optimization methods [8, 9].

Problems (6) — (8) and (9) — (10) allow to find the optimum linear classifier only for linearly separable sets. For
linearly inseparable sets the problem should be formulated in other way.

2. Empirical risk minimization

In the case of linearly inseparable training sample a natural criterion for choosing classifier is that of minimizing
empirical risk, i.e. the number of training sample points which are separated by the classifier incorrectly.

Suppose that a reliability parameter §>0 is fixed for separation of points of the training sample

Q;, i=1,..., m.Wesay that the points x, r € T are separated by the classifier unreliably, if g’ (W) <& .

i°
Below the value of empirical risk will be determined by reliability, characterized by parameter & , i.e. the empirical

risk is equal to the number of points of the training sample, which are separated by the classifier incorrectly or
unreliably.

Lemma 3 [6]. Let x* € Q);, Pen 1T classifier a(x, W) separates these points correctly, and for the norm of

the classifier the constraint (8) is valid. Then

~R<wh—w) <R (11)
where R = max{”x":x eQ,i=1,., m}

m
Let Q; :{xt, teT}}, i=1,..,m, T =JT; . Toeach point xt, t € T we associate a variable y, =0 v 1
i=1

so that y, = 0, if the point x" is considered in the problem (6)—(8), and y, =1 - otherwise.

Let a large positive number B be given. Empirical risk minimization problem based on reliability parameter &
has the following form: find

0" =min{z yt} (12)
w,y teT
subject to

(wi —wj,xt)+w6 —w({ ZS—B-yt, je{l,..., m}\i, tel;, i=1,.,m (13)
nw)<1 (14)

Dy <|n| -1, =L, m
b ! (15)
0<y, <LteT (16)

y=0vl teT (17)
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From (14), (11) follows that if y, =1, then for sufficiently large values B the corresponding inequalities of the

form (13) are always valid, i.e. point x’ is excluded from the problem. Constraints (15) mean that at least one
point from each set €3; must be included in the problem.

The optimal value Q" is equal to the minimum empirical risk based on reliability & . Problem (12)-(17) is NP -

hard; the branch and bound method can be used to solve it. To calculate the lower bounds for O (minimum
empirical risk), let's consider the continuous relaxation of the mentioned above problem — the problem (12)—(16).
The optimum value of the relaxed problem is denoted q*. To solve this problem we use decomposition on the
variables W . Let variables W are fixed. Given (2), the problem of minimizing on the variables y takes the

following form: find

q(W) = min{ > yt} (18)
Y teT
subject to
L= 4
> —
vz (3-g'0n).cer (19)
nwy<1 (20)
Dy <|n| -1 =L, m
P i 21)
0<y <l,tel (22)

1 /=
Denote dt(W)zmax(O,E(S—gt(W))j. Obviously, if the problem (18)-(22) has a solution, then

yt =d' (W) . So, we get the minimization problem on variables 7 : find

teT
subject to
nw)<1 (24)
t .
DA W) <|G|-1i=1,.,m 25)
teT;
d'W)<lLteT (26)

Functions d” (W) are convex piecewise-linear, (/) is quadratic and positively defined. To solve the problem
(23)-(26) it is appropriate to apply efficient methods of nonsmooth optimization [9].
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3. Comparison with support vector machine

Let us consider the case of two classes. Suppose, as previously, Q; = {x’, te Tl-} ,i=1,2, T=[UT,.In

the method of support vectors (see eg [1]) to build a classifier which separates the two linearly inseparable sets,
one has to solve the following problem: find

min {l wu)+C-Y af} 27)
u, ugy,§ 2 el
subject to
(u, X' +uy21-¢,tel (28)
(—u, XY —ug >1-&, teT,y (29)
g>0,teT (30)

where u € R", uy e R, & eR, teT.

To compare these approaches we consider an analogue of (12)—(16) for the case of two sets (in the case of two

sets Qi:{x’,teﬁ-},i:l,z to build a linear classifier we need only two functions

feawhy=w', x)+wh, i=1,2,where f;(x)=—f,(x)): find

g" = min {z y,} (31)
w.wo,Y (teT
subject to
(w,x" ) +wy =8 -B-y,, tel (32)
(—w,xt)—WOZS—B-yt, teTl, (33)
(w,w) <1 (34)
Doy s|G|-1, i=12
= ! (35)
0<y, <L teT (36)
e N 5 et _ BV .
Change of variables in the problem (31)-(36): w = ou, w, = du,, § = = te Ty UT,, gives
g _ 3 min e (37)
B TRTIRS el
subject to
(u,xt)—iruo Zl—ét, tel (38)
(~u,x")—ug 21—, tel, (39)

(u,u) < /32 (40)
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g>0,teT 1)
g <=, tel (42)
B .

g <<(|r]-1). i=12 “3)

Denote 7, v;, 7 = 1,2 the dual variables for constraints (40), (43) and consider the Lagrangian

Lren =2 S e s - Yo+ 3| D& -2
i=1

teT tel;
Let:
(P(X’ Y) = min L(Xa e E_,,Z/l) (44)

u,ugp,
subject to (38), (39), (41), (42).
Suppose a penalty factor C' in the problem (27)-(30) is given. It is easy to see that, if we take y = 0 and choose

x, from the condition S = C, we obtain
2yB

L(x,v,i,u)=2x{ (u,u)+C- Z&}

teT

So, the problem (44), (38), (39), (41) is equivalent to (27)—(30) for the dual variables chosen above. Constraints
(42) can be neglected at small & and large B .
Thus, the SVM problem is a special case of (44), (38), (39), (41).
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RESTORING OF DEPENDENCES ON SAMPLINGS OF PRECEDENTS WITH USAGE
OF MODELS OF RECOGNITION

V.V.Ryazanov, Ju.l.Tkachev

Abstract. Two approaches to solution of the task of restoring of dependence between a vector of independent
variables and a dependent scalar according to training sampling are considered. The first (parametrical) approach
is grounded on a hypothesis of existence of piecewise linear dependence, and private linear dependences
correspond to some intervals of change of the dependent parameter. The second (nonparametric) approach
consists in solution of main task as search of collective solution on set of tasks of recognition

Keywords: dependence restoring, regression, algorithm of recognition, piecewise linear function, feature,
dynamic programming

ACM Classification Keywords: A.0 General Literature - Conference proceedings, G.1.2 Approximation:
Nonlinear approximation, H.4.2 Types of Systems: Decision support, 1.2 Artificial intelligence, 1.5 Pattern
recognition

Introduction

The task of restoring of dependence between a vector of variable (features) x=(x,x,,...x,),

x,eM,i=12,..,n, where M, are sets of any nature, and a scalar y on sampling {(y,,X,)}", is
considered. Assuming existence between them functional link y = f(x), on sampling function from some
parametrical class of functions or the algorithm is selected, allowing to calculate for a vector of variables
x appropriate value of the dependent value y . The given task in statistical setting is known as the task of
restoring of regression - functions of a conditional expectation. Now there are various parametrical and
nonparametric approaches to restoring of regressions [1,2]. Parametrical approaches demand a priori knowledge
of analytical sort of functions. Nonparametric approaches use as a rule methods of a frequency estimation and
functions of distances. The given approaches have the essential limitations linked to such properties of the real
data as heterogeneity of features, various informativity of features, co-ordination of metrics of various features,
etc. At the same time, for a case of the discrete value y e {1,2,...,1 } (the standard task of recognition [3,4]) the
given limitations are not critical. Enumerated above difficulty are successfully overcome, for example, in the
logical models of recognition [3-8] which are not demanding solution of additional task of preprocessing of
partially contradictory polytypic no presentable data.

The nonparametric method of restoring of dependence assumes "carrying over" of all marked above problems
with features on recognition level. According to training sampling, N tasks of recognition are formed and,
respectively, NV algorithms of recognition are constructed. N recognition tasks are solved independently for any
vector x of features, and value of the dependent value y = f(x) is calculated as collective solution over
recognition tasks.

The parametrical approach assumes that to some segments of a range of the dependent value there correspond
the linear dependences from features. The task of restoring of piecewise linear dependence is reduced to solution
of the task of dynamic programming variables in which correspond to points of splitting of a range of the
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dependent value on intervals, and addends of function to be optimized define quality of approximating of
dependence in an appropriate interval by linear function.

Results of practical approbation are performed.

1. Restoring of piecewise linear dependences on samplings of precedents

We consider that training sampling {(,,X;)},, in the form of the training table 7,,, where each string is a
vector of values of features and to it appropriate value of the dependent value y is set,

T P P4
X Xt Xy W , . . ,

T, = . In the present section we consider that x, € R,i =1,2,...,n . Without loss
xml xm2 xmn ym

of generality we can consider that all y,,i=12,...,m are various ones and arranged on increase:
Y, <Vui=L2,..,m—1. Let us divide a change interval [yl,ym] of y(x) on /=2 intervals
A =Ly 8, =13, 58, =1y, »y,]. Any spliting is set by a vector of parameters
Z2=(20s21,295-2; )5Z; €E{V1sVorees Vi tsZi < Ziy1pi = 0,2, =Lzy = y,,2, =y,

For any segment A, by data {(y;,X;),j=12,...,m,}: y, €A, there is by means of the least squares
method a function g,(x) = Zafxt +b' in the best way approximating given subsample. Quality of the present
=1

n

function (and the segment A.) is estimated as f(z, ;,z,) = |A|

2
D (v, —g:(x,))*. Then the task of

Jiy €l
search of the best piecewise linear approximating with / components is formulated in the form of the following
task of dynamic programming:

I-1
(D(Zlnzza'"azl—1):ﬁ(ylazl)+2ﬁ(zi—1azi)+fz(zl—laym) (1)
i=2
Z € V05 Vssees Vi )5 Zi < Zpypsl = 12,01 =2, (2)

Solving the dynamic programming task an optimal piecewise linear dependence is found. Thus the subsamples of
{(y,,X,),j=12,....m}: y, €A, are set which sets of vectors x; we consider as the description of some
classes. Under descriptions of classes K,,i =1,2,...,/, some algorithm of recognition A is calculated which is
applied to classification of any new objects x .

Finally, the task of y = f(x) calculation for any xis solved in a two stages: object x classification

A:x— K, is carried out, further y = f(x)=g,(x)= a,x, +b' is calculated.

t=1



New Trends in Classification and Data Mining 19

2. The nonparametric method of regression based on construction of collective solutions on set
of tasks of recognition

In the present section we consider that x, e M,,i =1,2,...,n, M are sets of any nature. We will take number
v<m and v+1 points from a segment R =[yl,ym]: dy=y ,d,<d <---<d,_ <d, =y, . We
receive set R splitting into v intervals A, =[d,.d,),A, =[d,.d,),---,A, =[d,_,,d,], A={A,...,A }.

v=1°

d,_,+d

We will put ¢, = L -interval A,k =1,2,...,v centre.

Let's take number 2 </ <v and we will define N segment R splittings into / intervals having put to each
splitting in correspondence a vector k, = (k" k?,....k"™"),i =1,2,..., N,k < kU™ < n with integer

positive components. The vector data sets labels intervals in appropriate splitting. Intervals A,,...,A ,, flagged

KD

by a label «1», intervals A A ., - a label «2», intervals A A - a label «/-1»,

k041270 T2 e A

intervals A ., ,...,A, - alabel «/». Each splitting of a segment R defines set M = M, x---x M, splitting

!
into / subsets (classes) K| ,...,K;: M= JK/,v = u= K, K =0.Spliting K' = {K,...,K;} is set

t=1

by a rule: the object x belongs to a class Kj. ifandonlyif y = f(x)eA, and theinterval A, is flagged by
alabel « j ». Each splitting K' defines the standard task of recognition Z, with / classes.

Let 4, - some algorithm of solution of the task Z,, carrying any object x to one of classes
K;’_,a, e{l,2,...,l}.

Let's consider the direct product K' x---xK'xA as set of simple events. Event (K;],...,K;‘VV,AJ.) means
reference of the object x by algorithm A4, in a class K;, ..., by algorithm A4, in a class K;VV thus
y = f(x) €A, .Probability of such event we will designate as P(a,...,a,,A ).

According to the formula of Bayes, we have

P(A.|a1,...,aN)= P(al,.“’aN,Aj) = P(A/) P(ala'--aaN‘A‘) (3)
! P(a,,...,ay)  P(a,...,ay) !

N
If  algorithms  are  statistically  independent, we  have P(al,...,aN‘Aj):HP(K;i A)),
i=1

N
P(a,,...,ay) = HP(K;’_) and the formula (3) becomes (4).

i=1

P(A) Yo
P(A |ay,...,ay) = N(—’)HP(K;
[Tr) ™
i=1

Let's enter notations p, =P(A,|a,....ay), k =1,...,v.

A)
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Function F':(p,,....,p,) > R where p,,...,p, are received according to (3) is named as the Bayesian

corrector. Function F':(p,,..., p,) = Rwhere p,,..., p, are received according to (4) is named as the naive
Bayesian corrector. We will consider later the naive Bayesian corrector.
Note. We will notice that in cases when y= f(x)e{l,2,...,/}, the value y means a class label at

classification of the object x and the primary goal is the recognition task. Here, all splittings K’ are coincide
ones. For the set of collection of recognition algorithms A.,i=1,2,..., N, the model of the naive Bayesian

corrector F': (p,,..., p,) —> {1,2,...,1} in the recognition task is known (see, for example, [10]).

Definition 1. «As the answer on an average» of the Bayesian corrector for the object x, we will name the value
y= Zpkck -
k=1

Definition 2. «As the answer on a maximum» of the Bayesian corrector for the object x, we will name the value
Y =c¢,,where k =argmax p, .
J

Let's describe the common algorithm of restoring of dependence y = f(x) according to the training sampling,
based on usage of Bayesian model, and algorithm of calculation of value of the dependent value y forany x.

Algorithm of restoring of dependence y = f(x).
1. Splitting of a segment R = [yl,ym] into intervals A, ,k=1,2,...,v.
2. The calculation of splittings K',i =1,..., N, setting of tasks of recognition Z.,i=1,..,N, achoice of
algorithms of recognition A4.,i =1,..., N, and their training.
3. Calculation of estimations of probabilities
P(K!|A).P(A).P(K!)i=1,..N, j=L....Lk=1,..,v.
Algorithm of calculation of value of the dependent value.
1. Classification of the object x by algorithms A4,,i =1,..., N.
2. Calculation of values of probabilities p,,..., p, according to (4).

3. Calculationof 3= p,c, or ¥=¢,, k=arg max p; .
k=1
Practical implementation of the model of restoring of dependence set stated above and its application demands a
concrete definition of all resulted parameters of model and algorithms of recognition. Here can be used any
algorithms of recognition on precedents, and for calculation of estimations of probabilities — approaches and
methods of mathematical statistics. In the present paper, the use of special collection of logical algorithms of
recognition (test algorithms, algorithms of voting by representative sets, algorithms of voting by systems of logical
regularities) and heuristic estimation of probabilities is considered and proved. The common feature of the given
algorithms is faultless recognition of objects of no contradictory training sampling.
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3. Restoring of dependences on the basis of application of collections of logical algorithms of
recognition

Let's put /=2. For simplicity we consider that all values y, in training sampling are various and
Vi < Yi»ri =1,...,m—1.We will consider next two ways of construction of intervals A, .
1. We will take v=m,N=v-1. We will put

+ +
d, =y,.d, :%,---,dm_l :%,dm =y, . For algorithm A4, intervals A,,...,A, are
marked by a label «1», the others - «2».

2. The minimum value ¢=y,, —y,i=L.,m—1, is founded. ~We wil put

v=2m—-2,N=v—-1=2m-3, and
£ &g £ £
dy =y _E’dl =N +5’d2 =0 _5,d3 = +5,”'5
d,, =y, —%,dzl.ﬂ =Y, +§,"',d‘}71 =y, —%,dv =y, +§. For algorithm of  recognition

A,i=1,..,N, wewill markintervals A,,...,A, by label «1», the others — by «2».

As frequency estimation P(KA’/',),i =1,.,N,j=1,...,[, we will name a share of the objects belonging to a

class K; in the task Z,. As frequency estimations P(K;|Ak),i=1,...,N,j=1,...,l,k=1,...,v, we will
()
i

m;

name the ratio

—lx - i *) _ley - i
, where m, —‘{xt 'X, € K].}‘, m; —‘{xt X, €K,y € Ak}‘. As a frequency

|{xt,t =1..m:y € Ak}|
- .

estimation P(A,),k =1,...,v, we will name the value

Definition 3. The model of restoring of dependence is named correct if for training sampling {(»,,X,)}", takes
place y, = y,,i=1,...,m.
Definition 4. The Bayesian corrector over logical algorithms of recognition with frequency estimations of

probabilities is named as model A, at usage of the second way of construction of intervals and «the answer on a
maximumy.

Theorem 1. The model A, at the no contradictory training information is correct.

At practical calculation of values P(K ; |A 0) there are situations, when

Dy = P(Ak|a1,...,aN) =0,k=1,...,v. Let d is a natural number. We will consider
. min(k+d ,n) . ~ . P'(Ki.|Ak) . .
P'(KiA) =" D w P(Ki[A,)  and P(K!|A,)=— / .Here d is named as width
t=max(k—d 1) Z P(At) PI(K1|A )
SRk

of a window of smoothing, and nonnegative values w_,,...,w,are smoothing scales. It is visible that,

P(K|A)=0, D P(AP(K![A,)=P(K'), ie. P(K'|A,) are conditional probabiliies formally.
k=1



22 ITHEA

Replacement process P(Kj.|Ak)—>l~>(Kj.|Ak) we will name as smoothing. In addition, we will set
superimpose limitation ~ of  symmetry w, =w,¢t=1..,d, and character of decrease

w, > 2w, > 4w, >--->2%w, . We will name mogens A, as model A, at usage of procedure of smoothing
with exponential function of scales. The Theorem 2 is correct.

Theorem 2. The model A, at the no contradictory training information is correct one

4. Experimental matching of models of restoring on the model data

It is spent three sorts of experiments for matching of the nonparametric method of restoring of dependences
offered in the present article with linear regression and the nonlinear regression grounded on nuclear smoothing.

1. Matching on elementary functions. For the first experiment the elementary nonlinear one-dimensional
dependences (a parabola and a sinusoid) are used. On fig. 1, 2 results of matching of the restored dependences

with true on some segment on an example of one-dimensional dependences y =x” and y =sin(x)are
resulted. In the task ‘parabola" ftraining sampling was under constructon by a rule
x, =2i,y,=(x,)’,i=1,..,50, and control sampling - by a rule x, =i,y, = (x,)*,i =1,...,100.. In the task

.2
"sinusoid" training sampling was under construction by a rule x; =2i,y, =sm(%xl.),i=l,...,50, and

.2 .
control — by arule x;, =i,y, = sm(%xi),i =1,...,100. In figures 1,2 plots of dependences and results of

their restoring are shown, in table 1 norms of vectors of errors of each of algorithms on the given tasks are
presented.

Figure 1. The model problem "parabola” Figure 2. The model problem " sinusoid "
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Table 1.

Task Bayesian corrector Linear regression Nuclear smoothing
Parabola 0.31 6.52 0.64

Sinusoid 810 11321 1138

2. Matching on the data with noise. There were considered 10 various two-dimensional normal distributions.
Means and dispersions of distributions were selected according to the uniform law of distribution. According to
each of normal laws of distribution samplings of 12 points which have been united in one

{(xD,x@N2 xP x? e R are received. The target variable y coincides to within the sign with density of

i=1>"%i i

appropriate normal distribution. For the first 5 normal samples value y was the density, for the others — density

with the sign a minus. Variables x, x* have been added noise x*,---,x*”’, subordinates to the uniform

law of distribution. The sampling {(x",x®,---,x*”, )}!*) generated as a result has been divided casually

into training and forecasting samplings of 90 and 30 points, accordingly.
3. Matching on tasks with discrete features. Sampling of 200 3D objects according to a following rule is

M @

1
generated: - x;’,x;” implementations of a random variable & =0,...,10 with probabilities ﬁ

3 (2)
b

)
X x’'zx",
xl(3) =i,i=1,...,200. It was considered the dependence y :{ @ ) @ The generated sampling
—-X x < x,

was considered divided casually on two on 100 objects (training and forecasting).
In Table 2 norms of vectors of errors of the algorithms, averaged on 10 independent experiments are resulted.

Table 2.

The task Bayesian corrector Linear regression Nuclear smoothing
Data with noise 3.625 4.489 4.150

Discrete features 552.1 850.7 606.2

Results of experiments show a high accuracy of the Bayesian corrector, its ability successfully to handle data with
noise and the different type data at rather small training samplings.

5. Conclusion

In a method of restoring of piecewise linear dependences it was supposed that the number of linear components
is set. Clearly, that the criterion ®(z,,z,,...,z,_;) monotonously does not increase with growth of number of
components and, therefore, cannot be used for definition of /. The true number of components can be found by
exhaustive search of a small number / with calculation of ®(z,,z,,...,z,_,) inamode of the cross-validation.

The Bayesian corrector for calculation of values of the dependent value is not the unique way grounded on
problem solving of recognition. Here other approaches are possible which are developed now by authors.
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COMPOSITE BLOCK OPTIMIZED CLASSIFICATION DATA STRUCTURES

Levon Aslanyan, Hasmik Sahakyan

Abstract: There are different applications that require finding in a set all points most similar to the given query
element. These are problems known as classification problems, or as best match, or the nearest neighbor search
procedures. The main goal of this paper is to analyze the algorithmic constructions that appear in a model of
recognizing the nearest neighbors in binary data sets. Our target is an earlier proposed algorithm [W,1971, R
1974, A,2000] where existence and effectiveness of structures that serve the search procedure is raised. These
structures split the search area into the perfect codes and/or the discrete isoperimetry problem solutions, which
coexist for a very limited area of parameters. We extend indirectly these parameters through the composite block
constructions and estimate the resulting loss of effectiveness of the procedure under consideration.

Keywords: Pattern Recognition, Classification, Best Match, Perfect Code

ACM Classification Keywords: 1.5. Pattern recognition, H.2.8 Database applications, Data mining

Introduction

Consider an application scenario.

Let an orthography dictionary and a text file for correction is given. Word by word correction scenario fulfills
consecutive comparison of text words with words that are in dictionary. Suppose that a formalism for simple word
‘mistake formats’ is given — such as one or more wrong letters, single character transpositions, retyping mistakes,
missing characters, etc. More detailed formalisms can be devised involving grammatical rules and relations but
this simple model quiet well demonstrates the practical problem we consider. Suppose that we are able to define
an appropriate measure (metric) between the words (correct and misspelled) — words of text and words of
dictionary. Then, it is worthwhile to seek the correction word for the word from text among the closest words of
the dictionary by the given metric [GM,2005].

Dramatically this simple scenario speaks about deep similarities between three very different research areas -
coding for error correction theory, supervised classification and pattern recognition, and finally — the search for
similarities - best matches and nearest neighbors. We do not have in our problem a single bit change like in basic
coding theory but we have a larger change through the spelling error model. In terms of pattern recognition we
work with too many classes — one for each dictionary word and the learning set (dictionary) is very large. Finally
we deal with repeated searches in a single file (dictionary) which obviously is to be well structured to minimize the
search time for these specific queries of word spelling. The problem is treating as is, without separating and
allocating it to one of the mentioned research areas. Coding is used as the basic structuring tool, compactness
hypothesis from pattern recognition is proving the optimality of structures, and search algorithm is composite to
achieve the tradeoff between the structural validity and the functional optimality.

The initial structures and investigation is by earlier works of P. Elias and R. Rivest [W,1971, R,1974]. A special
cellular block partitioning of basic word space is considered, and a special dynamic programming style
mechanism of search of best match or nearest neighbor word sets is applied. Consecutively, there appeared in
area different alternative search strategies such as: k-d trees [F,1975], vp-trees [Y,1993], Voronoi tessellation
[L,1982], etc. Although new forms and approaches are more perspective, we consider the basic model [W,1971,
R,1974] and our additional input is in applying our detailed study and results on discrete isoperimetry problem as
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the known formalism for pattern recognition compactness hypothesis [A,1989, A,1981]. Then we construct
composite blocks which split the basic set into the homogeneous blocks. Blocks are not isoperimetric so we
estimate the resulting loss of search optimality.

There are several typical applications by the same scenario. A data file, for example [F,1975], might contain
information on all cities with post offices in a region. Associated with each city is its longitude and latitude. If a
letter is addressed to a town without a post office, the closest town that has a post office might be chosen as the
destination. The solution to such problem is of use in many other applications too. Information retrieval might
involve searching in a catalogue for those items most similar to a given query item; each item in the file would be
catalogued by numerical attributes that describe its characteristics. Classification decisions can be made by
selecting prototype features from each category and finding which of these prototypes is closest to the record to
be classified. Multivariate density estimation can be performed by calculating the volume about a given point
containing the closest neighbors.

Basic Structures and Definitions

Let F be a finite set of some binary words of length n. x is an input binary n-word. F(x) denotes the set of

all words from F having the (same) minimal possible distance from x (in the simplest case the Hamming
distance is applied). Optimization and complexity issues of algorithms, working with F and x and composition
of F(x) is considered, concerning with special constructions that map the basic set F onto the computer

memory. The initial methods, based on error correcting perfect codes are defined in [W,1971, R,1974]. They are
restricted by the very limited set of possible perfect codes that limits the special constructions mentioned above. It
is well known that the only nontrivial classes of binary perfect codes are Hamming and Golay codes [TP,1971,
ZL,1972). We use the geometric interpretation, when the code centered and none intersecting sphere systems
are given. Linear codes allow optimizing of addressing issues in considered models. Spheres play the role of
blocks when overall algorithm optimality requires the discrete isoperimetry property (DIP) of blocks.

DIP problem is one of the typical issues of advanced discrete mathematics. DIP solutions are very close to the
Hamming spheres geometrically. The complete coverage of basic binary set by such objects is highly important
and provides more possibilities of construction of searching algorithms. Any positive steps on this direction
require more knowledge on properties of the solutions of the DIP that are provided by authors in [A,1989 -
A,2000].

So, let us suppose that the basic set =" of all binary words of length n is divided into the blocks B,,B,,...,B,, .
Accordingly, L, =F nB;,i=1.2,...,m are the lists of elements of F belonging to these blocks. They are
saved as separate lists by addresses h(B;), common for all elements of each such block of Z". The idea of this
searching construction is transparent - using a dynamic programming style algorithm of class of branches and
leaves and a partitioning the space =" into the geometrically compact blocks, the algorithm may apply to less
input information to get the F(x) by an input x. To achieve this result we have to divide =" into the disjoint
blocks - solutions of the DIP [R,1974]. For example, splitting into the spheres by a perfect code is ideal. And the
problem is that neither the splitting of =" into the solutions of the isoperimetry problem nor the construction of a
perfect code for an arbitrary n is possible. Alternatives are to be constructed and then evaluated.

Let us summarize the main points of structuring =" for search:

E" is divided into the simple blocks B,,B,,...,B,, . Blocks are similar in their sizes, and the lists of elements in

blocks L, =F nB,, i =1,2,...,m practically have comparable sizes.
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Given an arbitrary x, blocks can be quickly and simply ranged by their distances to x .

The simplest partition as we mentioned is by a Hamming code. But these codes exist for dimensions n =27 —1
only. And the block size by Hamming codes is very much limited: n +1. The same time ranging blocks by the
input vector x is very quick and ideally simple. Other codes such as Golay codes and non linear codes or codes
in other distances do minimal help. It is also to take into account the quasi-perfect and nearly perfect codes which
provide more constructions for approximating the problem. Next issue is the search optimality that depends on
block shapes. The main point of optimality is proposed in [R,1974]:

The block is optimal when its shape is the DIP solution.

Let us comment the proposed optimality of DIP solutions in [R,1974]. In a supposition that F is a random set of
vertices of =" with membership probability p, probabilities of blocks that are analyzed for F(x) are evaluated.

The following resolution is used:

¥(C)-¥(B)=2"(c™|~[B™|o(n,m-1)+ ()
27" ZQC(5)| — |B(‘”|b(n, o— l) > (2)
2 (™| - B[ kenm ~1)-e(nm) = 0 ()

Here C and B are blocks of the same size, and B is DIP optimal. In fact B is spherical [R,1974] or initial
segment of standard placement L, (see below) [A,1989]. B"" is the i neighborhood of B - the vertices that are
in distance i from B. ©(n,m) is probability that a sphere of radius m is empty (of F). m is the
position/index, that |C(”| = |B(’)| for i =0,...,m—1 (that probably may happen) but |C(””| > |B(’"’|. Because
of DIP optimality of B:

|C‘”| > |B“’| for some number of indexes i after m, then this may become negative, and in case |C‘”| 4)
may become 0.

[R,1974] formulates the lexicographic minimality of |B(°)|,...,|B(')|,...,|B(k)| . This is not satisfactory for transfer

from (2) to (3). The stronger and satisfactory is (4) that we brought above in accord to DIP postulations of
[A,1989].

Consider a set AcE". A point aeA is called the inner point of A if the unit sphere
S, (a)={fecAlp(a,0)<1} at «,is a member of A. In opposite case we call & the boundary point of
A . Let 3(A4) < A is the collection of all inner points of A. Then R(A) = A\ TJ(A) is the set of all boundary

vertices. Aset A< =" is called DIP optimal (isoperimetric) if |J(A) > |3(B)|forany B< ", |B| =|A|.
Consider the linear order L, of vertices 2" called standard. L, is the order of vertex sets of layers of " from
0 to n, and inside the layers - order is lexicographical. Let a is a nonnegative integer, a <2". Denote by L,(a)

the initial a-segment of L, then the Main Isoperimetric Theorem proves that L, (a) is a solution of DIP
[A,1989]. This result was formulated independently by different authors.
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Call the number m k, 6 -spherical, if m = ZLOCL + & . As it has been proposed in [R,1974] the optimal best
match search algorithms of hashing class correspond to the selection of blocks B, which are the DIP solutions.

To apply this result one need to split =" into such blocks. We have:

The arbitrary solution of the DIP contains a Hamming sphere of the maximal possible sphere by the given m
(the radius of these sphere equals k) and only the additional & vertices or the part of these might be arranged
differently.

At least for 2"~ cases by all different m the more precise description of solutions of DIP is given. These DIP
solutions are included in a sphere of radius k + 2. Such numbers m we call critical. The quantity of vertices
between some two closest critical numbers is distributed randomly and they can’t create additional inner vertices.

The number of subsets of =" with & interior vertices is distributed by the Poisson's distribution with the main

—-n

value . This is in case of random membership of vertices of 2" into the considered sets by the probability 2.
For probabilities other than %z the picture is similar but more complicated, which is described in a separate paper.
All the above mentioned descriptions of DIP solutions are rather complicated to construct the precise splitting of
=" by these objects. So the geometrical shape of the DIP solutions give us the ideal partitioning objects
exemplifying.

Coming back to the formula (3) let i, be the minimal index i with |C“)| =0. We take ©(n,i,)instead of

©(n,m) in (3) for indexes i, and above. For parts where |C"' )| —|B(’ )| are positive and negative we may take
some evaluating values ©(n,i,) and ®(n,i,) which is also possible. Then it is easy to see that ®(n,i,)
satisfies (3) because of cv )| => ..B

Recall the main requirements to block structures: partitioning of ="; computation of distances; and DIP
optimality. The Hamming sphere is the simplest DIP solution. For other block sizes DIP solutions are similar but
different. First question arises is about the approximate block partitioning of =" . One approach is in partitioning
into the DIP solutions with intersections. If diversity of DIP solutions is high and/or intersections can be minimized
then the optimality loss is related to repetitions of elements in different lists which may be small. The second
approach is in splitting the space into the subspaces for which block partitioning is effective. Even small blocks in
subspaces become large in a Cartesian product. The optimality loss is related to non DIP optimality of product
which is estimated below. Before that we mention in short some similar structures from the coding theory. Here
accent is exactly on reduction of repetitions of elements in intersections and not to the DIP optimality.

(6>|_

m<é<n

An (n,t)-quasi-perfect code is a code for which the spheres of radius ¢ around the code words are disjoint, and
every vector is at most t +1 from some code word. A subclass of quasi-perfect codes is nearly perfect codes. A
few nearly perfect code sets are known. For ¢ =1 there exists a nearly perfect code for any n =29 -2 For
t =2 there exist a nearly perfect code for n = 4% —1. Itis also known that no other nearly perfect codes exist.
For any nearly perfect code: vectors with a greater than ¢ distance from any code word is at distance ¢ +1 from
exactly |_n /(t + I)J other code words; and vectors of distance ¢ from some code word are at distance f+1
from exactly |_(n —t)/I(t+ I)J other code words.
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Composite Block Structures

Second approach concerned to effective structuring for best match search is to analyze the possibility of
structuring the so called composite blocks. This is when we split the basic space Z" into the Cartesian product of
smaller size spaces. Then we use different constructions, based on the Hamming spheres of different sizes.
Given an n we first choose a number of form 29 —1 to be not greater than n. As we know there exists a

—n

perfect Hamming code for this case, so, the exact partitioning of =" into the spheres of radius 1 is given and
may be used. Considering partitioning of =" according with the Cartesian product of =>'~' and =">'*', we
can choose the splitting of the first subspace as a Hamming code while the second part might be reminded as is
or further split by itself. The main advantage is that the blocks are Hamming spheres and that the values of

=_n

corresponding h(x) functions as well as the distances of these blocks from the arbitrary points x e E" are
simply computable.

Generalization of this idea is related to the special representation of arbitrary numbers n by the sums of
numbers of form 29 —1. This is for decomposition of =" into the subcubes, which can be covered by the sets of

disjoint Hamming spheres. In parallel additional compounds may be used such as Golay codes and the simple
constructions which partition arbitrary cubes into the two subspheres, etc.

To be compact we can formulate the following properties:
Let us consider a binary vector & =(«,,, ,,...,2,). The corresponding sum s(&)= Z” a,(27 =1) is

i=1""1

limited by numbers 0 and 2"~' —n . Moreover, all sums of form s(&) don't cover this interval completely.
Sums s(&) achieve the 2" different values. The last coordinate - «, is not essential for the value of s(&) .
Let us consider the vector T, with the all 1 coordinates on positions j,j >/ and 0 elsewhere. We'll double the

last sum term - 2'~' —1, which corresponds to the i-th 1 of T, Then we get the numbers from 2" -2 to

2" —n continuously. For the numbers, starting from 2" —n —1 and smaller we can prove by induction on n,
that doubling only one sum term we can receive an arbitrary number from the remainder part.

Consider a simple case of composite blocks which are in 2 parts. Let =" = =2 Y =" Consider Hamming
codes in =" and in 22 and define the blocks as Cartesian product of unit spheres defined by these

codes. Such block is included in a sphere of radius 2. Similarly in the case of Cartesian product of two arbitrary
spheres — one of radius k, and second of radius k,, the result is included in sphere of radius k, + k,. The

points of these spheres that are not a block member are in different layers. In second layer for example there are
k, - k, points. This formula can be extended for other layers but we prefer to compute the missing points from

another point of view.

ko ko
First claim is that constructed blocks consist of b = ZC;‘ql I.ZC;z  points each. Number of points of
i, =0 T i,=0 -
k,+k, )
k, +k, sphere is s = ZC’ . The number of missing point of block to the complete sphere equals
i=0

2914292

s—b. Compare s and b. In a simplified structure when g, =q, =q and k, =k, =k we apply the
following known inequality [PW,1972]:
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in & i 1-1 in
Clr<>C < C/, A<l1/2.
s 1-24

Here An supposed to take integer values. Blocks in general are not very large so that we suppose the sphere

2k

radius is some constant number. Let 4 = o(1) with n — o. Then b ~ (C;_l)2 and s~ Cz(zq_]

. For small

k , the Hamming case included, these values are comparable.

Conclusion

Finding nearest neighbors is a regular procedure in experimental data analysis. Pattern recognition is the closest
model where the nearest elements of the learning set is a question. To quick up the search for similarities it is
common to use divide and conquer approach through the partition of unit cube into the blocks. Three
requirements are the main: partitioning; computation of distances; and optimality. The tradeoff between these
concurring requirements can be resolved partially. DIP solutions and standard placement in particular, perfect
and nearly perfect codes that exist for exceptional dimensions, and space partitioning into the Cartesian products
are the main algorithmic resource. Complete solutions are linked to perfect codes and all other cases are
accompanied with losses and approximations. Future work will describe similar structures in other metrics, e.g.
Lee metrics.
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SYNTHESIS OF CORRECTOR FAMILY WITH HIGH RECOGNITION ABILITY*

Elena Djukova, Yurii Zhuravlev, Roman Sotnezov

Abstract: The model of recognizing procedures based on construction of family of logic correctors is proposed.
For these purposes the genetic approach is used. This method allows, firstly, to reduce calculation costs and,
secondly, to construct correctors with high recognition ability. The proposed model is tested on real problems.

Key words: logical recognition procedures, covering of the Boolean matrix, logical corrector, algebra-logic data
analysis, genetic algorithm.
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Introduction

In the paper questions of logic and algebra-logic data analysis are considered. The most important problem in this
direction is concerned with generation of informative fragments from feature description of objects. These
fragments play the role of elementary classifiers and allow to differ objects from different classes. As a rule, the
correctness of recognition algorithm (the ability to classify the objects from a training sample correctly) is provided
by the correctness of each used elementary classifier [Djukova, Zhuravlev, 1997], [Djukova, Zhuravlev, 2000].

For generalization of this approach the correct recognition procedures can be constructed from the arbitrary sets
of valid feature values. As a corrective function a monotone Boolean function can be used. In this case the
constructing a corrector of minimal complexity can be reduced to the search of minimal cover of a Boolean matrix,
which can be constructed from the training sample and has large size even in the simplest case. The idea of
constructing the logic corrector was proposed in the work [Djukova, Zhuravlev, Rudakov, 1996]. Unfortunately,
the problem has not been given sufficient attention, in particular, because of the large computational complexity.

In the paper a new model of recognition procedures based on constructing the logic corrector family is proposed.
For these purposes the genetic approach is used. This method allows, firstly, to reduce calculation costs and,
secondly, to construct correctors with high recognition ability. Proposed model is tested on real problems.

Description of voting model on logic correctors

The problem of recognition by precedents is considered in standard formulation. [Zhuraviev, 1978]. The set of
objects M that can be represented as a union of disjoint subsets (classes) K,,...,K, is investigated. Objects of

set M are described by the set of integer attributes x,,..., x,,. Each attribute has a finite number of valid values.

As the initial information the set of object descriptions T from M s given (training sample). For these objects it
is known which classes they belong. It is required on training sample and the description in system of attributes
Xis-5 X of some object S to determine to what class it belongs.

Let H = {le,...,x/’} be a set of r attributes and o = (0'1,...,0,), where o; - one of valid values of feature
x;under i =1,2,...,r . The pair (H,a) is called an elementary classifier (e.c.). The e.c. (H, 0') generates

the predicate P,,(S) which is defined on objects S € M, S = (a ..., a, ), and such that
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1, if a, =o;,

P (S)= {

The set of e.c. U :{(Hl,a1 ),...,(Hq,aq )} is called a (monotone) correct set for the class K,

0, otherwise.

K e{K,,....K,}, if there exists the (monotone) function of the logic algebra F,, dependent on q variables,
such that

L if SeKnT,

FK(ID(HI,UI)(S)’P(szUz)(S)"“’/D(Hq'o-q)(S))z{0 if SeKnT

(here and in the following text K = {K,,...,K, }\ {K}).

The function F, is called a (monotone) corrector for the classK, denote as ,(S) the binary
set(P(S),P,(S).....,P,(S)).

Let a = (a;,...,a;,), a= (ala,,) be binary sets. The note a -a means that a, >a, for
ali=12,....n .
Let S', S''e M and U be the correct set of e.c. Let's put

SV o
in the case when the U is the monotone correct and

R vl
in the case when the U is the correct set that is not monotone.
Let W, = {U1 ,Uz,...,Ut} be the set of (monotone) correct sets of e.c. for the class K, then the score for the

class K for recognizing object S has a form

1 '
I'(S,K) = mu;‘/k S';f(S,S U)

We obviously have the next
Statement 1. The setof e.c. U = {P(HI,U])(S),P(HZIYUZ)(S),...,P(HQ’%)(S)} is monotone correct set for the class

K if and only if for any two objects S' and S'' from training sample such that S'e K, S''¢ K there exists
ie {lq} that

P(Hiyﬂf)(sl) =1 and P(Hi,oi)(s|l) =0 (1)
The condition of monotony in the last statement can be removed if replace (1) on
ID(H/"O-/)(S') * ,D(H/vo-l)(S”) (2)

Let U be the correct set of e.c. for the class K . The set U is called irreducible if from the condition U'c U it
follows that the set of e.c. U" is not correct set for the class K . The set U is called minimal if there is not exist
smaller capacity correct set of e. c. for the class K .

Let L be an arbitrary Boolean matrix. The set of columns H of matrix L is called a covering if each row of the
matrix L in crossing even with one of the columns in H gives 1. The covering is called irreducible if any its own
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subset is not covering. Let ¢ = (cl,...,cn) be the vector of weights of columns of the matrix L. The sum of

columns weights of the covering is called a weight of covering. The covering, minimal on weight, is called a
minimal covering. Note that in the case of unit column weights vector the minimal covering is the covering with
minimum columns number. In the further it is considered, that the Boolean matrix has a unit vector of weights if it
is not told opposite.

The training object S’ :(a,',...,a;,) generates the e.c. (H,o), H:{le,...,xjr} , o=(0y,.0,), if
o, =a,under i=12..r . The set Uy ={H,0,)...[Hy oy ) of all ec. of the class K is
considered. The difference between the number of training objects from the class K that generate the e.c. and
the number of training objects from the K that also generate the same e.c. is called a weight of this e.c..
For pair of objects S' and S'' we shall construct the binary vector B(S',S"" ) = (b,,..., by, ) where
- 1, ifP(Hﬂal)(S'): land P(HNGI)(S"): 0

"0, otherwise,
j=12,..., N, Forthe class K we shall construct the Boolean matrix L, from all rows B(S',S'") such that
S'eK and S"'¢K..
By constructing each column in matrix L, corresponds to some elementary classifier from the set U, . Let R
be the of e.c. that corresponds to the column set H of matrix L, . Following two statements are true.

Statement 2. The set of e.c. R is the monotone correct set for the class K if and only if H is the covering of
the matrix L .

Statement 3. The set of e.c. R is the monotone irreducible (minimal) correct set for the class K if and only if
H is the irreducible (minimal) covering of the matrix L, .

In case of correct sets that is not monotone the setof all e.c. U, = {(H1 Nd )(HN oy )} is formed from parts

of object descriptions from all classes. In this case the Boolean matrix L'K is constructed from rows

D(S',S")=(d,,....d,) where

~ 1, "fP(H'/.,U'/)(S')¢P(H'j,a'/)(3”)
0, otherwise,
J=12,...,N forall pairs of objects S'e K and S"'¢ K .

Each column of the matrixes L, and L, is associated with a weight of the according elementary classifier.

In the present work two models of recognizing procedures are constructed and investigated. The first model is
founded on constructing the one correct set of e.c. which is close to minimal on complexity. The second model is
founded on constructing the family of the most informative corrects sets of e.c.

As a rule, even for problems of small dimension the number of elementary classifiers is great and procedure of
construction of the minimal correct set with use matrixes L, and L, demands significant computing resources,

therefore a question on development of effective methods of the decision of problems of algebra-logic correction
of elementary classifiers. Because of NP-completeness of the set-covering problem the exact algorithms for the
search of solution are practically inapplicable. For problems with big dimensions the approximate algorithms are
used. The algorithms using the genetic approach concern to such algorithms.
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In the present it is shown that the voting procedure on the one minimal correct set of e.c. cannot provide
comprehensible quality of recognition. Therefore in the present work the model which builds family of logic proof-
readers is offered. For constructing this model the genetic algorithm from [Sotnezov, 2008] is used. Thus in a
population correct set of e.c. with good recognizing ability are selected.

The construction of family of logic correctors on the basis of the genetic approach

The training sample T is divided on two subsamples: base (T,) and tuning (T,) according to a technique
described in [Djukova, Peskov, 2005]. The sample T, is used for construction matrixes L, and L'K , the
sample 7, is used for an estimation of quality of recognition of correctors found by genetic algorithm.

The quality of recognition z(U) for the correct set of e.c. U of the class K is estimated under the formula

1

W=7k

Za(s,sw)—T;_ S Y8(S.8,U)

SeTyK S'eT,nK | M K SeT,nK S'eT,nK

Thus, quality of recognition of the corrector U is equal to difference between the number of objects from the
class K which are correctly recognized by the corrector U , and numbers of objects from other classes which
also are recognized by the corrector U to the class K .

Work of genetic algorithm reminds development of a biological population in which each object, is characterized
by a set of genes. Updating of such population eventually happens according to the law "survives the most
adapted”. Thus there is an opportunity of reception of new objects by means of operators of crossing and a
mutation who in special way combine genes of parents.

Let L =(a;),., be the Boolean matrix constructed on sample T, and ¢ = (c,»--,C, ) is a vector of its column

weights. The covering of the matrix L we shall represent as the integer vector Q = (ql,...,qm) where q; is the
number of one of columns which cover the 7 -th row.

By the greedy heuristic from [Sotnezov, 2009] the initial family of decisions P :( 1,...,QN) that is called a
population is formed. Elements of the set P are called individuals.

For the individual Q; the function of the fitness f(Q;) describing quality of the found decision is defined. The
individual Q; describes the covering of the matrix which corresponds to some correct set of e.c. U;. As a

function of fitness f(Q;) we shall use value
T(Uj )— ie{ﬁ,r;,l.ijN) (U;)+1
For each individual @, from the population P the probability p; is calculated by the formula
_ 1/
N
z 1 /f; (5)
i=l

P,

where f; - the fitness of the individual Q.
On the next step of genetic algorithm with the set of probabiliies{p;} i = 1,2, ..., N, two parental individuals
QY =(qf”,...,q(m”) n QY :(qu’,...,q(mz)) are selected. These individuals are used for generating child

individual Q = (ql,...,qm) with the crossing operator by following rules.
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Let f and £, be fitnesses of individuals Q" and Q" accordingly, then the i -th component of the child Q is

equal to

Copo -

Cy A +Coo £

g, = ,i=12,...,m
Com i

qu<1> fl +Cq;m 'fz

q", with probabilty

q®, with probability

In difference from most often used one-point and two-point crossovers proposed operator of crossing considers
the structure of parental individuals and their relative fitness. The more relative fitness of the parental individual
has the bigger probability, that its gene will be copied in the descendant.

The using only the operator of crossing for updating the population can lead to formation of individuals with
approximately identical set of columns. It means, that the algorithm converges in some local minimum in which
neighbourhood there will be all new descendants. For overcoming local minima the operator of a mutation is
used. This operator in random way changes (mutates) the given number of genes in the description of the child.
As especially strong influence of the operator of a mutation on the individual should occur at convergence of the
search process of the optimum decision it is offered to increase the number of mutating genes k(t) with growth

of the number of algorithm steps according to the formula

1
MU:K@—C¢+J,

where t - the number of the algorithm step, K and C are variable parameters which characterize the number of
mutating genes on the last step of genetic algorithm and the speed of change of the mutating genes number
accordingly.

After using of the operator of crossing and a mutation we receive the integer vector Q that corresponds to some
covering H of the matrixL . If H is not the irreducible covering the procedure of feasibility restoration of the
decision is applied. The procedure of feasibility restoration of the decision can be described as follows. Let M, be

the set of rows of the matrix L, covered by the column j, then
1. foreach i e {1,2,..., m} the value w;, as number of columns from H covering i -th row is defined;
2. foreach j e H in decreasing order of weights the set w;, i € M, is analyzed. If all such w; is more
than one the column j leaves the set H' and for each i € M the value w; is reduced by one;
As a result of the feasibility restoration procedure application the individual Q that corresponding to irreducible

covering of the matrix L is received. The individual Q replaces one of individuals of the population P if 1) in a
population there is not the individual identical to Q 2) the set R, = {Q'e P|f(Q")= f(Q)} is not empty.

For replacement in random way the individual from Ry, is chosen. The first condition is necessary for prevention

of occurrence of identical individuals and, as consequence, degeneration of a population. The second condition
means, that in a population the most adapted individuals (that is individuals with the least weights of coverings) is
occurred.
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The genetic algorithm stops the work if the population has been updated N, time. That means it has been

received N__, unique, more adapted individuals. The number N,

The population received as a result contains the description of family of correctors with high recognizing ability.
Thus the individual with the greatest fitness corresponds to the logic corrector with the maximal recognizing
ability. The changing fitness function of of the population individuals, it is possible to construct logic correctors of
various type. For example, if as fitness function use weight of the corresponding covering of the expanded matrix
of comparison, the genetic algorithm will give out the logic correctors close to minimal.

The model testing on real problems

The model was tested for two cases. In the first case one minimal corrector, and in the second family of
correctors was used. Problems for testing have been taken from repository UCI [Asuncion, Newman, 2007].
Characteristics of problems are resulted in Table 1.

Problem The number | The number of objects | The number of objects
of attributes | in the first class in the second class
A 24 51 237
8 19 51 218
¢ 3 38 107
D 9 626 332
E 16 168 265

Table 1. Characteristics of test problems

The algorithm of voting on the corrector close to minimal (algorithm A2) and algorithm of voting on family of
correctors (algorithm A1) were compared to the algorithms realized in system Recognition [Zhuravlev, Rjazanov,
Senko, 2006] on the general percent of recognition R, - the percent of number of correctly recognized control

objects to the number of all control objects and weighed percent of recognition R, , which are defined as follows.
Let r. and n, be accordingly the number of correctly recognized objects and the total number of objects in the
class K;,i =12,...,1 , then

>
R, =) L
2 )
-t N,

In Table 2 for each compared algorithm on each problem there are specified: the general percent of recognition
R, (the first line of each cell), general percent of recognition for each of classes (the second line of each cell) and

the weighed percentof recognition R, (the third construction of each cell).
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Recognizing
) Problem A Problem B Problem C Problem D Problem E
algorithm
85.56% 85.45% 99.2% 96.04%
84.91% (71.43, 88.23)
A1 79.83% (83.33,86.08) | (75.0,91.43) | (100, 97.87) (94.6, 97.0)
84.71% 83.21% 98.94% 95.84%
67.20% 63.64% 54.64% 98.96% 93.87%
A2 (16.0,80.0) | (30.0,82.86) | (22.22,62.03) | (100,97.16) (92.7,95.4)
48.0% 56.43% 42.12 98.58 94.05%
80.2% 72.7% 81.4% 72.7% 59.7%
Algorithm of calculation of estimations (0.0, 100.0) (50.0, 85.7) (0.0,100.0) | (94.7, 34.8) (0, 100)
50.0% 67.85% 50.0% 64.75 50%
Binary 80.2% 80.0% 81.4% 63.4% 59.7%
decision (0.0,100) | (45.0,100.0) (0,100) (100,0) (0, 100)
tree 50.0% 72.5% 50.0 50.0 50%
80.2% 54.5% 75.3% 99.5% 50.3%
Logical patterns of classes (42.9, 89.4) (20.0,74.3) (50,81) | (100, 98.6) | (36.7%,59.6%)
62.65% 47.15% 65.5% 99.3% 48.15%
81.1% 80.0% 89.7% 63.4% 59.7%
SWM (52.2,89.2) (50.0,97.1) (50.0, 98.7) (100, 0) (0, 100)
70.7% 73.55% 74.35% 50% 50%
80.2% 76.4% 87.6% 73.5% 56.4%
Voting on irreducible tests (47.6, 88.2) (40,97.1) (72.2,91.1) | (77.5,66.7) (71.7,46.1)
67.9% 68.55% 81.65% 72.1% 58.9%

Table 2. Results of testing

Conclusion

The algorithm of voting on family of correctors A1 considerably overcomes other considered algorithms on
problems with small number of values in object attributes (problems D and E) on parameters R, and R,. On
other problems the algorithm A1 due to consideration of each of classes separately also overcomes other
algorithms on parameter R, .
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METHODS FOR EVALUATING OF REGULARITIES SYSTEMS STRUCTURE

Irina Kostomarova, Anna Kuznetsova, Natalia Malygina, Oleg Senko

Abstract: The new method for analysis of regularities systems is discussed. Regularities are related to effect of
explanatory variables on outcome. At that it is supposed that different levels of outcome correspond to different
subregions of explanatory variables space. Such regularities may be effectively uncovered with the help of
optimal valid partitioning technique. The OVP approach is based on searching partitions of explanatory
variables space that in the best way separate observations with different levels of outcomes. Partitions of single
variables ranges or two-dimensional admissible areas for pairs of variables are searched inside corresponding
families. Output system of regularities is formed with the help of statistical validity estimates by two types of
permutation tests. One of the problems associated with OVP procedure is great number of regularities in output
system in high-dimensional tasks. The new approach for output system structure evaluating is suggested that is
based on searching subsystem of small size with possibly better forecasting ability of convex combination of
associated predictors. Mean error of convex combination becomes smaller when average forecasting ability of
ensemble members becomes better and deviations between prognoses associated with different regularities
increase. So minimization of convex combination mean error allows to receive subsystem of regularities with
strong forecasting abilities that significantly differ from each other. Each regularity of output system may be
characterized by distances to regularities in subsystem.

Keywords: Optimal partitioning, statistical validity, permutation test, regularities, explanatory variables effect,
complexity

ACM Classification Keywords: H.2.8 Database Applications - Data mining, G.3 Probability and Statistics -
Nonparametric statistics, Probabilistic algorithms

Introduction

In many applied forecasting or data analysis possibility of exact prognoses is connected with existing of
subregions in explanatory variables X,,..., X, space where distributions of outcome variable Y significantly

differ from its distributions in neighboring subregions or in whole data set. Variety of techniques exists now for
revealing of such subregions: linear discriminant functions, classification or regression trees. It must be noted that
these techniques are focused mainly on constructing single optimal forecasting algorithm. However in majority of
applied tasks it is important not only to construct optimal predicting algorithm but also to receive most complete

and valid empirical description of dependences of Y on X|,...,.X,. Some approaches that allow to receive

empirical descriptions of dependencies were developed during last decade. Method for searching systems of
complete or partial logical regularites in pattern recognition tasks may be considered as an
example[Ryazanov,2003]. The another approach is constructing of optimal valid partitions (OVP) of X variables
space, that allow to achieve optimal separation of observation with different levels of Y .

The OVP models were previously developed in [Senko,1998], [Kuznetsova,2000], [Senko,2003]. The OVP
procedures allow to calculate the sets of optimal partitions of one-dimensional admissible intervals of single
variables or two-dimensional admissible areas of pairs of variables and to estimate statistical validity of
regularities associated with these partitions. At that statistical validity is evaluated using two types of permutation
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tests. Unlike traditional statistical criteria (Chi-square or ANOVA for example) permutation tests allow to
evaluate statistical significance by the same dataset which was previously used for boundaries searching. One
more advantage of permutation tests before alternative statistical technique is absence of necessity for any
suppositions about variables distribution or any restrictions on groups sizes. OVP models may be applied for
different types of outcome variables.

One of the problems associated with OVP procedure is great number of regularities in output system in high-
dimensional tasks. In typical biomedical tasks with several tens independent variables and several hundreds
cases number of discovered statistically valid regularities may achieve several hundreds. In such situations
manual analysis of regularities systems is difficult. So development of new computer methods that would allow
to evaluate interrelations between regularities, to reveal groups of similar regularities and recover internal
structure of regularities system. The approach that is discussed in paper is based on calculating of mutual

distances between regularities. Let 7 and r, is pair of regularities that were found with the help of OVP
method. Then two forecasting functions Z, and Z, may be put in correspondence to regularities as it is
described below. Distance function P(7;,r,) between regularities 7 and 7, is defined as mathematical men

of squared difference between Z, and Z, or P(7;,r,)=P(Z,,Z,)=E,(Z,—Z,)’. Distance functions
between regularities may be easily estimated by training information.

Various cluster analysis methods may be used for revealing clusters of similar regularities in case distance
function P is defined. However clusterization methods are based only on distances and do not take into
account prognostic ability of regularities. Besides previous experiments demonstrated that clusterization
techniques tend to form classes that strongly differ from each other by size. So an alternative method was
suggested that allow to select from system small number of regularities with possibly better forecasting ability of

collective convex predictor. This subset that will be further referred to as basic subset or QB. It was shown
previously ([A. Krogh and J. Vedelsby, 1995], [0.V.Senko,2009]) that forecasting ability of collective convex
predictor depends both on forecasting ability of single ensemble members and mutual distances P(Z,,Z )

between predictors. At that mean error of convex combination decrease when average forecasting ability of
ensemble improves and deviations between prognoses associated with different regularities grows. So

minimization of ~ convex combination mean error allows to receive a basic subset (), with following properties:

a) QB consists of regularities with relatively strong forecasting abilities, b) regularities in QB significantly differ
from one another in terms of distance P. Structure of output system may be characterized by distances to
regularities from QB. In other words t distances may be considered as new “coordinate” of regularities from initial

set of regularizes that have been found by OVP method. Thus structure of initial system of regularities may be
evaluated.

Optimal Partitioning

Let Y belongs to some set M y- It is supposed that distance function o defined on Cartesian product

M, x M, satisfies following conditions:

a) p(»,»")20,b) p(»",¥") = p(Y".¥") . ) p(V', ) =0 V), )" e M.
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The OVP methods are based on optimal partitioning of independent variables admissible regions. The partitions
that provide for best separation of observations from dataset S‘O with different levels of dependent variable are

searched inside apriori defined families by optimizing of quality functional.

Partitions families. The partition family is defined as the set of partitions with limited number of elements that are
constructed by the same procedure. The unidimensional and two-dimensional families are considered. The
unidimensional families includes partitions of admissible intervals of single variables. The simplest Family |
includes all partitions with two elements that are divided by one boundary point. The more complex Family Il
includes all partitions with no more than three elements that are divided by two boundary points. The two-
dimensional Family lll includes all partitions of two-dimensional admissible areas with no more than four
elements that are separated by two boundary lines parallel to coordinate axes. Family IV includes all partitions of
two-dimensional admissible areas with no more than two elements that are separated by linear boundary with
arbitrary orientation relatively coordinate axes.

Quality functionals. Let consider at first standard OVP. Let O is partition of admissible region of independent

variables with elements g;,...,q,.. The partition O produces partition of ~dataset S, on subsets S....,S,.,

where S J (j=1,...,r) is subset of observations with independent variables vectors belonging to ¢ Iz The

evaluated ¥ mean value of subsets S ; is denoted as S ;). The integral quality functional ~ F;(Q,S))is

.
defined as the sum: F;(Q,S,) = Z;p[j(§0),j(§j)]mj, where m - is number of observations in subset
j=

S I The optimal value of quality functional in dataset S will be further referred to as F,o(§) .

Regularities validation. For validation of found optimal partitions two types of permutation test is used. The
first variant PT1 is used to test null hypothesis about independence of outcome on explanatory variables
related to considered regularity. PT1 is used in cases when: a) significance of simplest regularities associated
with partitions from family | is evaluated, b) significance of more complicated regularities is evaluated and no
simplest valid regularities were previously discovered for related variables. The second variant PT2 is used to
evaluate if more complicated partitions models are needed instead of simplest one to describe existing
regularities. It tests null hypothesis about independence of outcome on explanatory variables inside suregions
of explanatory variables space that are elements of partitions associated with simplest regularities.

Forecasting associated with regularities

Examples of partitions describing regularities are given at figures 1 and 2. Difference between distributions of
various biomedical parameters was evaluated in groups of patients in light and severe stage of encephalopathy
Sparse diagram 1 represent regularity associated with relationship between encephalopathy stage on age group
number (axe X). Statistics for each quadrant are give at the left part of sparse diagram. It is seen that fraction of
light forms decreases as group number increases. Then probability of light form for patient s from quadrant j is
n(j)
n"(j)+n°(j)
quadrant | number of patients in light stage 7" is equal 32 and number of patients in severe stage n° is equal
1Mand Z(s,1)=0.744

calculated by forecasting function Z(s, j) = . It is seen from sparse diagram 1 that for for
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Fig. 1 .Optimal partition describes dependence of encephalopathy form on age (axe X) of patients and existing
of severe disorder of cerebral blood circulation (axe Y). Partition belongs to the family Ill. Patients with severe
form are denoted by It is seen that

Sparse diagram 2 represent regularity associated with relationship between encephalopathy stage and pair of
input variables: age (axe X) and existing of severe disorder of cerebral blood circulation (axe Y). It is seen that
light stage of encephalopathy predominates over severe stage only in quadrant IV corresponding to patients

younger 70.5 years without severe disorder of cerebral blood circulation: number of patients in light stage " is

equal 43 , number of patients in severe stage n° is equal 2 and Z(s, V) =0.955.

quad. | v
T

6.0
quad. 1l

(B
quad. 1l

A ] Quadrant | GQuadrant Il
2.0
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+ 4318
20 gy
Quadrant IV Quadrant Ill

25.0 705 103,

Fig. 2 .Optimal partition describes relationship between encephalopathy stage and pair of variables: age (axe X)
of patients and existing of severe disorder of cerebral blood circulation (axe Y). Partition belongs to the family 1.
Patients with severe form are denoted by o and patients with light form are denoted by +.
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Generalized Error Functional

Let Z =1{Z,,...,Z,} is set of prognostic variables (predictors) forecasting outcome variable Y for objects

that are elements of some probability space €2. The convex corrector Z (c)at Zis defined as

ccp

/ / .
Z,.,(©)= chZi, where Zci =1 and ¢, 20,i=1,/. The squared error of forecasting at general set will
i=l1 i=l1

be denoted as & . Let distance between two predictors The squared error for ZACLP (c) may be represented as

S[Z,,(©)]= Zcé(Z)——zzl:c c.P(Z,,Z.) (1)

i'=1 i'=1

where P(Z,,Z.)=E,(Z,-Z.)

!

Itis seen from (2) that J[Z,,,(c)] is always lower than Zc[é (Z,) and difference between them increases
i=1

as increase distances between prediction. In case when contributions of all predictors (1) take form

5[Z,,(u)]= Z&D—;;ZZP(Z,,Z ) )

i'=1 i'=1

— (1 1) i i i
where u, = (7,...,7) is /- dimensional vector.

Optimal Subset Selecting

At the initial stage optimal system of regularities Qg is searched using described previously optimal partitioning
method. Then optimal subset selecting (OSS) procedure may be used to find QB.

Step 1. At initial step squared error J is evaluated for each predictor associated with regularity from system
Q At that leave-one-out cross validation technique is used. Regularity qh“’ € O, corresponding to predictor

with minimal error ™" is added to optimal subset.

Step 2. . The squared error functional (1) is calculated for pairs of predictors associated with pairs of
regularities from set {(¢"*",q)|q € O, \ ¢’} . Let minimal value of functional (1) 5™ is achieved for pair
best :

(7', q>*") . Incase ;" < ™" regularity g2 is added to optimal subset.

Step k. . The squared error functional (1) is calculated for sets of predictors associated with series of
regularities from {(g’",...,q",q)| g € O, \{g!",..., ¢’} } . Let minimal value of functional (1) &;"™" is

best

achieved for series (g,...,q/"). In case O"" <o™ regularity ¢*'is added to optimal subset.

Otherwise forming of optimal regularities subset is finished and series (¢/*",...,q,*") is fixed as basic subset.

0,

Experiment

Performance of developed method was evaluated in  task of computer diagnostics of encephalopathy severity.
Group of 47 patients in early (first) stage was compared with group of 116 patients in severe stage (third) by
122 input clinical or biomedical indicators. At initial stage of research OVP method was used to find statistically
valid correlations between severity and levels of input variables. As a result 300 regularities belonging to families
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[, II, Il was revealed at statistical significance level p<0.05. Previously described procedure of optimal regularities
subsystem was used. Basic subset QB consisting of 3 regularities was found:

two-dimensional regularity associated with relationship between encephalopathy stage and pair of input
variables: age (axe X) and existing of severe disorder of cerebral blood circulation that is diagnosed by magnetic
resonance tomography (axe Y) .

regularity associated with relationship between encephalopathy stage on age group number (axe X)
a) two-dimensional regularity associated with relationship between encephalopathy stage and pair of input
variables: existing of severe disorder of cerebral blood circulation that is diagnosed by magnetic
resonance tomography and MPT LO.

uuuuuuu

4+ H+ 4+ + |ssce

¥ MPT oMM

Fig. 3 .Optimal partition describes relationship between encephalopathy stage and pair of variables: age (axe X)
of patients and existing of severe disorder of cerebral blood circulation (axe Y) diagnosed by magnetic resonance
tomography. Partition belongs to the family Ill. Patients with severe form are denoted by o and patients with
light form are denoted by +.

Forecasting errors associated with these 3 regularities and distances between them are given in next table 1.

Table 1

o 1 2 3
1 0.026 0 0.315 0.029
2 0.148 0.315 0 0.296
3 0.0563 0.029 0.296 0

It is seen from table that prognostic abilities of regularities 1 and 3 from QB are much better than prognostic
ability of regularity 2. But distance of regularity 2 from regularities 1 and 3 is great. Distances to regularities from

QB were calculated for each regularity from all regularities from system Q,, and 20 nearest neighbors were

found for each element of QB. It is appeared that regularities close to (a) and (c) are mainly related to existing
severe disorder of cerebral blood circulation.

Conclusion

The new method for analysis of regularities systems was represented. Method is based on searching of
regularities subsystems QB in initial system QNU with the best collective forecasting ability ~according
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expression (2). Algorithm for regularities subsystems QB searching in initial system Q, is represented. The

developed technique was tested at the high-dimensional task of computer diagnostics of encephalopathy
severity where using OVP procedure discovered great number of regularities at significance level p<0.05.
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GROWING SUPPORT SET SYSTEMS IN ANALYSIS OF HIGH-THROUGHPUT GENE
EXPRESSION DATA

Arsen Arakelyan, Anna Boyajian, Hasmik Sahakyan,
Levon Aslanyan, Krassimira Ivanova, lliya Mitov

Abstract: Genome wide expression analysis with DNA microarrays has become a mainstay of genomics
research. The problem with microarrays is that there is no “gold standard” for microarray-generated data analysis.
In most cases, traditional statistical and pattern recognition approaches are not productive in analysis of high
dimension low sample size data analysis, and improvements, alternative approaches are currently being
developed in order to effectively analyze and interpret microarray data. In this study we design and extend logic-
combinatorial scheme that can be used in high-throughput gene expression data. Applied results show that
proposed algorithm is able accurately discriminate different biological phenotypes, although some improvements
should be further made.

Keywords: Pattern Recognition, Functional Pathways, gene expression, post traumatic stress disorder

ACM Classification Keywords: 1.5 Pattern Recognition, 1.5.2 Design Methodology

Introduction

Genome wide expression analysis with DNA microarrays has become a mainstay of genomics research. It is
obvious, that monitoring expression levels for thousands of genes at a time provides insights into cellular
processes and responses that cannot be obtained by looking at one or a few genes. Traditional methods for gene
expression measurements such as Northern blots can be time-consuming and labor-intensive and are not
practical for application on a very large scale. The more global view and increased throughput made possible by
the advent of parallel expression measurements with DNA microarrays has therefore opened a new window on
cellular activity [Hill et al 2000; Shoemaker et al 2001]. Being introduced in early 1990th, the rapidly increasing
popularity of these techniques is evidenced by the number of publications involving microarrays. Gene expression
differences between two samples have been applied to disease diagnosis and classification [Bittner et al 2000].
Effects of reagents or drugs on gene expression patterns have been used to test drug efficacies and to determine
pharmacological mechanisms [Namba et al 2001; Dan et al 2002]. Correlated mRNA expression profiles under
different cellular conditions have been used to predict gene functions [Hughes et al 2000]. DNA and RNA
quantifications have also been used for detecting bacterial and viral pathogens, as well as host—-pathogen
interactions [Grayson et al 2002]. However having undoubted advantages, DNA arrays also has disadvantages
that at the moment limit their usage. Currently, both oligonucleotide and spotted cDNA arrays are hybridized and
read one at a time and significant time and effort is required to process even a modest number of samples. In
many cases, a small number of experiments that cover thousands of genes is not sufficient. It has become
increasingly clear that large collections of expression results are much more than the sum of their parts. The
analysis of multidimensional expression patterns can reveal new insights that may not be apparent when looking
at the results from small numbers of samples [Hughes et al 2000; Ross et al 2000].

Second problem with microarrays are that there is no “gold standard” for microarray-generated data analysis.
From the very beginning the primary interest was to identify differentially expressed genes and elucidate related
biological processes. The most widely used approach is individual gene analysis which evaluates the significance
of individual genes between two groups of samples compared. This type of analysis typically yields a list of
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altered genes from a cutoff threshold. Generally the basic approach of analysis is mathematical statistics (MS).
Having satisfactory amount of experimental data (statistics) it helps to form conclusions that some properties and
postulations take place in some probabilistic level. Simple correlation, regression and hypothesis estimation
algorithms are components of the statistical approach. However, strong normality, and independence
assumptions make them impractical and not powerful enough. A different situation appears in area of pattern
recognition (PR). There is no satisfactory statistics in this case. These heuristics are more responsible and
conditional. Learning set is given as a limited number of known classifications but it has to be large enough to
describe the class properties in application area. A number of basic approaches are known in PR - Metric
Algorithms, Logic Separation (LS), Neural Networks, etc. One of the well-known classes of metric algorithms is
the voting (or estimation calculation) model [Zhuravlev 1998]. This is an algorithmic model with a number of
additional parameters, requiring optimization during the learning stage. Several improvements and alternative
approaches were developed, based on clustering techniques [Divina and Aguilar-Ruiz 2006; VVon Borries 2008],
support vector machines [Brown et al 2000; Benito et al 2004], “cut-off free” gene ranking [Subramanian et al
2005], dimension reduction [Nicolau et al 2007], and so on, but there is still a room for improvements of existing
and development of new algorithms for analysis of high-throughput gene expression data. In this study we design
and extend logic-combinatorial scheme for microarray data analysis.

Several assumptions related to the biological nature in terms of classes, features and learning sets were used
defining the algorithmic model:

1. Given a dataset of features (gene expression values) and objects characterized by them, and objects
are classified in two or more groups (healthy vs. diseased, different treatments, etc.). It is supposed that
the biological process exists that is responsible for the differences of classes in terms of phenotype (blue
vs. brown eyes, high vs. normal biological activity).

2. If such process exists, features (groups of features) related to that process should be able discriminate
given classes of objects.

3. A feature set has higher probability to accurately classify objects, if its subsets, basically, are known to
separate these classes.

4. As more features sets representing same biological process is found, as easier and accurate to identify
the process itself.

Algorithm

Formal mathematical model considered in this article refers to the natural classification of objects characterized
by the sets of features. Objects are characterized by numerical values of features. We suppose a learning set is
given which is a list of example objects with their feature assignments, and their properties in terms of
membership to some nonintersecting classes. The global problem in area is how to learn classification by limited
learning set. Our primary target is in indentifying the features sets of most effective functionality in terms of
considered classification. In some point of view we consider a typical problem of applied mathematical statistics
or a basic pattern recognition postulation — the supervised learning.

This is true in part and our model gains additional specifics, coming with gene expression data. First of all it is to
take into account the extremely large number of features appears here - genes and their expressions. Formally
with limited and poor learning set large number of groups of these features may appear that function similarly in
object classification. Redundancy appears as a consequence of the learning set limitations vs. very large feature
set. If learning set size 7z is given, then a corresponding number ¢ of features can effectively participate in
process of partitioning the object set into the subsets. logz plays an important role in this. This is minimal power

to split the set to separate objects, and this is upper estimate of learning set size because of groups are
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supposed not separate objects. Determining such feature ¢@-sets is the primarily goal of the algorithm we

construct. This part is a typical task in pattern recognition area. The technique we apply is the support set
systems generation. This technique is introduced first by [Zhuravlev 1998] and now is known in data mining area
as frequent subsets [Aslanyan and Sahakyan 2009]. Our algorithm applies a supervised search procedure to
construct the set of all support ¢-sets of features. Besides this we have to deal with another problem which is

more specific, and nonstandard. The applied problem of classification with gene expression data deals with very
large sets of objects. The real support sets on these data are large and due to limitations of practical/experimental
learning sets we can see only the ¢-subsets of them. The same time due to redundancy the quality ¢ -subsets

are mixed with the noisy features and no separation of features is possible due to low learning and large feature
sets. Fortunately the application problem helps. The concept of functional pathways is applied. We code a
pathway as the corresponding set of features in that pathway. Among several hundreds of pathways considered
in a problem only several may correspond to the given classification. We take a hypothesis that such pathways
have higher intersections with found support ¢-subsets. This is because of real supportive ¢ -subsets always

appear although the noisy ones appear spuriously.

Finally, the situation we are with gene expression data doesn’t obey the regular requirement neither statistics nor
the pattern recognition. Extremely small learning set and extremely large feature set creates a situation when
there is not enough statistical information to treat the hypotheses and when there is a set of features that doesn’t
allow applying analytic tools to recognize the valid feature subsets. This situation is known in high-throughput
gene expression data analysis. Microarray data is known as high dimension low sample size data (HDLSS) [Von
Borries 2008] and this specific class of experimental data sets initializes a new algorithmic research area. Current
study applies theoretical and algorithmic issue of set systems to solve the problems with HDLSS. In general
description we grow the support sets with quality estimations, then apply this estimates to restrict the sets to
computability sizes, and after recurrent ¢ -subsets generation continue through evaluation stage of subsets given

by functional pathways.
Consider gene expression data 3 which is a numeric array of n columns representing samples and D rows
corresponding to genes. 3 =1{S,,S,,S,,...,S,}, where S, isa 1xD column containing gene expression data

for sample i . HDLSS means n << D. Classes which are 2 w.l.0o.g. consist of objects: S,,S, ...S, - belonging

to the first class (e.g. disease class), and S,,S,,,...S

n

- samples belonging to second class (e.g. healthy
class). It is evident that almost any unique row S,(i),S,(i),...,S,(i) of I can correctly classify the two classes

by linear hyperplane or by some other similar classification mean. The number of such rows might be very large
among the D . The same time, it is realistic that different sets of rows are classifying the classes differently.
Formally, a collection of subsets of the set {1,2,...,n} is known as a set of support systems Q [Zhuravlev 1998].

In our model support system is the “unit” of comparison of object description pairs. This is when a set of
distances, - each by a member of € is considered, which collectively describe the differences among the
objects of different classes. The application counterpart is that support set is a minimal set of features - so that
no any smaller and larger feature set is describing particular classification in a higher approximation. This brings
to the problem of determining the proper row subsets (support systems), which provide maximal differences
between classes (quality vs. accuracy of classification). In doing this we will eliminate the equivalent (in some
sense) rows from one side; and will compose the sets of rows representing different equivalency subsets as
approximations to the proper support systems.
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1. Classifiers

At first we define Elementary classifiers.

These are hyperplane (or neural or any similar) classifiers by small number of rows. 1_classifier is defined
through one single row and its expression values S,(i),S,(i),...,S,(/). Denote by f(i) the classification
level/accuracy of this attribute. 1_classifiers ¢, (i), i e1,D ranked by classification levels are truncated by a
version of sigma’s rule. We leave out low classification genes from any further consideration. 2_classifiers
consider the pairs of genes and expression values. Logically 2_classifiers are to be composed by pairs of genes
higher ranked by corresponding 1_classifiers. 2_classifiers and in general k _classifiers consider any k rows,
construct “hyperplanes” and define structures ¢, (i ,...,i,) and ¢.(i,...,i,). They construct convex hulls in
areas of two considered classes; consider their partition hyperplane, rank by the classification level and narrows if
necessary the set of rows used in future algorithmic steps.

2. Growing Support Systems

Among 2" elementary classifiers mentioned above, we look for those, which correspond to subsets of genes that
are more differently expressed in classes. The simplest way is to start by a 1_classifiers, and grow them step by
step to k _classifiers so that the classification level is strictly increasing. Any k _classifier may be considered as
a composition of one k — 1-classifier together with one new row. Concepts ¢, (i,...,i, ) and t,(i,...,i,) in this
way introduce monotony relation between gene sets, putting them into 1-1 correspondence to the vertices of an
n dimensional unit cube. However, practical implementation might be rather hard because of for large k it will
become impossible to consider all 2% sub-classifiers. The search area for these subsets is very large, and
appropriate heuristics to combat this complexity is necessary.

We consider several heuristics:

» Sorting 1_classifiers by decreasing forces (i), and eliminating from the further treatment rows with
forces lower than the threshold selected. Let the rows in sorted sequence are as i,,f,...,4y,...,fp . An
important point of this sequence is the first index j where ¢, (i,,...,i, ) is increasing in area i, < j and
this increase interrupts at the point j. Sorting is applied to the composite multi-feature classifiers
because of the comparability of their classification measures.

» Consider an arbitrary elementary classifier c,(i,,...,i, ). Compose an n dimensional binary vector,
assigning its coordinates i,,...,i, as 1. Completing by 0 all reminder coordinates, we create 1-1
correspondence between classifiers and n -cube vertices. Applying hierarchical clustering in n -cube
layers we split k-classifiers into the groups by the equivalency relation (after some cut of dendrogram).
Similarity measure used in clustering is some correlation between the hyperplanes (their coefficient
vectors). We consider the representative sets of clusters. Some of them may give the same force of
classifying objects by gene expressions as the whole descriptive table does. In this way we reduce the
dimensionality combating the exponential explosion for large n .

> As it was mentioned, 1_classifiers might be directly sorted by their forces. Any k _classifier may be
considered as a composition of one k —1-classifier ¢, (i,,...,i,_,) together with one new row i, . In

terms of class vectors this change means concatenation of a new dimension in direction i, . Concepts
Cy(fyyeeryiy) and £ (i,...,i, ) in this way introduce monotony relation between gene sets in the same

way as the vertices of n dimensional unit cube which are in 1-1 correspondence to elementary
classifiers. Considering subsets of different n -cube layers and taking into account monotonity we may
apply the chain split technology [Aslanyan and Sahakyan 2009] in finding the best separating gene sets.
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It is important to note that chain split (and other known frequent subsets growing algorithms of
association rule mining) work on systematized structure of all objects which is a hard computationally.
Instead, the representative set mentioned above are a valuable heuristic that may help in reducing the
computational complexity in growing.
3. Approximating Support Systems
Mathematical model and algorithms we consider have to implement the application area hypotheses that we
defined above. The formal picture that satisfies the hypotheses is a monotone Boolean function over the set of
gene expressions. Upper zeros of this function corresponds to the real support sets. Hypotheses say that having
very large and satisfactory data the correct growing procedure will achieve these support sets. Having smaller
learning sets procedures will deduce some partial of approximate collections of support sets. It is a hard question
how to evaluate the quality of these sets. Formal postulation might be an approximation scheme for monotone
Boolean functions. Two schemes were considered in this regard:

» Frequency based approach. For an arbitrary binary vector « (a unit cube vertex) vertices of layers of
subcube between 0 and that vertex are considered. Frequencies of support sets after the growing stage
are computed. Vertex « is determined as a recognized support set if the frequencies are over a given
threshold.

> Chain split and interior/exterior sets approach. The chain split recognition of monotone Boolean function
is considered [Aslanyan and Sahakyan 2009]. The usual procedure intends to find the exact function
and Hansel chains are ideal for this. Consider the extension of chain split with rare chains. Chains are
with edges that connect comparable but distance vertex pairs and their relative completions similarly
defined, or the same Hansel chains are considered but recognized areas are extended in iterations to
the interior and exterior vertices of monotone function by the given threshold. Growing support sets
means one way recognition that is recognition through consideration of only (or basically) zero values of
function. The same time this is constrained recognition in a sense that hypothetical pathways involve
limited number of genes.

Algorithm Realization

Algorithm was realized using Matlab R2008a (Mathworks, Inc). At each iteration selection the list of classifiers
and corresponding errors of classification are generated. In order to decrease computational intensity we used
very strict cut-off for classifier selection M(err)—2* SD(err). Only classifiers with error less than specified
threshold were considered for future growing. Search of functional pathways were performed KEGG (Kyoto

Encyclopedia of Genes and Genomes, www.genome.jp/kegg/) database using the SOAP/WSDL based web
service.

Dataset Description and Preprocessing

To test the functionality of proposed algorithm dataset GDS1020 on gene expression patterns related to post-
traumatic stress disorder (PTSD), publicity available in Gene Expression Omnibus repository
(http://www.ncbi.nim.nih.gov/geo/) was used. Description of samples was retrieved from dataset summary.
GDS1020 dataset contains gene expression profiles of peripheral blood mononuclear cells (PBMC) isolated from
the blood of trauma survivors at admission to emergency room and at 4 month follow-up. Overall, 33 (16 control
and 17 PTSD subjects) gene expression profiles were available in dataset. PTSD affected subjects persistently
manifested full criteria for PTSD.
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From human dataset probes that had at least 50% of present calls were chosen. The missing values were
replaced by group mean. Normalization was performed by division of gene expression in individual samples to
geometric mean of gene expression of the all samples. The probe identifiers from each platform were converted
to the HUGO-approved gene symbols, averaging log transformed expression values of multiple probes targeting
the same gene.

Results and Discussion

During data preprocessing 12568 probes were collapsed in 8742 genes that were used in future analyses.
Search for the 1-classifier identified 405 genes with classification error less than specified threshold. From
selected 405 genes only 149 were included in 77 KEGG functional pathways. These 405 genes were further
used for identification of k-classifiers. The iterations stop at 4" step (group of 4 genes) with final classification
error 0. During the analysis 605 2-classifiers, 449 3-classifiers and 2270 4-classifiers were formed. Figure 1
shows the increase of classification accuracy in parallel with classifier order increase. When we performed search
of KEGG functional pathways using formed classifiers, we have identified only 6 pathways that exactly matched
with 2-classifiers and 2 pathways exactly matched with 3-classifiers. None of pathways contain all genes from any
of 4-classifiers.

The results showed that the group of 4 genes is enough for precise separation of classes in our case. However,
we could not identify any KEGG functional pathways that include these 4-classifiers. Here, several suggestions
can be made. First of all, this approach identifies “best genes”, i.e. genes with maximal classification force. If the
classification force of other genes from the same pathway is less profound they will not be included in 1-
classifiers. Thus, this is very useful tool for the search of biomarker combinations that are able to discriminate
classes with maximal accuracy, which is not possible with the use of single biomarker. Second, this can be the
result of limited number of pathways annotated in KEGG database. At the moment KEGG database contain
information only about 206 pathways. Although all 405 genes were annotated in KEGG, only 149 (36.7 %) of
them were associated with one or more functional pathways. In order to check this suggestion, we re-evaluated
our data using gene ontology (GO, www.geneontology.org/) database to search terms covered by 4-classifiers. In
contrast to KEGG, we identified 841 gene ontology terms that exactly matched 4-classifiers. And finally, it is
possible that dataset used in study is not valid input for this approach. The question of validity of initial data are of
great importance, however, at the moment we do not have methodology to evaluate their adequacy to the
considered problem of functional pathways analysis. In this regard, interpretations given above are conditional
and larger and valid datasets needed to be considered.

0,3

0,25

0,2

Classification error

0 +

1-classifier 2-classifier 3-classifier 4-classifier

Figure 1. Classification accuracy of growing support sets.



New Trends in Classification and Data Mining 53

Conclusion

Genome wide expression analysis models and algorithms were considered. It is recognized that in most cases,
traditional statistical and pattern recognition approaches suffer to analyze these information due to disbalance
between the numbers of features and objects. Traditional in these area high dimension low sample size data
(HDLSS) were considered and logic-combinatorial pattern recognition is applied to analysis of this information.
The structured algorithm is similar to frequent sets algorithm in data mining. After growing support sets
approximation of maximal support sets is considered in a model of monotone Boolean recognition. Applied results
show that proposed algorithm is able accurately discriminate different biological phenotypes, although some
improvements should be further made.
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ON THE COMPLEXITY OF SEARCH FOR CONJUNCTIVE RULES IN RECOGNITION
PROBLEMS

Elena Djukova, Vladimir Nefedov

Abstract: New results are obtained in logical data analysis and in the development of recognition procedures
based on constructing conjunctive rules. Asymptotically optimal methods of constructing normal forms for
characteristic functions of classes are developed. The technique of effective search is improved for the
conjunctive rules in the case of incomplete data. Theoretical results are confirmed by experimental estimations.
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transformation of normal forms.
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Introduction

Logical analysis of Integer data in recognition is based on constructing normal forms of double-valued logical
functions which are characteristic functions of classes [Zhuravlev, 1978], [Djukova, 1977], [Djukova, 1982],
[Djukova, 1987], [Djukova, 1989], [Djukova, Zhuravlev, 1997], [Djukova, Zhuravlev, 2000], [Djukova, 2004]. The
characteristic function of a class is completely defined by the training set and the concerned recognition algorithm
model. If the descriptions of objects are complete (for each precedent all feature values are defined) then the
problem appears concerned with the transformation of the perfect conjunctive normal form (CNF) of the function
F, into the disjunctive normal form (DNF), i.e. the problem of multiplication of logical terms with exactly n
variables in each term, where n is the number of features. In the case of incomplete data some variables may be
absent in some terms and thus the initial CNF would not be perfect. Constructing the required DNF brings us to
constructing the set of the conjunctive rules of the class K.

The search for conjunctive rules is a difficult computational problem. Constructing the reduced DNF of the
function F, is of a particular complexity (its length as a rule grows exponentially with the growth of the initial DNF
length). This problem is one of difficult generation problems. The effectiveness of algorithms for enumeration
problems is usually estimated by the complexity of a step (the time delay of a step). As the major enumeration
problem the dualization is regarded. The dualization is the problem of constructing the reduced DNF of a
monotone Boolean function £(x,,...,x,, ) define by the CNF of the following type

D &..8D,. (1)

The search for effective algorithm for this problem is carried since the middle of the last century, starting from the
classical works by Yablonskiy [Chegis, Yablonskii, 1958]. In [Gurvich, Khachiyan, 1999] an “incremental quasi-
polynomial algorithm” is suggested. The number of elementary operations performed by that algorithm on each
step is bounded by a quasi-polynomial over u, n and the number of the maximal conjunctions found on the
previous steps. The existence of an algorithm working wth a (quasi)-polinomial delay depending only on u and
n is not ascertained by the time.

In [Djukova, 1982], [Djukova, 1987] an approach is proposed, which allows to solve the considered problem of the

transformation of the normal forms of f efficiently not always but almost always (for almost all CNFs of type (1)
as n — o). In this case an algorithm is allowed to perform “unnecessary” (empty) steps, but the number of such
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steps should have “almost always” lower growth degree than the number of all algorithm steps does. For this
purpose the conception of an asymptotically optimal algorithm was introduced. This conception has been defined
more exactly in a series of followed works [Djukova, 2003], [Djukova, 2004], [Djukova, 2007]. Let us adduce this
definition.

Let B(f) be a set of all maximal conjunctions of the function f, let Q(f) be a finite sequence of elementary
conjunctions which contains B(f). It is supposed that some conjunctions may be found in Q(f) more than
once.
We will say that an algorithm A constructs Q(f) with a polynomial delay if exactly one conjunction from Q(f) is
built on each step with no more than d(u,n) elementary operations performed, d(u,n) is bounded above by a
polynomial over u and n . The elementary operation is an examination of one symbol of a variable in the CNF.
Let an algorithm A construct the sequence Q(f) with a polynomial delay checking each built conjunction from
Q(f) to be in B(f) (such check can be performed at a polynomial time according to statements 2 and 3
formulated below). The number of steps of the algorithm A equal to the length of the sequence Q(f) is denoted
by N,(f).
The algorithm A is called asymptotically optimal, if for almost all CNFs of type (1) as n — <o itis true that

N, (F)= |B(F)
(the number of steps of the algorithm A is asymptotically equal to the power of B(f)).

Later the concept of an asymptotically optimal algorithm was spread for the case of a double-valued logical
function F defined on k-ary n-dimensional arrays and determined by a CNF of u elementary disjunctions
[Djukova, 1987], [Djukova, 1989], [Djukova, Zhuravlev, 1997] [Djukova, Zhuravlev, 2000], [Djukova, Inyakin,
2008].

By the moment the series of asymptotically optimal algorithms has been constructed for the condition
log,u<(1-¢)log,n, >0, where d =2 for the case of a monotone Boolean function, d = k for the
case when F is determined by a perfect CNF and d = (k +1)/ k for the case when F is determined by a CNF
which is not perfect. In these algorithms there are unnecessary steps of two types. There are unnecessary steps
of two types in these algorithms. Each step of the first type yields a conjunction which is not maximal whereas
each step of the second type yields a maximal conjunction constructed before. Among the constructed algorithms
there are both the algorithms that make only one type unnecessary steps and the algorithms containing the
unnecessary steps of both types.

The experimental comparison of the constructed algorithm has been carried out. The best result has been shown
by the algorithm OPT and by its modification, the algorithm OPT+, assigned for constructing the maximal
conjunctions of a monotone Boolean function and for constructing the maximal conjunctions of a double-valued
logical function defined by the perfect CNF, respectively.

In this paper an algorithm OPT++ is built which is a modification of the algorithm OPT for the case when a
double-valued logical function F is defined by an arbitrary CNF. The algorithm OPT++ is asymptotically optimal
as well, for the case logu <(1-¢)logn, >0, d=(k+1)/k (this fact follows from works [Djukova,
Zhuravlev, 1997], [Djukova, Zhuravlev, 2000]). In the following section it is shown that for the case n < u the
logarithm of the number of the algorithm steps to the base d is equal to the logarithm of the number of all
maximal conjunctions of the function F “almost always” as n — o. The justification of the algorithm
effectiveness is based upon the analysis of metric (quantitative) characteristics of the set of all maximal
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conjunction and of the so-called irreducible conjunctions of the function F . MokasaHo, YTO 3T acCMMATOTUKN
cosnagatot. Asymptotic estimates of typical values of the logarithm to the base d of the number of the maximal
conjunctions of F and the logarithm to the base d of the number of the irreducible conjunctions of F are
obtained. These asymptotic estimates are shown to be equal. When obtaining these estimates we used the
technique from the papers [Dem'yanov, Djukova, 2007], [Djukova, 2007]. The effectiveness of the algorithm
OPT++ is approved experimentally, particularly the experimental estimates of the number of “unnecessary” steps
are obtained.

Major results

Let £/ be the setarrays (o,,...,0, ), where o, € {01,....k -1}, i € {I,...,n}, and let a function F(x,,...,x,)
be determined on E, and possesses values 1 and 0 on subsets N and N_., respectively.

Let

7 = I, if x=o0,
B otherwise,

X,0 € {0,1,...,k - 1}. The notions of an elementary conjunction and elementary disjunction are defined routinely.

An elementary conjunction (EC) over variables X, ..., x, is the formula of the type xj"-...-xj", where

X, €{Xy X, ), when i=12,.,r ;and x; #x; whent qe{l2,..,r} t=q.Thevalue of the
EC is equal to 1 if and only if all its factors are equal to 1. The number r is called the rank of the elementary
conjunction.

An elementary disjunction (ED) over variables x,,...,x, is the formula of the type x7* v...v X", where

n

X; € X X, }, When i =12,...,r, and X, # X, ,when tge{l2,...r}, t=q.

and let M(B,R) be the number of the
disjunctions not containing variables from B in the CNF R . Let N be in interval of verity of the EC B. The EC
B is called admissible for F if Ny "N . =@ ; i.e., when M(B,R)=0. The EC B is called irreducible for
F if there does not exist an admissible EC B’ such that N, > N, and M(B',R)= M(B,R). The EC B is

called maximal for F if it is both admissible and irreducible. The EC B is called irredundant for F if it is
irreducible for F and there does not exist an irreducible for F conjunction B’ such that N, o N, .

Let B be an elementary conjunction over variables x,,...,x

n

Statement 1. If an EC B is maximal for F then it is irredundant for F .

The converse statement if false(an irredundant conjunction may not be admissible).

Let the function F by determined by a CNF R of the type D, &...& D, , where D;, i =1.2,...,u, - ED over
variables x,,...,x,. Denote by D,(F) the reduced DNF of the function F, i.e. the DNF consisting of all
maximal conjunctions of the function F .

Let us consider the problem of the transformation of R into D,(F). The required statements 2 and 3 are
presented below.

Statement 2 [Djukova, Nefedov, 2009]. An EC B is admissible for F if and only if each disjunction D,

i ={1,2,...,u}, contains at least one factor of B.
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Statement 3 [Djukova, Nefedov, 2009]. An EC B = x7" -...- xj" is irreducible for F if and only if there exist r

Jr

disjunctions in the CNF K, each disjunction containing exactly one factor of B and, if r >1, p,q e {il,...,i,},
p # q, the disjunctions D, and D, contain different factors of B.

Statements 2 and 3 are respectively the criteria of admissibility and irreducibility of the EC of a function
determined by a CNF.

Let us describe the algorithm OMT++ constructing DNF D, (F). The algorithm is based on constructing an
irredundant for F conjunction B and checking the condition Ny " N_. =& on each step. If this condition is

true then according to statement 1 the constructed on this step conjunction is maximal. Else the performed step is
‘empty” (unnecessary).

It is convenient to present the work of the algorithm OPT++ as the process of constructing a decision tree [ .
Each inner vertex of this tree corresponds to the pair (B,R’), where B is the irreducible for F conjunction and

R’ is the CNF derived from R by deleting some disjunctions and variables. A dangling vertex corresponds to an
irredundant conjunction. The set of the dangling vertices corresponds to a subset of all irredundant conjunctions.
On each step the algorithm constructs one dangling vertex of the tree [, at the time O(kunq(u + q)) where

g =min(u, kn) . The important characteristic of the algorithm is that different vertices of the dicision tree [~
correspond to different irreducible conjunctions. Thus the algorithm does not perform “repeated” steps.

Denote by S, (F) the set of all irreducible conjunctions of the rank r of the function F; denote by B,(F) the
set of all maximal conjunctions of the rank r of the function F;

s(Fy={Js.(F). B(F)=| B.(F).

r=1 r=1
let n<u<k™, 8 <%, r, = [log, u —log, Inlog, u—1], d = (k +1)/k . For the considered case the

asymptotic form of the logarithm of the typical number of the conjunctions in S(F) with ranks no lower than r, is
obtained (when n — o). It is shown that this asymptotic form is congruent with the asymptotic form of the
logarithm of the typical number of the conjunctions in B(F) and is also congruent with the asymptotic form of the

typical number of the conjunctions in B(F) with ranks no lower than r, . The estimate of the typical rank value of
a conjunction in B(F) is obtained. The mention estimates are stated in Theorems 1-3 formulated below.

Theorem 1. If n<u <k, B <1/2,thenas n — oo for almost all CNFs of type (1) the logarithm to the base
d of the number of all conjunctions in S(F) with ranks no lower than r, is asymptotically equal to the logarithm

to the base d of the number of all conjunctions in B(F) with ranks no lower than r, and is asymptotically equal
tolog, C; +r,.

Theorem 2.1f n<u < k", B <1/2,thenas n — oo for almost all CNFs of type (1) the logarithm to the base
d of the number of all conjunctions in B(F) with ranks no lower than r, is asymptotically equal to the logarithm
to the base d of the number of all conjunctions in B(F) and is asymptotically equal to log, C,! +r,.

Theorem 3. If n<u < k™, B <1/2,thenas n — oo for almost all functions determined by a CNF of type (1)

the ranks of almost all conjunctions from B(F) are in [r,,log, un].
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The proofs of Theorems 1-3 are based on Lemmas 1-6 stated below. In the proofs of Lemmas 1-6 the results
from [Djukova, Peskov, 2002] and [Djukova, Inyakin, 2003] are used.
Ny,

Let N* = {F } be the space of simple events in which each event F happens with a probability of 1/ . The

mathematical expectation of a random variable X (F) defined on N is denoted by MX(F).
The following result is easy to prove

Lemma 1. Let X(F)>0, >0, and v,(n) be the fraction of functions F from NX for which
X(F)=6MX(F).Then v,(n)<1/86.

. . a
In what follows, the notation a, = b, as n —> « and a, <, b, as n — o means lim--=1as n — « and

n

. a, .
Ilmb— <1 as n — oo, respectively.

Leta, =C/CIrl(k —1) "k"™" .Since a,,, =o(a, ) for n<u and r > r,, we have the following result.
Lemma 2. For n<u

2 2
S CiCird™ ~CiCinld"™ , n—>w.

rzn

Lemma 3. For u <k and B <1/2

Iogd(erl!d"'z ): 6(Iogd(C;'dr‘ )) n— .

Proof. The lemma can be proved by direct verification. Indeed, the obvious inequality C! > (n _rJr implies
that
log,C! >, (1- B)rlog,n, n — . 2)
On the other hand,
b=Cirld™ <(k’Inlog, u)'.
Consequently, we have
log, b <, rlog,Inn, n— . 3)

The assertion of the lemma follows from (2) and (3).

On N¥ ={F} consider the random variables 7, (F) =

B.(F) and &,.(F) =

S, (F). Itis easy to calculate
ME, (F)<CICIrk™ " (k+1) ™"
(see [Djukova, Peskov, 2002]).

Lemma 4. For n<u <k" and § <1/2,foralmostall F from N

logd Z’]r(F) < logd z@gr(F) Sn logd (:r:I + rl ' n—o.

rzn r=n

Proof. Lemmas 2 and 3 straightforwardly imply that
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log, > Mz, (F)<log, > M&,(F)~log, Cil +1,, n— .

rzn rzn

Applying Lemma 1 with @ =log,, log, n, we derive the assertion of Lemma 4.
Lemma 5. For u < k" and 8 <1/2, for almostall F from N¥

log, Y&, (F) 2 log, 1,(F) 2, log, Cl +1,, n 0.

rzn rzn

Proof. It was shown in [Djukova, Inyakin, 2003] that if F is determined by a perfect CNF and the condition of the
lemma is fulfilled than

n, (F)=Cik" 1=k ), n—>w,

Using the same technique we derive a similar estimate for the case when F is determined by an arbitrary CNF.
This estimate is

n, (F)~Ciki(i—d ™), n>e.
Estimating (1 —d™ )” , we have

(1—d™) ~e >(og,u)™.
Combining this with log, log, u = o(logd C;} ) we derive the assertion of the lemma.
Theorem 1 follows from Lemmas 4 and 5.
Lemma 6. For n < u < k" and 8 <1/2, for almostall F from N
S0 (F) = o[zw)j, no.

Proof. It was shown in [Djukova, Inyakin, 2003] that if F is determined by a perfect CNF and the condition of the
lemma is fulfilled than

S0 (F)=olCik™), n—w.

r<n

Using the same technique we derive a similar estimate for the case when F is determined by an arbitrary CNF.
This estimate for u < k™ and B <1/2 is

S (F)=olCid"), n— .

r<n

On the other hand, according to Theorem 1, we have

ZI?,(F) = (C;‘d" )M") , Where 5(n) - 0 as n — .

rzn

Consequently,

> n.(F)= O[Zn,(F)} n— o,

which proves the lemma.
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Theorem 2 follows from Theorem 1 and Lemma 6. Theorem 3 follows from Lemma 6.

Remark 1. If a CNF has two identical conjunctions, then the set B(F) obviously does not change after removing
one of them. Consequently, when the number of maximal conjunctions of F is calculated, it is reasonable to
consider the case when the CNF does not have identical conjunctions. For u < k™ and B < 1/2, this property
is possessed by almost all CNFs of type (1).

Remark 2. The algorithm OPT++ is tested on random data. Experimental estimates of the number of maximal
conjunctions and of the number of the “unnecessary” steps of the algorithm are obtained. The experimental
results show that OPT++ works faster and performs considerably less “unnecessary” steps than other
asymptotically optimal algorithms developed earlier. The part of “unnecessary” steps of the algorithm OPT++
increases as the part of missed feature values in the learning data increases; and it decreases as the fraction
u/n increases.

Conclusion

New results are obtained in logical data analysis and in constructing recognition procedures based on the
transformation of the normal forms of the characteristic functions of classes. An approach is developed, which
allows to solve the problem of the transformation of the normal forms almost always with as asymptotical
accuracy both for complete data and incomplete data. An algorithm OPT++ is developed for solving the problem
of constructing the maximal conjunctions of a double-valued function F defined on k -ary n-dimensional arrays
and determined by a CNF of u elementary disjunctions. The algorithm is justified both theoretically and
experimentally. The theoretical justification is based on obtaining new asymptotic estimates of the typical values
of the number of the maximal conjunctions and irreducible conjunctions of the function F . It is shown that OPT++
on experimental characteristics surpasses other similar algorithms.
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OPTIMAL FORECASTING BASED ON CONVEXCORRECTING PROCEDURES

Oleg Senko, Alexander Dokukin

Abstract: Properties of convex correcting procedures (CCP) on ensembles of predictors are studied. CCP
calculates integral solution as convex linear combination of predictors’ prognoses. Structure of forecasting
squared error and generalized error are analyzed. At that generalized error is defined as mean of squared error at
Cartezian product of forecasted objects space and space of training sets. It is shown that forecasting squared
error, bias and variance component of generalized error have similar structure. Search of optimal CCP
coefficients is reduced to quadratic programming task which is solved in terms of ensemble superfluity. Ensemble
is considered superfluous if some members can be removed without loss of forecasting ability. Necessary and
sufficient conditions of superfluity absence are proven. A regression method based on the described principles
has been developed. Its concepts as well as testing results are shown revealing CCP’s significant superiority over
stepwise regression.

Keywords: forecasting, bias-variance decomposition, convex combinations, variables selection

ACM Classification Keywords: G.3 Probability and Statistics - Correlation and regression analysis, Statistical
computing

Introduction

Goal of this work is study of correcting procedures for sets of forecasting algorithms calculating integral solution
as convex linear combination of prognoses, given by each algorithm from the set. Let's suppose that we have set

of L algorithms, forecasting some variable ¥ by set of explanatory variables X, ...., X, at objects that are

elements of probability space €2. Prognosis that is calculated by i-th algorithm for some @ will be further

L

denoted as z,(w). Let ¢ =(c,, ..., ¢, ) is vector of real nonnegative coefficients satisfying ch. =1.
i=1

Convex correcting procedures (CCP) are discussed in the paper that calculate collective solution Z(w,¢) as

L
chp (w,¢)= Zci z,(w) - Using of average by set of prognoses is special case of CCP.

i=1
Convex correcting procedures are rather often used in theory of pattern recognition or forecasting by empirical
data. Neural networks ensembles, methods of weighed combining, boosting and bagging methods, pattern
recognition methods based on voting by systems of regularities [1, 2] are well known examples of optimal convex
solutions. Last years some new techniques were suggested that are based on searching balance between
accuracy of data approximation and diversity of ensembles [5]. Our approach is based on analysis of generalized
error structure.

Forecasting error for CCP

We begin with discussing of mean squared error of CCP forecasting. Mean squared error of Y forecasted by
some predictor Z will de denoted as 5(Z) . So, 5(Z) = E,(Y —Z) . Itis easily to show that
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ccp

Z Y (w)-z, ()] icl Y(o)-Z,,(0,0)+Z, ., (0,¢)—z (0)] =
=Y eV @)-Z,, (@0 + Y2, (0.0) -z (@) =

=[Y(@)=Z(@,0F + 2 ¢[Z,, (@)= z ()]

So CCP error in case of forecasting of ¥ for object « that is equal [Y (@) — Z,., (o, ¢)]’ can be presented as

difference

ict Y(®)-z,(®)] ic (2., (0,0)-z, (1)

Decomposition (1) was received in [4].
Task of optimal CCP search may be discussed as task of minimization of mathematical mean of error
[Y (@)~ Z(w,c)] in space of forecasted objects. It is evident that

8(Z,,) =E, {Zci[Y(a))—zi(a))]z - Zc (2., (0,0)-z T} = cha(zi)_
—Zc [Z.,(@,¢)=z T}

L
It follows from non-negativeness of variation component EQ{ZCi[chp(a),C)—Z[(a))]z} that error
i=1
5(Z“p) never exceed weighed with ¢, >0 mean of individual prognostic algorithms errors. Mathematical
mean E [z, —z j] , characterizing discrepancy of i’ -th and j -th forecasting algorithms will be denoted as

Eqlz, -z, I’ = ;- Letnote that

Z 12, (0,0)-z, T EQ[Z(w,c)F—ZciEg[z?(w)]z

L L

L
=D e Eglz(@)z:(0)] = Y ¢ EglZ ()],
i'=1i"=1 i=1

Taking into account that Z,Z, = 5 {—(z, — Zl.,,)2 + (z,.,)2 + (zi,,)z} | we receive that

i i ciCrEolz,(@)z (0)] - i c;Eq [le (0)]= _% Z Z [z (@) -z, (w)

i=l i=l i=1 i=1 i=1

G Balz (@) 2+ ci~EQ[z,~(w)]ZZci,} - Z ¢Eqolz ()] =
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ooz ()Y e b =D ¢ Eglz} (@) ==Y c,cnEplz, —z, ] =

i"=1 i'=1 i=1 i'=1i"=1

L L
=-> Z C,Cr P!, (2)
i'=1 i"=1
So, error of CCP forecasting may be written as

§(chp) Zcé’(z)——ZZc,clp (3)

i'=1i"=1

Generalized forecasting error of CCP

Generalized error. Forecasting error 0(Z) describes exactness of forecasting algorithm (predictor) Z that was
previously trained by some fixed training set «, . But training set often may change during process of training. In
these cases predictor Z is function of @ and @, . Effectiveness of training procedure is better characterized with
help of generalized error that is mathematical mean of error 6(Z) by space of various training sets Q, . The
generalized error for predictor Z will be denoted as A(Z). The mean value Z at point of x € R" by space

Q, will be denoted as Z (x) . The following decomposition is true for generalized error A(Z):

A(Z)=A (2)+ A, (2),

noise bzas

where A . =E,{Y—E[Y|x(w)]} is irreducible noise component that characterize only random process

noise

associated with each specific forecasting task and is not related to forecasting algorithm, component
As(Z)=E {Z[x(a))] E,[Y |x(w)]}® describes deviation of Z(X) from conditional means

E Y |x(@)], A, =EyE, (Z[x(0)]- Z[x(w, ®,)]}’ describes variation of Z[x(w,®,)] at Cartesian
product € x€2. At that bias component is related to inconsistency between type of used model and

dependency that really exists in training data set, while variance component is related to inconsistency between
complexity and dimension of model and training data set size. Variance component describes variation of
forecasting function at relatively small and statistically admissible changes in training data. So, it may be also
referred to as instability component. The bias component may be improved by using more complicate families of
functions that are tried for data approximation. While high complexity of models often leads to increase of
variance component. Such contradiction between two components is known as bias/variance dilemma [6].

Bias component structure. Let's consider structure of CCP generalized errors components Calculation of

A

bias

mostly repeats calculation of 6(Z,,,,) structure. Itis evident that chp [x(w),c] Zcz [x(w)] and it

is easy to show that {£, (Y | x)— Zw[x(w),c]}2 may be written as difference

ZC; {Eo(Y |%) -z [x(@)]}’ —Zc {Z.p(@,0)=Z[x(@)]} .
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So,

Ay (Z.)) =D CEAEL(Y |X) - Z[X(@)]} = D ¢.Eg{Z,,, [x(®),c]- Z[x(@)]}* =

i=1 i=1

L L _
= Z €A (2,) — Z ¢Eq {Z(?cp [x(®@),¢c]-z,[x(w)] }2 .
i=1 i=1
Itis easy to get similar calculations from (2), showing that

2 CEAZ [X(@). €)= Z[X(@)]}* = 323 cocopin

i'=1i"=l1

where phe = Eo {Z,[x(W)] = Z,.[x(W)]}* . Thus,
L L L 5
Abias (chp) = Z ciAbias (Zi) - % Z Z ci'ci"pir‘w (4)
i=1 i'=l i"=l1

Variance component structure.

A\/a.r (chp ) = EQEQ, {chp [X(a))] - chp [X(a)’ a)t )] }2 =

L L

= 2 D cicrEgEg {Z,[X(0)] -z, [x(0,0)]} {Z,[x(0)] - 2, [x(0, ,)]}

=1 i"=1

Itis evident that
iz, [x(0)] -z, [x(0, ©)]} {z, [X(@)] - 2, [X(0, ®)]} =
= -3z [x(0)] - 2,[xX(0,@,)] - Z:[x(@)] + 2. [x(@, @)1} + 3 {Z,[X(@)] - z,[x(@, )]} +
HEX @)~z [X(@.0)]).

However,

EoE, {z,[x(0)] - z,[x(0,0)]} = A, (2,),

EyE, {Z:[x(0)] - z:[X(@,0)]}" = A, (z.).
Let's denote

2 [x(@,0,)] = z,[x(0)] - z,[x(@, 0], z[xX(@,0,)] = 2, [x(®)] - z,[x(@, ®,)],
pri = EqEq {2 [X(w, )]z [x(w, w,)]}’.
Then
ZL:ZL;C o EqEq {Z,[X(0)] -z, [x(@, )]} {z;:[x(0)] - 2. [x(0, 0,)]} =

=3 > e AL (Z) + A (z)]- pl}

=1 "=l
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Thus,

L

A(Z,)= Zc, w(2) —%ZZc ¢ Py (5)

i'=1i"=1

So, structure of generalized error components A, and A for CCP forecasting practically coincides with the

structure of mean squared error. At that both components are always lower then corresponding components for
single predictors. In other words convex combining allows to improve both contradictory constituents of bias-
variance dilemma.

Variance of CCP

Let's consider structure of CCP squared variance. Let ZAC =E,(Z,.) and V,

ccp ccp

=E,(Z

2

ccp ccp) *
L L

Variance ¥, may be written as ZZC,C,,EQ[Q,—zi,(a))][él."—zl."(a))]. Further calculations repeat

i'=1i"=1

calculations made for variance component structure evaluating:
(2, —z,(@)][Z, — z.(@)] =
A A 2 A 2 A 2
=—1[2, —z,(®) -z, + z, ()] +3[2, —z;,(@)] +3[2. — 2. (@)].

Let's denote z, (W) = 2, —z» (W) and p). = E, [z, (W) —z.(W)]*. Then

V(Z,,)= ZcV(z ——ZZC Co .

i'=1 i"=1
Thus, it is shown that variance of CCP forecasting is always lower than the same convex combination of

forecasting variances related to single predictors. It must be noted that decrease of prediction variance leads to
loss of forecasting ability. So, additional transformation of convex forecasting function must be done with the help

t t .
of uni-dimensional linear regression: Z, , = a,.,Z,., + P..,, where Z__ is transformed forecasting, ¢, and

P, are real regression coefficients that may be found by training information with the help of least squares

L
method. It is evident that any linear combination of predictors Zﬂizi +7, with 4,20 (i=1,L) may be

i=1

constructed by successive execution of convex correcting and uni-dimensional linear transformation.

CCP optimization

Optimal CCP may be found by minimization of forecasting error. As it seen from expression (3) task of &(Z,, p)

minimization may be reduced to quadratic programming task:

L
Zcié'(zl.)——ZZc Cp Pyp— > MiN (6)
i=1

i'=1i"=1
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The quadratic programming task (6) is difficult NP complete problem. But solving (6) may be facilitated with the
help of procedure evaluating whether all predictors from initial set give optimal CCP or some predictors are
nuisance variables and may be removed. The problem will be discussed further in terms of predictors superfluity.

Subsets R, D, and D, are defined as

L PR
D, ={c|Y ¢ =1¢>0,i=1L}.

i=1
A set of predictors will be called not superfluous or satisfying conditions of superfluity absence (CSA) if there
exists apoint ¢ € D, suchthat 5[Z,_(¢)]<d[Z, (c)], Ve'e D, \D, .

ccp ccp

CSA actually mean existing of CCP that uses all predictors and has forecasting error that is lower than error of
any CCP that does not use all predictors. The necessary and sufficient conditions for CSA correctness that are
formulated by theorem 1.

Theorem 1 . Let matrix of mutual distances between predictors || p,.» ||, is not singular and || o, ||, is
matrix inverse to || p,» ||,.., - Then simultaneous correctness of inequalities

L
2.0(z)py

j"=1

L
Z%

=1 j"=

1_
2

L
> {5z )05 +—
i'=1

Mm

Py >0

Mh

~.

L

J— L
for i =1, L and positiveness of quadratic form —%Z . for each real vector ¢,,..., ¢, , such that
=1

L

z &, = 0is necessary and sufficient condition for CSA correctness.

Jj=1
Method of CCP optimization based on CSA conditions. A method for solving quadratic programming task (6)
is proposed. It is based on gradual raising of predicates set meeting superfluity condition. First, a set of all
possible predictor pairs P, is considered. A set of all irreducible pairs P is then extracted using Theorem 1

results. Subsequently, a set of triplets P;” is formed using Pz”’. The process is going on until step i in which

P becomes empty. After that an optimal aggregate is chosen, which is one from P”7 with minimum error
estimate.

Experiments with CCP over uni-variate linear regressions

CCP multiple linear model. The goal of studies is performance evaluation of multiple linear regression model
that is convex combination of simple regressions. At the initial stage parameters of simple linear regression

models ¥ = a, + S.X, + ¢, are evaluated by training set with least squares method (LS) for each independent

variable from initial set X. So, a set of ] m |}Z| predictors is received:
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Z(@)=a,+BX (@)]i=11}.

After that generalized errors of single predictors and discrepancies between predictors are estimated using leave-
one-out technique. Then optimal CCP is searched as solution of quadratic programming task (1). Let
¢ m {¢y, i, ;) are optimal CCP coefficients. That gives a solution

! /
Z(w,c") =Y ca,+ Y X ().
i=1 i=1

Usually a majority of coefficients ¢ in high-dimensional tasks is equal to zero. So, task of CCP optimization also
naturally incorporates another important task of regression analysis — significant variables selection.

CCP prognoses Z () may strongly correlate with ¥ but at the same time forecasting errors may be great due to
low variance of Z(g). So, additional linear transformation of E{@) is necessary. Parameters of linear
regression models }* mm @ocx + ﬁ;;px cop -+ op A€ evaluated by training information with LS. As a result

the final CCP multiple linear model is received:
! /
Z(((), co) = acpp + zciﬂcppai + Z CiIBLppﬂiXi(a)) + ‘C"Lpp )
i=1 i=1

It must be noted that methods of regression models optimization based on quadratic programming became rather
popular last years. The known Lasso technique [3] may be mentioned thereupon.

Scenarios for experiments . In all studies dependent variable Y and regression variables X are stochastic
functions of 3 latent variables U,, U,, U,. The vector levels of variables U are independently distributed

multivariate normal with mean 0 and standard deviation 1. The value of dependent variable y; in j-th case is

3
generated by formula y; = Zu & T where u, is value of latent variable U, and e; is random error term
k=1

distributed N(0,1).
The values of relevant variable X, were generated by binary vector B' = (A, /,5) In jth case

3 3
_ i ix : . _ ix
x; = E By +e; where u, is value of latent variable U,, E u,=2, ¢
k=1 k=1

is random error term

distributed N(0,0.05) The levels of irrelevant variable X, in j-th case is generated by formula x; = vj?‘ where
v;! is random error term distributed N(0,d,,).

In each experiment 100 pairs of data sets were calculated by the random numbers generator according to the
same scenario. The only exclusions are simulated tasks with size 50 and dimension 100. In these experiments
too great amount of calculations was necessary for SR method. So only 50 pairs of data sets were generated
(these results are marked asterisk in tables). Variables were selected and optimal regressions were calculated on
one set from a pair and forecasting ability was evaluated on another.

First scenario. In all experiments number of relevant variables 7., was fixed and equal 5: 2 were generated at

rel
B=(,1,0),2at p=(1,0,1), 1at p=(0,1,1). Number of irrelevant variables r, , varied and was equal 5,
20, 45, 95.



New Trends in Classification and Data Mining 69

Second scenario. In experiments by this scenario number of relevant variables #_, was proportional to full

rel

number of variables 7, . Numbers 7., , n,, and numbers of relevant variables generated by different f§

levels are given in Table 3. Tables 4 and 5 has similar structure as Tables 1 and 2 respectively.

Table 1. Simulations parameters.

B=(L10) B=(10,) B=(0.L)
Moy = 25 13 5 5 2
nfull =50 25 10 10 5
nfull = 100 50 20 20 10

Results. Results of experiments of the first scenario are given in Tables 1-2. In Table 1 for each pair of sample

size m and full number of variables 7, 3 values are represented in corresponding cells: mean values of

full
correlation coefficients between forecasted and true values of Y for CCP (upper left) and SR (upper right);
fractions of tables where prognostic ability estimates for CCP regression was better than estimates for SR
(bottom). In Table 2 numbers of correctly (top) and mistakenly (bottom) selected variables are represented both
for CCP and SR.

Table 2. Results for the first scenario. Comparison of CCP and SR prognostic abilities.

m =20 m = 30 m =50
CCP SR CCP SR CCP SR
0.75 0.75 0.77 0.79 0.80 0.82
Nfull = 10
0.43 0.30 0.36
0.78 0.64 0.78 0.72 0.79 0.77
nfull = 25
0.76 0.65 0.57
0.73 05 0.77 0.57 0.80 0.69
nfull = 50
0.83 0.90 0.84
0.75 0.5 0.76 0.53 0.79* 0.57*
nfull = 100
0.92 0.95 0.98*




70 ITHEA

Table 3. Results of the second scenario expiriments. Numbers of correctly and mistakenly selected variables

m=20 m = 30 m =50
CCP SR CCP SR CCP SR
235 246 258 275 290 303
nfull = 10
3 60 1 47 0 52
236 233 255 272 287 300
nfull = 25
11 272 3 239 0 197
227 211 259 265 279 303
nfull = 50
28 603 4 719 0 565
218 172 244 230 139* 153*
nfull = 100
37 725 6 1185 0* 946*

Table 4. Results of the second scenario experiments. Comparison of CCP and SR prognostic abilities

m =20 m=30 m =50
CCP SR CCP SR CCP SR
0.78 0.68 0.79 0.74 0.80 0.79
nfull = 25
0.79 0.61 0.51
0.75 0.6 0.78 0.62 0.80 0.73
nfull = 50
0.82 0.87 0.78
0.75 058 0.77 0.59 0.80* 0.57*
nfull = 100
0.86 0.95 0.98*

Table 5. Results of the second scenario experiments. Numbers of correctly and mistakenly selected variables.

m =20 m =30 m =50

CCP SR CCP SR CCP SR

253 294 288 3111 332 348

nfull = 25
3 171 2 156 0 120
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283 391 326 498 368 451
nfull = 50
9 335 1 397 0 307
281 448 319 670 196* 529*
nfull = 100
1" 440 2 666 0* 510*

It is seen from tables that effectiveness of SR decrease dramatically when full number of regressor variables
significantly exceeds number of cases in datasets. Prognostic ability of SR decreases from 0.75-0.82 for n;,, =

10 to 0.50-0.56 for 7, =100 in first scenario experiments and from 0.78-0.79 for 7, =25 to 0.57-0.59 for

full
n,,, = 100 in second scenario experiments. Fraction of irrelevant variables in selected set exceed 50% in all first

scenario experiments with 7z, > 50 At the same time CCP regression keeps efficiency in all datasets. There is

full

only slight decrease of prognostic ability for both scenarios: from 0.75-0.80 for 7, =10 to 0.75-0.795 for 7,

= 100 in first scenario experiments and from 0.78-0.80 for n,, =25 to 0.75-0.8 for n,, =100 in second

scenario experiments. Fraction of irrelevant variables in selected set is small in all experiments.

Conclusion

So it is shown that squared error of forecasting for CCP, CCP variance, bias and variance components of
L L L
generalized error have the same structure: ZCJ,- —%ZZC,CI," P, where ¢, is corresponding term for

i=1 i'=1 i"=1
i-th single predictor, p" is non-negative distance function between predictors Z, and Z,» that is equal 0 when

predictors coincide and increase when correlation between predictors at spaces €2 or €, diminishes. Thus CCP

procedures allows to improve both components of bias variance decomposition. On the other hand CCP
decrease also full variance of predicting functions. So additional linear transformation of CCP collective solutions
is necessary.

Problem of CCP optimization was discussed. It was shown that search of optimal CCP coefficients is reduced to
quadratic programming task which is solved in terms of superfluity. Concept of ensemble superfluity in CCP was
discussed in details. An ensemble of predictors is called superfluous if at least one of them may be removed
without loss of prediction accuracy. Necessary and sufficient conditions of superfluity absence are given in
Theorem 1. A method for solving quadratic programming task using Theorem 3 has been developed. A linear
regression method based on CPP optimization was considered that inherently incorporates variables selection.
Testing results reveal CCP's significant superiority over stepwise regression in high-dimensional task. Method
preserves effectiveness of variables selection and prognostic ability in tasks where number of potential regressor
variables is several times greater than number of cases in datasets. The described results can be used in
different tasks of regression analysis, forecasting or recognition.
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REFERENCE-NEIGHBOURHOOD SCALARIZATION FOR MULTIOBJECTIVE
INTEGER LINEAR PROGRAMMING PROBLEMS

Krassimira Genova, Mariana Vassileva

Abstract: Various real problems can be modeled as multicriteria optimization problems (MOP). In the general
case, there is no single solution that optimizes all the criteria, but there is a set of solutions where improvement in
the value of one criterion leads to deterioration in the value of at least another criterion. This set is known as a
Pareto optimal set and any element of this set could be the final solution of the MOP. In order to select the final
solution, additional information is necessary and it is supplied by the so-called decision maker. The quality of the
interactive algorithms for solving MOP depends mainly on the scalarizing problems they are designed and based
on. The scalarizing problems of the reference neighborhood, which are presented in the paper, are especially
appropriate for solving multiobjective linear integer programming problems.

Keywords: Multicriteria Linear Integer Optimization, Scalarizing problem.

ACM Classification Keywords: G.1.6. Optimization — Integer Programming

Introduction

Several criteria (or objective functions) are simultaneously optimized in the feasible set of solutions (or
alternatives) in the problems of multicriteria optimization (MO). In the general case, there is no single solution that
optimizes all the criteria. Instead, there is a set of solutions where improvement in the value of one criterion leads
to deterioration in the value of at least another criterion. This set is known as a Pareto optimal set. Any element of
this set could be the final solution of the multicriteria optimization problem. In order to select the final solution,
additional information is necessary and it is supplied by the so-called decision maker (DM). The information that
the DM gives reflects his/her global preferences with respect to the quality of the solution obtained. Generally,
multicriteria optimization has to combine two aspects: optimization and decision support.

There are two main approaches in solving MO problems: a scalarizing approach and an approximation approach.
The major representatives of the scalarizing approach are the interactive algorithms. Scalarization means
transformation of the multicriteria optimization problem into one or several single-criterion optimization problems,
called scalarizing problems. . The quality of the interactive algorithms depends mainly on the scalarizing problems
they are designed and based on. The main property of every scalarizing problem is that each optimal solution
generated is a Pareto (or weakly Pareto) optimal solution of the original MO problem. The properties of the
scalarizing problems of the reference neighborhood, presented in the paper, make them especially appropriate in
realizing a “continuous-integer” approach in interactive algorithms for solving a general multiobjective linear
integer programming problem /MOILP/. Instead of generating integer solutions for evaluation at each iteration, the
DM may evaluate linear continuous solutions at most of the iterations. In the criteria space the PO integer
solutions are placed relatively close to PO continuous solutions. Thus, in the learning phase, the DM could be
trained on the basis of linear continuous solutions, instead on the basis of integer solutions, which is particularly
important for MOILP problems with large dimensions. In addition, the DM may also learn on the basis of
approximate weak PO solutions, found relatively near to a weak PO surface.

The present paper describes scalarizing problems of the reference neighborhood, called RNP1, RNP1e, RNP1-L,
RNP1-Le, RNP1-L and RNP3. The rest of rest of the paper is organized as follows: the second section describes
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the scalarizing problems of the reference neighborhood, called RNP1, RNP1e, RNP1-L, RNP1-Le, RNP1-L and
RNP3. The third section presented the basic properties of the scalarizing problems of the reference
neighborhood. Finally, the conclusions are given in the last section.

Description of the scalarizing problems

Let us consider the multiobjective integer linear programming (MOILP) problems:

"max"{f,(x)=c’x}, kekK (1)
st Ax<b 2)
0<x<d 3)
x — integer (4)

where x is an n-dimensional vector of variables, d is an n-dimensional vector of variables upper bounds, A is
an m x n matrix, b is the RHS vector and the vector ¢’ (i =1.....k) represents the coefficients of the objective
functions. Constraints (2)-(4) define the feasible set of the variables (solutions) X, . Problem (1)-(3) is a
multiobjective linear programming (MOLP) problem, which is the weakened problem of a MOILP problem. The
feasible set of the continuous solutions will be denoted by X, .

Let Z denotes the feasible region in the criteria space, ie. the set of points ze%*such that
z; = fi(x),i=1,....,k, xe X;. x e X, is an efficient or Pareto optimal solution if there is no xe X,such that
c'x>c'x foralliand ¢'x>c'x" for at least one j. x™ e X, is said to be weakly efficient / Pareto optimal solution
if there is no xe X, such that ¢'x>c'x™ for all i . Although the term “efficient” is more often used for points x and
the term Pareto optimal (PO) [ for points z, they can be used interchangeably.

Reference neighborhood is the area around the currently preferred solution in the feasible criteria space of
MOLP/MOILP problems, determined by the local preferences of the DM, in which the next currently preferred
solution will be sought.

When solving a MOILP problem, the DM evaluates and compares the currently found (weak) PO solutions. In
case he wants to look for a better solution, he/she sets his/her preferences for desired or feasible alterations of
the values of a part or of all the criteria. Depending on these preferences, the criteria set can be implicitly divided
into seven or less than seven classes: K>, K, K=, K<, K<, K™=, and K°. Every criterion f,(x), k<K may

belong to one of these classes: K~ - improvement as a desired direction of change; K> - improvement by
desired (aspiration) values A, ; K~ - to either preserve or improve the current value of the criteria; K~ -
acceptable deterioration as a desired direction of change; K= - acceptable deterioration by no more than 5, ;
K< - the criteria value to lie within an interval, (a,; —t,; <a,; <a,, +1;;) around the current value a,;; K°

the DM is indifferent about the value of these criteria and as such they may be altered freely.

On the basis of this criteria division by the DM, the following scalarizing problem, denoted as RNP1, is suggested
for finding a PO solution of MOILP problem:
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max fk fk( ) i max fk*_fk(x) i
. . kek* |jk fk| kek*® y _fk| _
min 7(x) = min max max o= fielx
xeX T( ) xeX + 5 f f( ))+
o ' max fk fk( ) max fk fk() kek® (5)
kek® |fk fk| s fk|
e S AW S0 a0 zmx)]
keK* keK<UK> keK=UK><UK®
st f,(x)> f,, ke K> UK™ UK~ UK* (6)
[0S i ke K )
xeX, (8)

where 0 is an arbitrary small number, £, is the value of the criterion with an index ke K for the current
preferred solution, /, = 7, + A, is the desired (aspiration) level of the criterion with an index k € K=,
e ifkeK UK,
fk: fk_t/:’ ifk€K><,
fi =0, ifkeK™.
fo=fi+tf, if keK™<

The current preferred solution of MOILP problem is a feasible solution of the current scalarizing problem RNP1,
i.e., the scalarizing problem RNP1 has an initial feasible solution. This is a very important feature, because finding
a feasible solution of integer problems is also a NP-problem. In addition, the feasible solutions of the scalarizing
problem RNP1 are located near to the non-dominated surface of the multicriteria problem in the criteria space Z.
They belong to the reference area, defined by DM’s preferences.

Theorem 1: The optimal solution of the scalarizing problem RNP1 is an efficient/PO solution of MOILP problem.

Proof: The scalarizing problem RNP1 is solved, when the DM wants improvement with respect to one criterion at
least, orwhen K*# B or K™ # &.

Let x" be the optimal solution of the scalarizing problem RNP1. Then the following conditions are satisfied:
T(x)<T(x), xeX,, 9)
and constraints (6)-(7).
Let us assume that x" e X, is not an efficient/PO solution of the initial MOILP problem. In this case there must
exist another x € X, , that is an efficient/PO solution of MOILP problem, for which:
fi(x)2 f,(x") for keK, f,(x)> f,(x") foratleastone ke K (10)

and constraints (6)-(7) are satisfied:
After transformation of the objective function T(x) of the scalarizing problem RNP1, using inequalities (10), the
following relation is obtained:
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| L=l )| | £ 1k )|

(1) T(x')=max ;:X |/:k fk| 4 max ;:X Jfk fkﬁf| +5[k§>(fk_fk(x'))+
kek |fk fk| kK| |f - A
Uk Skl Sk
- max[fk A ASE fk(x)} max{fk AN AN )N+ (1)
A TATAN RS WA R A
+max{ma{fk Ak), nle)- sl )}ma {fk k), nle)- Al )B
AL Tl SRl A
S S A R (AN AR AN &
S VI MRV B P AR I8

~

max _ﬂx_) max Iﬂﬂ

o k| |fi- 4] - kek* fk*_fk| +5( S (7 - 1)+
keK>

max z - Sl max I"J—)_f At
kek* fk_fk| kek” fk*_fk|

s sl-ab e sGenl)- | sall)-re
keK* keK<UK> keK=UK> UK

It follows from (11) that T'(x') < T(x") and constraints (6)-(7), that contradicts to (9). Hence x* is an efficient
solution, and 7(x") is a PO solution in the criteria space of MOILP problem.

In order to find a PO solution of MOLP problem, scalarizing problem RNP1 may be used, in which the constraint
requiring integers (8) is removed. The relaxing problem obtained is denoted as RNP1-L.

Since the objective functions of the scalarizing problems RNP1 and RNP1-L are non-differentiable, each one of
them may be reduced to the equivalent optimization problem, on the account of additional variables and
constraints, but with a differentiable objective function [7]. The equivalent linear integer problem of RNP1
problem, denoted as RNP1e, can be presented as follows:

m?(a+ﬂ+52ykj (12)

ey keK

st a>(f, - )7 - fi] kek? (13)
az(ﬁ—fk (x /|/7k—fk|, keK* (14)
B=(fi - f /|fk fk| keK® (15)
Bz (fk /|fk fk| keK” (16)

fk_fk(x):yk’ ke K> (17)
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Ji=fix)=yp, ke K (18)
fi—filx)=y,, keK UK” (19)
fill)=y, kek UK UK (20)

fi(0)2f, keK UKTUK  UK® (21)

@< o keK (22)

xe X, (23)
a, By, ke K -arbitrary. (24)

Problems RNP1 and RNP1e have one and the same feasible set of solutions, and the values of their objective
functions are equal. This comes from the following affirmation:

Theorem 2: The optimal values of scalarizing problems RNP1 and RNP1e are equal, i.e.

may| =) | max| Je= L) |
kek* |fk fk| keK* | _
max + max +0 (f —fk(x))+
mln(a+ﬂ+52yk) min max fi~ fk() max fk fk() kek™
xeX, keK xeX keK® |fk fk| keK> ‘ |
c Zh-nthe BU-al)-  Zab)
kek* keK<UK”> keK~ UK UK"

Proof: It follows from (13) that « > (7k —fe (x))/|7k —fk|, k e K= . Since this inequality is true for every k € K=,

then it is also true that
az g%(ﬂ —fx (X))/Vk - fk| (25)
From (14) it could be noticed that a>(f — filx )/|fk fk| ke K=. Since this inequality is true for every
ke K=, thenitis also true that
a2 max(7, - @) - 4] (26)
Using (25) and (26) the following is derived:
zmax max(7, - 77, - A max (7 - 1 ) - 1 @)

In the same way it follows from (15):

f = max (7 - 1) |l (28)
and from (16):
p= max ((fk A |) (29)

From (28) and (29) it can be written for 3:

- |)) (30)

f = max (max ((f _fk(x))/|fk* _fk|)113612)§ ((fk _fk(x))/

keK
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In case the left and right sides of inequalities (27) and (30) are summed up, the following relation is obtained:
(a+ ) > max (mag (?k - fil )/|7k - i) max(7e = £ - 4] ]+
(31)
emax max (- GV - Al ma (- )5 - )

If the term & " y, is added to both sides of (31), the following inequality is obtained:

keK

(a+f+6 Y )2 max (lglaX(f T A max(7e - -] )+

keK (32)
max (max (7~ G2 = Al max (= 76D = Al 0 S
keK keK ek
Let x* be the optimal solution of RNP1e problem. Then
max ma)g A—)f fk , max 'ka_ fk ul +
keK* |fk fk| keK* |fk_fk|
min (¢ + f+0 Zyk) mm (33)

xeX, < eX, *
< + max [maX[M—)J max[fk:ka ]}+§Zyk

keK® |fk fk|

for in the opposite case [a +B+6 Zyk] could be still decreased. Since after summing up inequalities (17-20)
keK

the relation given below is obtained

[z('k—.fk<x>>+ Sl SUi-Al)- sz(xﬂ:zyk,

kek? kek*® keK<UK> kekK= UK UK’ kek

then the right side of (33) can be written down also as:

| L £l | max| Ze= L) |
N R e
mln(a+ﬂ+52yk) mln max fk fk() fk fk() kek* )
xeX kek X, keK* |fk fk| keK> |
skl Sl £l
kekK* keK<UK” keK=UK™“UK"

which proves the theorem.

The continuous scalarizing problem RNP1-L has a similar equivalent problem of linear programming RNP1-Le, in
which the feasible set of the variables x e X, is expanded. In order to find more than one weak PO solutions of

the continuous scalarizing problem RNP1-Le, its parametric extension, called RNP1-Lp, may be applied:
min (& + /)

s.t.
S Silaz fir =t kek>

[ @+ fi= filer = fo+ G for, ke KF
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[ @+ =]z fi-t kekT,
K@+ =]z firt, kek,

fix)2f,, keK” UK™“UK~UK®,

i< f, kek<

xeX,,t20, a,B -arbitrary.
With the help of this parametric problem more new (weak) PO solutions of MOLP problem are sought, shifting the
reference neighbourhood to direction of the preferences, set by the DM for desired improvement and acceptable
deterioration of some of the criteria. In thus way it will not be necessary for the DM to make one more iteration in
direction of improvement of the selected criteria, in order to acquire knowledge about the compromises that he
has to accept with respect to the rest of the criteria. Let us assume that a (weak) PO solution of MOLP problem
has been found with the help of scalarizing problems RNP1-Le or RNP1-Lp, evaluated by the DM as satisfactory.

Let it be denoted by f = (£,..... f,)" . In order to find a (weak) Pareto optimal solution of MOILP problem, close
to the solution 7, , the following Tchebycheffs problem RNP3 [7] may be used:

min $(x) = min max(f; = /i (0)/ | |

xeX, Xe
where

fi ={fk{f1fj}fk ‘<> & ¢ is a small positive number.
g, if | fi| e

This problem is equivalent to the following problem of mixed integer programming RNP3e:
min
s.t.
a2 (fi~fi N/ | fil
xe kX,
MOILP problems belong to the class of NP-problems. The computational efforts, connected with optimal solution
finding in them depend considerably on the form of the feasible solutions area. That is why the search for new

scalarizing problems, formulated in a way that could direct faster to the optimal solution, close to DM's
preferences, is a constant task which all the researchers face.

Basic properties of the scalarizing problems of the reference neighborhood

The scalarizing problems of the reference neighborhood (RNP) are formulated on the basis of inexplicit
classification of the criteria in accordance with DM's preferences, aimed at improvement of the current preferred
solution. Similar scalarizing problems have been offered in [3], [4], [5], [6], which also use inexplicit criteria
division into groups. An open communication protocol to interact with the DM, which enables free exploration of
the problem and progressive learning of the non-dominated solution set [2], is applied in the interactive
algorithms, based on classification-oriented scalarizing problems. Four features of RNP problems facilitate the
dialogue with the DM with respect to the information required about his/her local preferences, with respect to
decrease of the time the DM has to wait for finding a new solution and also with respect to easing DM's efforts in
the evaluation of more than one solutions:
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o the DM has variable possibilities to express his/her preferences, concerning the alteration of the values of
some or all the criteria with respect to the current solution found. He/she may apply the most appropriate
and comprehensible approach for every criterion, setting levels of attainability or a feasible trade-off, define
the direction of improvement only, or specify the range of a feasible alteration;

the current preferred solution of MOILP problems, found at the previous iteration, is a feasible solution of
the integer scalarizing problems RNP1e, which are to be solved at the next iteration. This reduces
considerably the computational effort, since the discovery of a feasible solution of a single-criterion integer
problem is an NP-problem;

the feasible solutions of the scalarizing problems of the reference neighborhood are located near to PO
surface of MOILP problems. The feasible area of RNP scalarizing problems is a part of the feasible area of
MOILP problems, unlike the feasible area of the scalarizing problems of the reference point, which
coincides with it. Depending on the way, in which the DM sets his/her preferences (by values of desired
improvement and acceptable deterioration), this feasible area may be comparatively narrow and the
feasible solutions in the criteria space, found with the help of approximate algorithms of integer
programming, might be located close to the non-dominated surface of MOILP problems. The use of
approximate weak PO solutions leads to considerable decrease of the time duration, when the DM is
expecting a new solution for evaluation and choice. In this way, on the account of slight worsening in the
quality of the solutions obtained, the dialogue with the DM can be improved;

the strategy “not high profits - small losses” is realized. This is achieved, since the optimal solution of RNP
scalarizing problems aspires to minimize the maximal Tchebycheff distance to the current preferred
solution, both in direction of an improvement and also in direction of a compromise deterioration of the
criteria, determined by DM's preferences. The solutions from the reference neighborhood, that are obtained,
are comparatively close, which facilitates the DM in his/her comparing of several solutions and also in
selecting of the new currently preferred solution;

the application of the interactive algorithm in RNP1Lp scalarizing problem will result in finding more than
one (weak) PO solutions of MOLP problems. It is obvious, that in case the DM evaluates at each iteration
more (weak) PO solutions, then he/she will learn faster in problem specifics and will find quicker the most
preferred solution to MOILP problems.

Conclusion

In the area of multicriteria decision making the interactive approach has found wide application in a specific and
well defined class of algorithms, which aid the DM in the study of a set of solutions with the purpose to select one
or a limited set from them. These algorithms, built on the basis of open communication protocols with the DM,
prove to be some of the most promising ways of research to develop adequate MOILP tools for decision aiding in
many complex practical situations [1]. Undoubtedly, in recent years the interest towards explicit multiple
objectives inclusion in different real life application areas of integer programming models, has grown significantly.

The quality of the interactive algorithms depends mainly on the scalarizing problems they are designed and
based on. The properties of the scalarizing problems of the reference neighborhood herein proposed make them
especially appropriate in realizing a “continuous-integer” approach in interactive algorithms for solving a general
MOILP problem. Instead of generating integer solutions for evaluation at each iteration, the DM may evaluate
linear continuous solutions at most of the iterations. In the criteria space the PO integer solutions are placed
relatively close to PO continuous solutions. Thus, in the learning phase, the DM could be trained on the basis of
linear continuous solutions, instead on the basis of integer solutions, which is particularly important for MOILP
problems with large dimensions. In addition, the DM may also learn on the basis of approximate weak PO
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solutions, found relatively near to a weak PO surface. Another advantage of this class of scalarizing problems is
that in them the DM operates in the criteria space. In real life problems the criteria have their quantitative and
financial aspects, so that the DM is able through their definition to express easier his/her preferences in the
search for a trade-off solution.
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MULTIAGENT APPLICATIONS IN SECURITY SYSTEMS: NEW PROPOSALS AND
PERSPECTIVES

Viadimir Jotsov

Abstract: The topic of the presented investigation is the contemporary threats, that will lead to big problems in
the nearest future. The prevention of such threats is impossible without applications of intelligent agents.Even
more, the multi-agent system should possess some features of knowledge discovery, web mining, collective
evolutionary systems, and other advanced features which are impossible be applied in only one agent.
Advantages and disadvantages of synthetic data mining methods are investigated, and obstacles are revealed to
their distribution in information security systems. Original results for juxtaposing statistical vs. logical data mining
methods aiming at possible evolutionary fusions are described, and recommendations are made on how to build
more effective applications of classical and/or presented novel methods: caleidoscope, funnel, puzzle, frontal and
contradiction. The usage of ontologies is investigated with the purpose of information transfer by sense in security
agent environments or to reduce the computational complexity of practical applications. It is shown that human-
centered methods are very suitable for resolutions in case, and often they are based on the usage of dynamic
ontologies . Practical aspects of agent applications are discussed at the information security and/or the national
security levels. Other cryptography applications, multiple software and e-learning research results are mentioned
aiming to show that intelligent and classical technologies should be carefully combined in one software/hardware
complex to achieve the goals of the security. It is shown that all the demonstrated advantages may be
successfully combined with other known methods and information security techologies.

Key words: agent, knowledge discovery, data mining, web mining, ontology, information security systems,
national security, human-centered systems, knowledge management, automation of creative processes, human-
machine brainstorming methods.

1. Introduction

Contemporary Information Security Systems (ISS) and especially the web-based systems are a wide field for
applications of modern methods and technologies.The need to create sufficiently effective and universal tools to
protect computer resources grows every year in systems for detection and prevention from intrusions (Intrusion
Detection Systems IDS, Intrusion Prevention Systems IPS). For this reason different applications of intelligent
data processing are initiated based on a combination of methods from statistical and logical information
processing [1,2]. Other elaborations with growing influence in this domain are artificial immune systems and
multiagent systems [3,4]. The unifying factor is the longer life cycle, elaborations require bigger teams and time
for introduction. Due to the complex structure the prevention from direct attacks against these systems is very
challenging.

Modern applications of statistical methods are effective and convenient to use at the expense of information
encapsulation. In other words, it is impossible to construct tools to acquire new knowledge or to solve other
problems of logical nature in this area. If we split methods in two groups (quantitative and qualitative) then
statistical methods belong to the first group and logical ones belong to the second group. For this reason, their
mechanical union is of no perspective. We do not attempt to propose any isolated solutions, instead we offer a
combination of novel methods that is well adjustable to the existing ones. Our research includes a new
evolutionary metamethod for joint control of statistical and logical methods where the statistical approach is
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widely applied on the initial stage of the research when the information about the problem is scanty and it is
possible to choose the solution arbitrarily [5]. The accumulation of knowledge makes logical applications more
and more effective and more universal than the probabilistic ones, as well as fuzzy estimates and similar
applications. The paper introduces the SMM (Synthetic MetaMethod) metamethod to control the process of
consecutive replacement of applications by other ones and is synthetic by nature. The difference from the
classical analytic methods is in the fact that the design of systems controlled by synthetic (meta)methods is not
just science, sometimes it is an art. If we make an analogy with the set of traditional methods and fashion clothes
then the synthetic method will apply the design of the display window with the fashion clothes. In the common
case during intelligent data processing, there is no convergence of the results but this does not hamper practical
applications of these systems. In other words, bad and good designers will arrange the display window in quite
different ways and there is no guarantee that every user understands the technology and that his access to the
system will have positive results.

The cited innovations are made and demonstrated here for the following reason. The problems presented above
show that there is a need to introduce elements of machine creative work in ISS. It is demonstrated in the paper
that this goal is accessible, if the usage of possibilities for human-machine contact and a set of comparatively
simple intelligent technologies are done in the right way. On the other hand, the innovations can hardly be
described in a single paper using the traditional academic style. For this reason, in the paper we avoided when
possible the technical details and formalizations, and for the sake of the contents reduction descriptions by
analogy are used, illustration visual aids and other nonstandard approaches.

How can security agents operate autonomously? In the first place this is because of the usage of neural networks
where the agent most conscientiously copies the acts of the teacher. At that the agent itself does not understand
the sense of teacher’s transfer of knowledge, it operates as an universal approximator instead. It is shown
schematically at Fig. 1 in the following way.

Fig. 1. Approximation of teacher’s activities

Teacher'’s acts are principally presented as a dotted curve. The neural network approximates this curve via a
continuous line on the same figure ; the deviation between the two lines must not exceed 3%. One of the main
disadvantages of this approach is related to the necessity the agents in ISS to apply the learned knowledge in a
rather creative way because frequently they operate in unexpected by the teacher situations. And as they are
poorly trained or they are not at all trained how to act in unexpected situations, this approach as a whole is not
very effective in its classical appearance. The presented approaches in anomaly ISS are combined with statistical
applications which count for the normal traffic and other mean statistical values related to the operation of the
guarded place. In Fig. 2 this process is schematically shown in the following way.
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s,

Fig. 2. Anomaly detection

The normal traffic is presented via a continuous line and the dotted line shows a case with drastic deviation from
the normal traffic which is considered as an anomaly and it is analyzed whether it is a consequence from an
intrusion. One of the disadvantages of this approach lies in the fact that intruder(s) know the principles of
operation of such systems and they can it' in the constraints of the normal traffic.

There is a variety of other applied approaches when the system is overloaded by heuristic information but they
are not discussed here due to their evident weakness for ISS.

Here we introduce a new way for agents’ operation. Best of all is the usage of ontologies to model the domain but
this is not obligatory. On the other hand, as it is shown in the next section, the multiagent system functions more
effectively if a system of ontologies is included.

But ontologies also do not contribute to a great extent in order to understand the sense of matters by the agents
or with respect to transmit the sense of matters during communications between the agents. On the way to
produce an analogy to how agents think we offer evolutionary methods to process data or knowledge because
thinking (and understanding) is an evolutionary process. The problem is how to direct evolutionary methods with
no exaggerations of heuristics, statistical information and other relative methods. Our approach is rather
untraditional. We have elaborated for more than twenty years methods to detect and to resolve contradictions. A
method for machine learning is built based on them. Searching and solving conflicts and contradictions the agent
improves its knowledge and at the same time it may solve other problems. Detection of contradictions is based on
using models of contradictions that can also be improved gradually. The agent may request an external help to
solve the conflicts but this takes place only in extraordinary situations. At the same time it is shown how to
change the reasoning component of security agents. Different logical methods are used that are rather analogous
to means-ends analysis, constraint satisfaction, variable fitness function, brainstorming, and cognitive graphics.
The combination of new methods to a great extent mechanizes creative efforts and also it serves agents’
operation to improve the abilities of security experts working with similar types of systems.

Knowledge
Conflict ?

Fig. 3. Example of supervised learning by using critical analysis
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Suggested innovations serve the more effective application of data mining, Web mining, collective evolutionary
components in multiagent systems. They are very well combined especially for applications of evolutionary
approaches with classical neuro-fuzzy, statistical applications, genetic algorithms, etc. methods for the domain.
For example such systems critically accept teacher's acts in cases of supervised learning (Fig. 3): they may
precise or argue teacher’s acts and in this way they can learn more effectively and deep.

A wide application of intelligent agents is forecasted in the field of information security systems. This will lead to
the situations when the agent has no possibility to learn from the expert (teacher) but should swiftly learn from
other agents or should self-learn without teacher. Then the role of the above considered critical learning will
significantly increase.

2. Knowledge Discovery Methods

A synthetic metametod (SMM) is elaborated and applied aiming at application of a set of ‘creative’ elements in
agent environments. They work most effectively as a system, but even particular elements of them, let's say,
applied in semantic reasoners, are proved to be very useful. Their principles are easy-to-be explained: bind the
unknowln knowledge from the goal with the knowledge from the knowledge base, apply a flexible contraint
system to manage a system of variable fitness/goal functions, make the goals automatically via self-improvement
of the existing knowledge, etc. The consize goals are better applied in the intelligent agents.

2.1 Puzzle Method

The basic methods of the suggested metamethod SMM are presented below. Let the constraints connected to
the defined problem form a line in the space described by the equation (1).

X=X Y=y VARV A

- 0

X2 =X1 Y2=Y1 Z2—Z7

For example if a bachelor who has graduated SULSIT lives in Sofia and he/she does not want to work anywhere
else, then the line restricts the search space and in this way a lot of unnecessary work is avoided. It is also
possible to inspect a case when the constraint is defined as a type of surface but as a result a more general
solution is obtained where a special interest is provoked by the boundary case of the crossing of two or more
surfaces. When the common case is inspected in details, then in the majority of cases the problem is reduced to
exploring the lines of type (1) or to curves with complicated forms obtained as a result of crossing surfaces by
constraints. Therefore, below we investigate the usage in systems of constraints by lines of first or higher orders.

If the mentioned curves have common points of intersection and if they lie in a common plain so that a closed
figure (triangle, tetragon, etc.) is formed then the search space is significantly reduced and it is searched much
easier. The practical usage of the classical technology, as well as the constraint satisfaction, is complicated by
the following. The viewed plains are not only nonlinear in the common case but they also include fuzzy estimates.
The usage of fuzzy logic significantly raises the algorithmic complexity of the problem and it can make the
application ineffective. Even when the usage of constraints significantly reduces the number of the inspected
solutions, for example up to 10, this does not mean that the problem is solved and that all that must be done is to
explore the possibilities one by one.

The following example below shows how the search process is reduced via using ontologies. Let's admit that the

search space is presented on fig. 4 where statistical data about ISS are generalized about the regions depending
on their price and quality. It is necessary to select an acceptable ISS to our project.
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Quality

Price }

Region

Fig. 4. Example of a space of solutions

In fig. 5 a subset of feasible solutions is chosen without ISS designed outside Europe. The space of feasible
solutions is to the left of the separating surface that is depicted on the figure in blue color.

Quality

Price

Region

Fig. 5. Nonlinear space division(s) of the region

In fig. 6 another surface in green is shown delimiting the search space of the solutions. In our case it is ‘systems
with unknown principles of operation’. It is accepted that in the data bases there is no clear distinction related to
the presented criteria so the search of the feasible solutions is nonlinear of high dimensionality and practically it
cannot be solved using traditional methods. Nevertheless, by applying ontologies analogous to the ones from the
previous section the problem is solvable via the PUZZLE method. There are two red dots on the same fig. 6 in its
left corner. Each of them is a kind of constraint but of another type which we name a binding constraint and it is
introduced by us. Its semantics is the following: it is not a solution but it resides close to the searched solution.
For example we have the information that Fensel's elaborations are a good solution to the problem and that they
define the left dot; the right dot has semantics of some other type. By introducing new constraints, our goal is to
show that it is possible to use causal links that are different from implications.
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Quality

Price

Region

Fig. 6. Binding and other constraints

The same situation is presented on fig. 7 but some of the solutions are absent and this is evident in comparison
to the images from the previous figures. It will be demonstrated below that the pointed incompletenesses are
often met often and, even in this situation which is an obstacle for other existing methods, we offer an effective
solution.

Quality

Price

Region

Fig. 7. Two nonlinear intersections best executed by using ontologies

2.2. Funnel Method

Below, we discuss in brief the next proposed FUNNEL method. Fig. 8 presents the main elements of the method:
a system of constraints in the form of a funnel around a center which is a goal (fitness) function which points to
the desired direction for information output or to search for new knowledge. As it is evident, the goal of this
method is the gradual narrowing of the space of the feasible solutions, together with the progress of the dynamic
information processes. Usually the FUNNEL method operates properly when combined with the other methods
introduced here and that is why its peculiarities are viewed in detail in the next section where the interactions
between the methods are examined. For example, it is convenient to concentrate on fig. 7 shown above over one
of the peek values of the diagram by fixing a funnel above it.
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Fig. 8. Funnel system of constraints

2.3. Conflict Resolution Method and its Machine Learning Applications

Any lack of collaboration in a group of agents or intrusion could be found as an information conflict with existing
models. Many methods exist where a model is given and every non-matching it knowledge is assumed as
contradictory. Let's say, in an anomaly intrusion detection system, if the traffic has been increased, it is a
contradiction to the existing statistical data and an intrusion alert has been issued. The considered approach is to
discover and trace different logical connections to reveal and resolve conflict information. The constant
inconsistency resolution process gradually improves the system DB and KB, and leads to better intrusion
detection and prevention. Models for conflicts are introduced and used, and they represent different forms of
ontologies.

Let the strong (classical) negation be denoted by ‘—’ and the weak (conditional, paraconsistent) negation [6,7,8]
be ‘~. In the case of an evident conflict (inconsistency) between the knowledge and its ultimate form-the
contradiction-the conflict situation is determined by the direct comparison of the two statements (the conflicting
sides) that differ one from another by just a definite number of symbols ‘—’ or *~’. For example: A and —A; B and
not B (using — equivalent to ‘not)), etc.

In the case of implicit (or hidden) negation between two statements, A and B can be recognized only by an
analysis of preset models of the type of (2).

{Ulin: A, B] (2)
where 1 is a type of negation, U is a statement with a validity including the validities of the concepts A and B, and
it is possible that more than two conflicting sides may be present. It is accepted below that the contents in the
figure in brackets U is called an unifying feature. In this way, it is possible to formalize not only the features that
separate the conflicting sides but also the unifying concepts joining the sides. For example, the intelligent
detection may be either automated or of a human-machine type but the conflict cannot be recognized without the
investigation of the following model.

{detection procedures}[—: automatic, interactive].
The formula (1) formalizes a model of the conflict the sides of which unconditially negate each another. In the
majority of the situations, the sides participate in the conflict only under definite conditions: x1, %2, ... %z
{UMn: Av Az, Al <y~ 1% o~ 2"~ 2> (3)
where y~ is a literal of y, i.e. y~ Sy or y~ Eny, * is the logical operation of conjunction, disjunction or
implication.
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The present research allows a transition from models of contradictions to ontologies [9] in order to develop new
methods for revealing and resolving contradictions, and also to expand the basis for cooperation with the
Semantic Web community and with other research groups. This is the way to consider the suggested models
from (2) or (3) as one of the forms of static ontologies.

The following factors have been investigated:
T -time factor: non-simultaneous events do not bear a contradiction.

M- place factor: events that have taken place not at the same place, do not bear a contradiction. In this case,
the concept of place may be expanded up to a coincidence or to differences in possible worlds.

N —a disproportion of concepts emits a contradiction. For example, if one of the parts of the contradiction is a
small object and the investigated object is very large, then and only then it is the case of a contradiction.

O- identical object. If the parts of the contradiction are referred to different objects, then there is no
contradiction.

P —the feature should be the same. If the parts of the contradiction are referred to different features, then there is
no contradiction.

S —simplification factor. If the logic of user actions is executed in a sophisticated manner, then there is a
contradiction.

W - mode factor. For example, if the algorithms are applied in different modes, then there is no contradiction.

MO - contradiction to the model. The contradiction exists if and only if (iff) at least one of the measured
parameters does not correspond to the meaning from the model. For example, the traffic is bigger than the
maximal value from the model.

Example. We must isolate errors that are done due to lack of attention from tendentious faults. In this case we
introduce the following model (4):

{ user : faults }[~: accidental, tendentious ] <T,—M,0;—S> (4)

It is possible that the same person does sometimes accidental errors and in other cases tendentious faults; these
failures must not be simultaneous on different places and must not be done by same person. On the other hand,
if there are multiple errors (e.g. more than three) in short intervals of time (e.g. 10 minutes), for example, during
authentications or in various subprograms of the security software, then we have a case of a violation, nor a
series of accidental errors. In this way, it is possible to apply comparisons, juxtapositions and other logical
operations to form security policies thereof.

Recently we shifted conflict or contradiction models with ontologies that give us the possibility to apply new
resolution methods. For pity, the common game theoretic form of conflict detection and resolution is usually
heuristic-driven and too complex. We concentrate on the ultimate conflict resolution forms using contradictions.
For the sake of brevity, the resolution groups of methods are described schematically.

The conflict recognition is followed by its resolution. The schemes of different groups of resolution methods have
been presented in Fig. 9 to Fig. 12.
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Side 1

7

Fig. 9.Avoidable (postponed) conflicts when Side 2 is outside of the research space.

Side 1

Step Out

Ceo[wseﬁmh

Fig. 10. Conflict resolution by stepping out of the research space (postponed or resolved conflicts).

In situations from Fig. 9, one of the conflicting sides does not belong to the considered research space. Hence,
the conflict may be not be immediately resolved, only a conflict warning is to be issued in the future. Let's say, if
we are looking for an intrusion attack, and side 2 matches printing problems, then the system could avoid the
resolution of this problem. This conflict is not necessary to be resolved automatically, experts may resolve it later
using the saved information. In Fig. 10, a situation is depicted where the conflict is resolvable by stepping out
from the conflict area. This type of resolution is frequently used in multi-agent systems where conflicting sides
step back to the pre-conflict positions and one or both try to avoid the conflict area. In this case a warning on the
conflict situation has been issued.

Side1 Side?2
[ out

T T OO0

Fig. 11. Automatically resolvable conflicts.
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Side 1

Side 2

Fig. 12.Conflicts resolvable using human-machine interaction.

The situation from Fig. 11 is automatically resolvable without issuing a warning message. Both sides have
different priorities, say side 1 is introduced by a security expert, and side 2 is introduced by a non-specialist. In
this case, side 2 has been removed immediately. A situation is depicted on Fig. 12 where both sides have been
derived by an inference machine, say by using deduction. In this case, the origin for the conflict could be traced,
and the process is using different human-machine interaction methods.

Knowledge bases (KBs) are improved after isolating and resolving contradictions in the following way. One set is
replaced by another while other knowledge is supplemented or specified. The indicated processes are not
directed by the elaborator or by the user. The system functions autonomously and it requires only a preliminary
input of models and the periodical updates of strategies for resolving contradictions. Competitions to the stated
method may be methods for machine supervised — or unsupervised — learning. During supervised learning, for
example by using artificial neural networks, training is a long, complicated, and expensive process, and the
results from the applications outside the investigated matter are unreliable. The ‘blind’ reproduction of teacher’s
actions is not effective and it has no good prospects except in cases when it is combined with other unsupervised
methods. In cases of unsupervised training via artificial neural networks the system is overloaded by heuristic
information and algorithms for processing heuristics, and it cannot be treated as autonomous. The presented
method contains autonomous unsupervised learning based on the doubt-about-everything principle or on the
doubt-about-a-subset-of-knowledge principle. The contradiction-detecting procedure can be resident; it is
convenient to use computer resources except for peak hours of operation.

The unsupervised procedure consists of three basic steps. During the first step, the contradiction is detected
using models from (2) to (4). During the second step, the contradiction is resolved using one of the resolution
schemes presented above, depending on the type of conflict situation. As a result from the undertaken actions,
after the second stage the set K is transformed into K’ where it is possible to eliminate from K the subset of
incorrect knowledge WcK, to correct the subset of knowledge with an incomplete description of the object
domain IcK, to add a subset of new knowledge for specification UcK. The latter of cited subsets includes
postponed problems, knowledge with a possible discrepancy of the expert estimates (problematic knowledge),
and other knowledge for future research which is detected based on the heuristic information.

In cases of ontologies, metaknowledge or other sophisticated forms of management strategies, the elimination of
knowledge and the completion of KBs becomes a non-trivial problem. For this reason the concepts of
orchestration and choreography of ontologies are introduced in the Semantic Web and especially for WSMO
[10,11]. The elimination of at least one of the relations inside the knowledge can lead to discrepancies in one or in
several subsets of knowledge in K. That is why after the presented second stage, and on the third stage, a check-
up of relations is performed including elimination of modified knowledge and the new knowledge from subsets W,
N, I, U are tested for non-discrepancies via an above described procedure. After the successful finish of the
process a new set of knowledge K’ is formed that is more qualitative than that in K; according to this criterion it is
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a result from a machine unsupervised learning managed by models of contradictions defined a priori and by the
managing strategies with or without the use of metaknowledge.

3. Applications

The presented system source codes are written in different languages: C++, VB, and Prolog. It is convenient to
use the applications in freeware like RDF, OWL, Ontoclean or Protégé. Many of the described procedures rely on
the usage of different models/ ontologies in addition to the domain knowledge thus the latter are metaknowledge
forms. In knowledge-poor environment the human-machine interactions have a great role, and the
metaknowledge helps make the dialog more effective and less boring to the human. The dialog forms are divided
in 5 categories from 1="informative’ to 5="silent’ system. Knowledge and metaknowledge fusions are always
documented: where the knowledge comes from, etc. This is the main presented principle: every part of
knowledge is useful and if the system is well organized, it will help us resolve some difficult situations.

We rely on nonsymmetrical reply ‘surprise and win’,

4. Conclusion

The main conclusion is that to overcome the shortcomings, methods and applications are considered concerning
the logical parts of knowledge discovery and data mining. Special attention is paid to methods for identification
and resolution of conflicts, and to machine (self-) learning based on them. The role of the above methods for the
security bots and agents is discussed.

Analysis is represented for technologies used for machine learning in intelligent agents, and for sending
information by sense, and for understanding the semantics of the information. Common disadvantages for
different existing groups of contemporary applications are revealed.

Same methods in different combinations are effectively used to enhance security administrator possibilities or in
contemporary e-learning systems in the field of Information/National Security [12]. Applications outside the field of
information security have been made since a long time, but their explanation goes out of the field of the
considered research.

Acknowledgement

The paper is published with financial support by the project ITHEA XXI of the Institute of Information Theories and
Applications FOI ITHEA ( www.ithea.org ) and the Association of Developers and Users of Intelligent Systems
ADUIS Ukraine ( www.aduis.com.ua ).

References

B. Mowos. CurypHoCT 1 3awuTta Ha uHdopmauuata. - Codus: 3a Gyksute - O nucMeHexb, 2006 (V. Jotsov. Information
Security Systems. Sofia: Za bukvite-o pismeneh, 2006, 156 p).

B. Thuraisingham. Data Mining Technologies, Techniques, Instruments and Trends. NY etc.: CRC Press, 1999.
D. Dasgupta. Artificial Inmune Systems. Moscow: Fizmatlit, 2006.

V. Jotsov. Novel Intrusion Prevention and Detection Systems. In: Proc. 4th International IEEE Conference on Intelligent
Systems, Yager R., Sgurev V and Jotsov V. (Eds.), Vol. Il, Varna, Bulgaria, September 6-8, 2008, pp. 14.20-14.27.

V. Jotsov. “Evolutionary parallels,” In: Proc. First Int. IEEE Symp. ‘Intelligent Systems’, T. Samad and V. Sgurev (Eds.),
Varna, Bulgaria, vol. 1, pp. 194-201, 2002.



New Trends in Classification and Data Mining 93

A. Arruda, “A survey on paraconsistent logic,” in: Math. Logic in Latin America, A. Arruda, C. Chiaqui, N. Da Costa, Eds.
North-Holland, Berlin NY, pp. 1-41, 1982.

V. Jotsov. Semantic Conflict Resolution Using Ontologies, Proc. 2nd Intl. Conference on System Analysis and Information
Technologies, SAIT 2007, RAS, Obninsk, September 11-14, 2007, vol. 1, pp. 83-88.

V. Jotsov. “Knowledge acquisition during the integer models investigation,” Proc. XXXV Int.Conf. "Communication, Electronic
and Computer Systems", Tecnical University of Sofia, pp. 125-130, 2000.

T. Gruber. A translation approach to portable ontologies. Knowledge Acquisition, Vol. 5, No. 2, pp.199-220, 1993.
Web Service Modeling Ontology (WSMO). http://www.wsmo.org/TR to date.

D. Fensel. Ontologies: A Silver Bullet for Knowledge Management and Electronic Systems. Berlin Heiderberg New York:
Springer-Varlag, 2004.

V. Jotsov. Emotion-Aware Education and Research Systems. J. Issues in Informing Science and Information Technologies,
USA, vol. 6, pp. 779-794, 2009 (online version available).

Author information

Vladimir S. Jotsov (B.C. Mouos): e-mail: bgimcssmc@gmail.com
State University of Library Studies and Information Technologies  (SULSIT);

Intsitute of Information Technologies of the Bulgarian Academy of Sciences (lIT-BAS);P. O. Box 161, Sofia 1113,
BULGARIA, EU;



94 ITHEA

NUMERIC-LINGUAL DISTINGUISHING FEATURES OF SCIENTIFIC DOCUMENTS

Vladimir Lovitskii, Ina Markova, Krassimir Markov, llia Mitov

Abstract: The classification of scientific papers is based on the ability of the artificial system (let’s call such a
system ARSA i.e. Automated Review of Scientific Articles) to reflect the similarity of different scientific papers and
differential of similar papers. To identify the text as similar to and different from other texts a set of characteristics
needs to be used. In this paper the approach of the extraction of ‘linguistic items” from scientific paper that
provides representative information about the document content is considered.

Keywords: text mining, word’s properties, text pattern.

ACM Classification Keywords: 1.2 Artificial intelligence: 1.2.7 Natural Language Processing: Text analysis.

Introduction

A large number of texts can be retrieved from the Internet for research purposes through the use of search
engines. This overload of textual materials poses new methodological challenges in text analysis. How can one
automate the analysis of large amounts of texts that can no longer be analyzed qualitatively or coded manually,
and still obtain conceptually meaningful and valid results? Several research traditions, such as computer-aided
content analysis, corpus-based linguistics, and the so-called ‘sociology of translation’ [Callon et al., 1986;
Stegman & Grohmann, 2003; Lovitskii et al., 2007] have developed tools for the automated analysis of texts. The
main general task of these tools is the extraction of the “linguistic items” from unconstrained text that provides
representative information about the document content. However, none of these guarantee the “best solution” for
this task. Despite the different disciplinary backgrounds and research agendas of these traditions, they have all
faced similar problems with the ambiguity of language. Words and the relations among words mean different
things in other contexts, and the meaning of words can be expected to change, particularly in science.

Natural Language Environment (NLE) is so complicated that at the present time (from our point of view) it is
simply impossible to create an artificial system which provides proper natural language processing of any kind of
text. Traditional search mechanisms focusing on statistics (i.e., the frequency of keywords) provide imperfect
results: the keyword may be misspelled in some target documents; it may appear in a plural or conjugated form; it
may be replaced by a synonym; it may have different meanings according to context. In such cases traditional
searches will typically return results that prove either too voluminous or too restricted to be helpful. That is why
we restrict the NLE to quite short scientific papers (SP).

Natural language has a very rich expressive power and even at the lexical level, the large variability due to
synonymy and homonymy causes serious problems to retrieval methods based on keyword matching. Synonym
means that the same concept can be expressed using different sets of terms (terms mean the lexical items and
may consist of words as well as expressions). Below some example of synonyms are shown:

Get rid of a cursor;

Delete a cursor;

Remove a cursor from the screen;
Eliminate a cursor;

Erase a cursor;

Makes a cursor hidden;

Set the cursor size to 0;

Take away a cursor from the screen.
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Homonym means that identical terms can be used in very different semantic contexts. For example,

The season of growth;

A natural flow of ground water;

Jump: move forward by leaps and bounds;

A metal elastic device that returns to its shape or position when pushed or pulled or pressed.

Overall, synonymy and homonymy lead to a complex relation between terms and concepts that cannot be
captured through simple matching. Restriction of the NLE by SP allows us to minimize this problem.

In the NLE the mathematical symbolic can be used to describe some ideas but to prove that these ideas are
working as expected they need to be computerized. That is why ARSA has been developed. In this paper we will
discuss in some detail techniques for analyzing the textual content of SP. Although implementation of ARSA as a
Web application and using SP represented as a PDF files appears to be a straightforward problem, in many
practical situations the task can actually be quite challenging. The processing of PDF files can be difficult to
handle because these are not data formats but algorithmic descriptions of how the document should be rendered.
The general objective of this paper is to describe the steps of SP processing and discuss the results of such
processing. The initial step of SP processing is obvious: The SP is downloaded from the Internet and saved in
PDF format. Then the PDF file was parsed to be represented as a separate text file. This text content of SP was
then broken down into sentences and words. The next steps of SP processing will be considered by details:

o |Initial text conversion to a “skeleton”;

o The properties of initial text calculation;

o Keywords (KWs) extraction from the whole text. Very often (e.g. in a neural network) the huge
indexes are not appropriate but only a few KWs of the document should be stored in a database. How
many KWs should be extracted from the document? What is the criterion for it? We will answer these
questions;

o The properties of KWs calculation;

o The pattern of SP creation. Text properties and KWs properties are used to create the SP pattern
(SPP). SPP will be used to measure a similarity between the different SP and differential between similar
SP. The result of SP processing is shown on Figure 1.

e Comparison analysis of SP. The measurement of differential between SP from the same scientific
domain is discussed.

Text to Skeleton Conversion

Text to skeleton conversion is a part of syntactic simplification of SP. Syntactic simplification is the process of
reducing the grammatical complexity of a text, while retaining its information content and meaning. The aim of
syntactic simplification is to make text easier to process by programs. ARSA takes the SP as a character
sequence, locates the sentence boundaries, and converts the original SP to a skeleton. Such conversion will
require several steps:

o Noisy (non-searchable) word elimination;

o Irregular verb normalisation. Once the word has been identified then it should be changed back to its
simplest form for efficient word recognition. For example, writes, writing, wrote, written will be changed to
write and the corresponding attributes of the original form will be saved;

o Initial word to root form conversion.

The first step is the removal of “noisy words” (or stop words), i.e. common words such as articles, prepositions,
and adverbs that are not informative about the semantic content of a document [Fox 1992]. Since noisy words are
very common, removing them from the text can also significantly help in reducing the size of the initial text. In
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practice, noisy words may account for a large percentage of text, up to 20-30%. Naturally, removal of noisy
words also improves computational efficiency during retrieval.

To reduce all the morphological variants of a give word to a single term. For example, a SP might contain several
occurrences of words like fish, fishes, and fishers but would not be retrieved by a query with the keyword fishing if

the term fishing never occurs in the text. That is why all words should be converted to their root form (such as fish
in our example).
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Figure 1. The result of SP processing
Properties of SP

Properties of the SP are used for the documents initial filtering. We will distinguish eleven properties:
o Size of initial document (Dsz) = 27,421 characters;
o Number of sentences in a Document (Sd) = 180;
o Size of the Skeleton (Ssz) =
10,428 characters;
e Percentage of document “noisy”: (Dsz-Ssz)/Dsz*100 = 61.97%;
o Number of words in the Skeleton (Sw) = 1,687;
o Number of distinct words in the Skeleton (Dw) = 327,
o Percentage of words repeatability: (1-Dw/Sw)*100+1 = 81.61%;
o Number of Words for 100% of Doc Covering (KWioo) = 20(100%)-3(75%)-2(50%);
o Centering of text content (Cent = 55%;
o Number of Sentences Covered Independently by KW (Si) =403;
o Text Cohesion =19
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Let us clarify and explain the meaning of some terminology used to describe SP properties:

Distinct word is readily distinguishable from all others;
Counting repeated word usage allows us to identify important sentences and then use this information
for meta-analysis of the document;
From a linguistic point of view a keyword is a word which occurs in a text more often than we would
expect to occur by chance alone. We offer some criterion to restrict number of KW. This is the criterion
for sufficient amount of KW to cover 100% (KW1o0) sentences of SP (SSP). The algorithm of KW
extracting is quite simple:
All distinct words are sorted in descending order in accordance with their frequencies. The frequency of
each word equal number of sentences where word occurs at least one time.
In SSP the sentences which include the first word from the sorted list are selected.
The selected sentences are excluded from the SSP.
For the next words the same procedure is repeated until the SSP is empty.
Number of sentences covered independently by each KW equals the KW frequency. The result of KW
extraction is that we have not only the list of KW but three very important numbers: 20(100%)-3(75%)-
2(50%) (i.e. KW100=20, KW75=3 and KWso=2) which allows us to describe the centering of SP content
(Cent) [Grosz et al., 1995]. The Cent is the need to formalise a notion of connectedness in text in order to
explain why one SP appears intuitively to be more connected and coherent than another despite both
SPs being from the same scientific area. The heuristic rule to define the Cent is:

Cent=(Sd / KWigo+ 0.75 * Sd / KWy5+ 0.5 * Sd / KWs) / Sd * 100% = 67.5%,

where Sd = 180 (see Figure 1). For comparison let's consider another SP where Sd = 227, KW1g0=81,
KW75=28 and KWse=10 (http://www.foibg.comlijitalvol15/ijita15-2-p07 .pdf). For this SP Cent= 8.91%.

Cohesiveness is an essential requirement for SP to be useful. Document cohesion (Dehsn) is defined by
Halliday and Hasan [Halliday and Hasan, 1976] as the phenomenon where the interpretation of some
element of text depends on the interpretation of another element and the presupposing element cannot
be effectively decoded without recourse to the presupposed element. Let us consider some artificial SP
to explain the idea of cohesion calculation. Suppose in this SP there are 100 sentences i.e. Sd=100. The
first KW with the maximum frequencies covers 80 sentences and the other 20 sentences are covered by
second KW i.e. KW1g0=2. Now we have to define how many sentences can cover each KW from the full
set of sentences which equals 100. If the second KW will cover the same number of sentences i.e. 20
then total number of sentences covered by KWs independently will equal 100 i.e. Sing = 100 and Densn =
(Sing = Sd) I KW4g0 = 0. But if the second KW independently covers 60 sentences (i.e. Sina = 140) then
Dcnsn = 20. This calculation of text cohesion is given just to demonstrate the idea. The proper calculation
of KW and SP cohesion will be considered below in detail.

It is also appropriate to note that so far there is not much data on the features of any body of text that might serve
as a standard for comparison, much less the detailed studies of the characteristics of a variety of texts that will
be essential to ensure continuing progress in this field. A systematic study of different types of texts, and of the
purposes for which they can be analyzed, would provide useful guidelines for research at this stage of our
understanding. We hope that the some SP properties might be considered as standard characteristics of any text.

Properties of Keywords

The method for the identification of words as keywords is based on the technique of word properties calculation.
In the previous section of SP properties the definition of KW has been given and importance of KW associations
and their co-occurrence has been considered implicitly as SP cohesion. Here we want to discuss in detail some
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KW properties such as KW co-occurrence neighbourhoods which are critical to define SPs similarity. KW
properties are shown in Figure 2.

20 Kevwords Statistics

Words Frequency Percentage Sntncs % Cohesion
ontology 75 22.93% 41.66% 1.52 4
domain 50 15.29% 27.77% 1.70
set 50 15.29% 27.77% 1.92
knowledge 42 12.84% 23.33% 1.90
property 23 7.03% 12.77% 2.47
devalue 22 6.72% 12.22% 2.59
information 20 6.11% 11.11% 1.85
element 20 6.11% 11.11% 2.40
object 19 5.81% 10.55% 221
process 18 5.50% 10.00% 1.61
system 15 4.58% 8.33% 2.00 Z

Figure 2. Keywords properties

The set of KW created during SP processing is ordered by frequency. The percentage of KW frequencies allows us to
compare different SP with different KW distribution, e.g. in SP (http://www.foibg.com/ijita/vol11/ijita11-2-p02.pdf ) the
frequency of KW “system” equals 24 and percentage = 4.61% (compare with KW “system” from Figure 2)..

Keywords Neighbourhood

The idea of adjacent words is based on the assumption that with the successive presentation of a number of
words the strongest relation is the relation between the nearest neighbour words. "Their succeeding one after
another presents evidently an important condition of structuring” [Hoffmann, 1982, p.231].

The study of word co-occurrence in a text is based on the cliché that "one (a word) is known by the company one
keeps". We hold that it also makes a difference where that company is kept: since a word may occur with different
sets of words in different contexts, we construct word neighbourhoods for each SP and also word
neighbourhoods which depend on the text of enquiry (or abstract of SP). Word associations have been studied for
some time in the fields of psycholinguistics (by testing human subjects on words) [Lovitsky, 1983; Lovitskii et al,
1997], linguistics (where meaning is often based on how words co-occur with each other), and more recently, by
researchers in natural language processing using statistical measures to identify sets of associated words for use
in various natural language processing tasks. One of the tasks where the statistical data on associated words has
been used with some success is lexical disambiguation.

Words which co-occur frequently with the given word may be thought of as forming a "neighbourhood" of that
word. SPs may contain words that are associated with many different senses. For example, in one SP the word
"bank" could co-occur frequently with such words as "money”, "loan", and “robber”, while in another SP the word

“bank” would be more frequently associated with "river”, "bridge”, and "earth". Despite the fact that the word
“bank” has the highest frequency in both SPs it is obvious that these two SPs do not have any similarity.
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Individual words in different SPs have more or less differing contexts around them. Semantic similarity of words
depends on similarity of their contexts. Words found in similar contexts tend to be semantically similar. Such
measures have traditionally been referred to as measures of distributional similarity. If two words have many co-
occurring words, then similar things are being said about both of them and therefore they are likely to be
semantically similar. Therefore if two words are semantically similar then they are likely to be used in a similar
fashion in text and thus end up with many common co-occurrences. For example, the semantically similar “car”

and “vehicle” are expected to have a number of common co-occurring words such as ‘parking”, “garage’,
“accident’, “traffic”, and so on.

Keywords Cohesion

For considered SP (see Figures 1 and 2) 20 KW have been extracted, namely: “ontology’(75-75), “domain’(29-
50), “set’(35-50), ‘knowledge’(9-42), ‘property’(3-23), “devalue’(3-22), ‘information’(3-20), “element’(2-20),
“object’(1-19), ‘process’(6-18), “system’(1-15), “section”(3-15), “constraint’(1-14), “meaning’(1-6), “answer’(3-
6), “concept’(1-4), “webont’(1-1), ‘ibm*(1-1), “difference’(1-1), “catalyst’(1-1). After each KW a pair of numbers is
placed. The right number means frequencies of KW, or number of sentences where the KW occurs at least one
time. The left number was used to select KW from the list of distinct words and also means number of sentences
where the word occurs at least one time, but occurrence is calculated in the set of sentences which are left after
the subset of sentences covered by the previous word has been excluded. For example, word “ontology”
occurred in the 75 sentences from 180, word “domain” occurred in the 29 sentences from 105 (because 75
sentences have been excluded), word “set” occurred in the 35 sentences from 76 etc.

It is important to mention that we can not maintain that our algorithm, when KW have been selected from
the descending ordered list of distinct words, gives us the best solution i.e. the minimum number of KW.
Moreover, we understand that the minimum number of KW does not represent the best solution. Let's
consider some examples for explanation. Suppose we have SP with 100 sentences i.e. Sd=100 and four distinct
words (dw) ordered by frequency i.e. F(dw1)=52, F(dw,)=48, F(dws)=46 and F(dw4)=33. Suppose that the first two
distinct words cover 100% sentences of SP. In accordance with our algorithm we have that KW4(52-52)=dw4 and
KW,(48-48)=dw. but co-occurrence of pair KW1-KW2 equals 0 i.e. Co(KW1,KW2)=0 and indicate that the current
SP does not have any cohesion. But, at the same time, if the three KW have been represented by the sequence
of distinct words: dws, dws and dws ie. KW4(52-52)=dw1, KW2(27-48)=dws and KW;(21-33)=dws, even
Co(KW1,KW,)=21 shows quite a high level of cohesion of the same SP.

We can offer a very challenging mathematical problem: “In what sequence should the distinct words be used
to provide the minimum number of KW?” and “What is the criteria of the best solution?”. It is easy to
become convinced that there are several different solutions e.g. if the word “set” (but not the word “domain”) is
used immediately after the word “ontology” the number of covered sentences will be equal 39 and not 35 despite
the words “domain” and “set” having the same frequencies. There is an even more convincing example. The word
“property” covers just 3 sentences from 32=180 — (75+29+35+9), at the same time when the word “process’
covers 6 sentences from 20 despite this the frequency is 18 in comparison with frequency of 23 of “property”.

4

Let us call KWcw the context word (or neighbour) of KW focus (KWkcs) if they occur together within the
same sentence boundaries. Algorithm of KWew searching is quite simple. Each KW is considered consecutively
as a KWecs. The occurrence of the rest of the KW among sentences covered by KWecs is checked. The number
of sentences where the KW occurred is counted. For example, for KWecs ="ontology”, among 75 sentences
ARSA found 15 KWcw, namely: “knowledge’(22), “domain”(21), “set(11), “system’(11), “constraint’(10),
“information”(9), “devalue’(8), “property’(7), “section’(5), “answer’(3), “meaning’(2), “concept’(2), “element(1),
“object’(1), ‘process”(1). The number in brackets shows number of sentences from 75 where current KW co-
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occurs together with KWecs. It is easy to explain why, for example, KWcw “domain” co-occurred in 21 sentences.
KW “domain’(29-50) has been selected immediately after the first KW “ontology’(75-75). 29 sentences from
105=180-75 have been covered by word “domain”. Why was it 29 but not 50? Because the word “domain”
occurred in 21 = 50 - 29 sentences from 75 which have been excluded from the initial set of sentences.

The total number of sentences where KWew of KWrcs ="ontology” co-occurred equals 114. The cohesion of KW
(KWehsn) “ontology” equals 114/75=1.52 (see Figure 2). If KWehsn = 1 it means that on average in each
sentence covered by KWecs at least one KW co-occurs, or two KWs if KWensn = 2. The Densn depends on KWensn
and calculated as a sum of KWchsn divided by number of KW for which KWensn > 0. For considered SP Depsn =
1.9. For KWs “webont’(1-1), “ibm”(1-1), “difference”(1-1), “catalyst’(1-1) KWcnsn = 0.

Pattern of the document

The pattern of SP is used to provide a similarity measurement between the different documents or between the
enquiry (extract of a SP might be considered as a kind of enquiry) and a SP. We will distinguish two parts of the
pattern: document properties (DP) and KW properties (KWP). DP will be used for meta-analysis of SP and KWP
— for the direct measurement of document similarity. Information science research has focused on how the
measurement of meaning can be operationalised using words and their co-occurrences. It was proposed [Salton
and McGill, 1983] to use the cosine between word vectors as providing a spatial representation of how words are
positioned in relation to other words. But our belief is that before starting to use traditional methods to measure
the similarity of two SP they should first be classified. We think that the automation of the preliminary selection
and classification of the SP might improve the similarity measurement.

Therefore meta-analysis of SP will be classified. Our idea is that for SP, which belong to different classes, a
different algorithm for measurement of similarity should be used. We will discuss in detail the process of SP
meta-analysis in our next paper. Here we simply explained the general idea. In the considered SP just 3 KW are
required to cover 75% of sentences and the centering of this SP equals 55% whereas the SP
(http://www.foibg.comfijita/vol15/ijita15-2-p07.pdf ) of a similar size requires 28 KW to cover 75% of sentences
and its centering equals 8.91%. There should be a completely different algorithm to measure their similarity in
comparison with the SP (http://www.foibg.com/ijita/vol10/ijita10-1-p09.pdf ) where 4 KWs are used to cover 75%
of SP and the centering equals 49.3%.

Conclusion

In this paper we described our vision of SP analysis. Implementation of our ideas as ARSA allows us to provide
instant analysis of hundreds of SP; and due to this we can evaluate our original ideas. In the result of SP analysis
both document and KW properties have been extracted. Our next step is to provide the measurement of the
semantic similarity of two SP. Preliminary analysis of traditional methods for computing similarity measures allows
us conclude that they should be modified in accordance with our ideas to provide more adequate similarity
measures. The full potential of the automatic SP analysis presented here will be deployed when ARSA will be
enlarged to incorporate automatic calculation of two SP semantic similarities.
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DATA AND METADATA EXCHANGE REPOSITORY USING AGENTS
IMPLEMENTATION

Tetyana Shatovska, Iryna Kamenieva

Abstract: For implementation of an intelligent data and metadata exchange repository the intelligent agent
oriented approach has been selected. In this work the conceptual structure and interaction principles of intelligent
agents and ontological models in the intelligent data and metadata exchange repository will be offered. The main
attention in this work will be paid to the development of intelligent search agent model realizing information
extraction on ontological model of Data mining (DM) methods. In a client part of system there is considered the
building of the intelligent agent of the repository user, the coordinator (manager) agent, which controls the
common state of the system, and also fulfils the registration and authorizations of users, the resource (dataset)
agent with partial usage of files structure with SDMX standard data. The model uses the service oriented
architecture. Here is used the cross platform programming language Java, multi-agent platform Jadex, database
server Oracle Spatial 10g, and also the development environment for ontological models - Protégé Version 3.4.

Keywords: repository, SDMX standart, data mining, semantic web, ontology, multiagent system, search
algorithms, agent-oriented systems, intelligent agent, jadex, sdk, java, rdf, protégé, sparql, oracle splatiat.

ACM Classification Keywords: H.3.3 Information Search and Retrieval

Introduction

Digital repositories are networked software applications primarily used for storing, managing and disseminating
data (e.g. digital publications, theses, data sets and so on). The Repositories differ from conventional content
management systems because they include technologies to ensure that data are preserved for long-term access
and use.

We are focused on developing multi-agent system for processing and storage of any statistical data. Research of
existing repositories allowed identifying the main bottlenecks of the similar statistical repositories that were taken
into account. Operating with UCI repository the user is able to filter, according to subsection of data mining area,
the data files to view the brief characteristic of a file, to download a file. Using DEA Dataset Repository the user is
able to search in any of criteria, view the brief characteristic of a file and to download a file, but only after XML
registration. In Data Repository the user can download any file of subjects without registration. Operating with
Frequent ltemset Mining Dataset Repository the user does not need to be registered, he can obtain the
information about researches made on samplings and the contact information of researchers, to download a file.

A key feature of the developed system via above mentioned typical statistical repositories is implementation of
the datasets metadescription using the European standard SDMX 2.0 and ontological models that are stored in
the system.

The advantage and novelty of the work is implementation of an ontological models set of the Data mining
methods, which is used for the selection of a proper method under the sample source of the user datasets. To
work with set of the ontological models have been developed a set of search algorithms that implement simple
and advanced search supporting, account search, which takes individual user interests, direction of scientific
activities, previous search queries of the user, as well as architecture of search module based on these
search algorithms. Also our system (intelligent data and metadata exchange repository) has a taxonomy of DM
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methods that allows to establish connection between DM methods and problem domain data on which they could
be applied. The user ontological model, resources ontological model have been developed in protégé version 3.4.

For ontological models interaction and implementation of search algorithms it was developed a set of general
intelligent agents models. They can be used as a mechanism for displaying information on the ontological
models, as well as a mechanism for user interaction with the system. This set of general models include model
for integrating intelligent agents with web systems, a model of intelligent search agent, and model for relationship
between agents. The user of the developed intelligent data and metadata exchange repository is able to make
formal description of the user’s problem domain (filling in the necessary fields in the ontology model) and formal
description of the dataset which is need for specific tasks. All this kind of activities is a part of the search agent.
The search agent, having processed the received information, transfers it to the coordinator agent and via the
search agent the necessary connection with a data file is made. The user intelligent agent (user agent (profile
agent)) allows to personalize the answer to the following questions: what is the user name; what is e-mail
address; what language the user prefers; what are current goals of the user; whether the user is beginner or
advanced one; what academic institution the user belongs to; what are localization preference of the user;
whether the interests of user coincide with other users interests in the system; what are recent inquiries of the
user. The result of applying the multi-agent approach for creating such system is the ability to perform a simple
search for users regardless of user type; to search by different criteria for authorized users; to provide popular
data sets; to perform a search taking into account the personal needs of the user; to provide user relevant queries
information; to keep statistics of requests and, if necessary, provide this information; to remember the successful
search results.

Here is used the cross platform programming language Java, multi-agent platform Jadex, database server Oracle
Spatial 10g, and also the development environment for ontological models — Protégé Version 3.4. Database
management system Oracle Spatial 10g which allows to work with ontologies in RDF format was chosen as a
method of resource ontological models storage. Development environment of ontological models is Protégé.

Intelligent search agent design and development

As one of basic concept of DMDR system is search agent.

For searching in the data and metadata exchange repository we have to develop a search module. It would
consider the current state of system and different searching criteria to adopt any strategy of search
[Ratushin, 2001]. One of the most suitable solutions to this problem is the intelligent agents based on goal. This
intelligent agent will act not just in reflective way when a request came, but would decide what actions are needed
to achieve its goals in terms of the current state of environment. This agent is not able to supervise the
environment, where it's executed, in full [Wooldridge, 1995].

In the search module of “data and metadata exchange repository” is set problems such as simple and advanced
search or personal search. On the other hand, the search agent is used in the multi-agent environment and agent
needs to communicate between it-self and other agents as well as to exert the medium, where it's executed.
From these two points of view the functionality of search agent may be divided into functionality in terms of user
and functionality in terms of other agents and execution environment [Russell, 2006].

Functionality in terms of user should include the following basic set: to execute a simple search only for non-
authorized user, to execute the various searches for authorized user and to provide useful services for the search
(Figure 1).

Both authorized and non-authorized users may execute the simple search, in both cases there will be shown the
most popular data sets in the repository or the most popular queries (queries most often made by users in the
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repository) and the results may also be hints as content search queries (queries correlated with the current ones).
But still the authorized user has more privileges in comparison with non-authorized one. The following is available
for authorized user: advanced search (search by various data set criteria). When agent uses the search there is
displayed some of recent queries. Information about user’s requests and their results are stored using a personal
agent and will be used further to provide user with more relevant results considering his previous requests.
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Figure 1 The use case diagram in terms of user

On the other hand, the search agent must interact with other agents to successfully achieve the goals. To render
the useful information to them and to request the necessary information from them or to request them to provide a
service. Personal Agent of user obtains the results from the search agent and the request itself, as well as to take
the transition sequence of user until the user will find the necessary dataset. This information will be stored by the
private agent in order that the search agent could further use it.

User agent Scenario

The base information unit of the personal agent is ontology model of user . At the level of agent conception about
the user is object model of user ontology. The main objective of the personal agent is to transfer information
about users to other agents and to transfer the necessary information to user from the other system agents
[Zaborovski, 2005]. So, personal agent should be able to form answers to queries from other agents of “data and
metadata exchange repository” system and to modify the user profile during his work with the system. In
accordance with the information and ontology model of user the personal agent should be able to form answers
to questions related to user. We can allocate the following two partitions of information about user: personal
information about user, information about current goals of user. In general case the personal agent should be
able to respond the following questions: what is user name, what is his e-mail address, what language user
prefers, what are the current goals of user; is user advanced or beginner (naive, simple), what academic
institutions the user belongs to; what are localization preference of the user; are the interests of user coincide with
other users interests in the system; what are the recent requests of the user. Here the personal agent applies the
developed information and ontology model of the user for questions, which can be requested by other agents
while interaction with personal program agent during the work of user with the system [Xacken, 2005].
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The User Agent is created after the user authentication. Figure 2 shows the User Agent functionality. When
authentication and authorization are completed the user agent retrieves its knowledge information about users
that later allows the user and other agents to access this information quickly. The user agent stores this
information in its knowledge when active user is in the system and before the work cessation; the agent unloads
this information into the database. The User Agents in the system as much as users have passed authentication
at the current period. If the user does not operate with agent over 30 minutes, the user agent removes the search
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Figure 2 Use case for user agent

The user sets the following tasks before the user-agent:
— user personal data storing;
— changing of user data;
— preserve a user's search query to the system;
— conservation of user activity in the system;
— tracking the status of the user in the system;
— retention of the data sets loaded into the system;
— retention of the data sets unloaded from the system,;

—  User communication with other users of the system.

Manager agent Scenario

To manage the overall system, registration and authorization of users in a “data and metadata exchange
repository” operates the manager agent [Zimmermann, 2006]. The manager agent always suspends user and
other agent’s queries. Agent Manager exists in the system as a single copy. Agent Manager is parallelized by
agent platform. Manager Agent provides functionality from the standpoint of the user schematically shown in
Figure 3.



Services
(Example) g]
Wicket framework authofization Agents
HTML pages E request
:‘_‘_‘_‘_:‘_:‘_‘_‘_E Administration [ g 8]
Resgmss Manager Oracle Spatial
(Coordinator)
Search [ g = =
Search
Profile [ e g] 4
User (Profile}
=
Source (Resource) E
3 Resource =
(Sourcep
File System

Figure 3 The explanation of overall system

Manager Agent stores the following internal information about the current state of the system:

the number of users, who use the system;

the number of beginners, who use the system;

the number of advanced users, who use the system;
research methods;

general information about the universities of the system.

Manager Agent receives information from the end users and from the environment. Input information
from end-user of the system:

account and password;

user registration data;

user account that needs to be transferred into the status of the administrator;
user account that to be deleted.

End users interact with the agent manager. They invoke a Web service manager from the user interface.

System Administrators remove the users from the system by sending a request to the manager agent. For user to
obtain the administrator rights, the other user-administrator should send the request to create a new administrator
account on the basis of an existing one. Input information from the user agent: user account whose status should
be changed. The transition from the one status to another is carried out by manager agent at the request of user
agent of specific user. The Algorithm for the transition as follows: the user agent monitors the user activity in the
system, and after getting some experience in the system, the agent prompts the user to raise his status and to
receive additional options. If the user agrees the agent sends a request to the manager agent to change the type
of user. Also the user invites to enter additional information about himself to obtain additional options. Manager
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Agent sends the information to other agents and transmits the information to the end user through a Web service
[Fatudimu, 2008].

Source agent Scenario

The main functions of the source agent are:
- scientific data sets addition;
interaction with the user agent to display the newly added samples to the user depending on the
user's interests. The Source agent informs the user agent about adding of scientific datasets to show
users information about it after adding a new set to the storage;

- Metadata of datasets edit. The users, who create system or administrator have the possibility to edit ;

- metadata dataset extract from repository;

- selection of entire information about a specific dataset and detailed information may be viewed only
by registered users;

- to establish the dataset status numbers of downloads depending on estimates. The rating can be
mark to each dataset. The rating assigned using the professional coefficient of a user, who makes it. At
the moment of assess its assessment multiplied by a coefficient. This function performs source agent.
The source agent should request the user agent ratio, calculate the result and save it in the database.
Status of sampling can also increase depending on the number of downloads;

- interaction with the user agent to modify the coefficient of user professionalism depending on the

status of scientific data sets, which he has added to the assessment or in storage;

datasets filtering of metadata datasets by a specific parameter;

- new datasets adding to the repository that were found by search agent in the Internet.

The system must know the properties of the agent to create and run the agent. The state of the agent is
determined by beliefs, goals, current plans, as well as libraries of known plans. Jadex uses the declarative and
procedural approaches for implementing the components of the agent. The body of the plan is executed as
ordinary Java classes. All other notions (beliefs, goals, filters, and conditions) are defined by language. They are
allowed to create Jadex objects in a declarative manner. The program developer can refer to the Java code, for
example, to define methods. Full identification of the agent is reflected in the so-called agent definition file (ADF).
In the ADF file the developer defines the initial beliefs and goals, announcing Java facilities. Announce plans to
show the necessary classes from Java code. In addition to the BDI components in ADF file can be stored, some
other information, for example, the default arguments for starting the agent or service descriptions for the
registration of the agent in the facilitator directory. The structure consists of Jadex API, performed by the model,
reusable common features. API provides access to the concept Jadex during programming plans. Plans are
obvious classes Java. It is extend a special abstract class which provides a useful method of sending messages,
the organization of secondary objectives or expectations of the events. Plans are able to read and modify the
agent's thoughts. It uses the API framework agreement. Special function Jadex is that, in addition to the direct
extraction of the remaining facts, intuitive OQL - like query language is allow to formulate a random complex
expressions using the facilities which are contained in the database views. In addition to plans, coded in Java,
provides the developer based on the XML agent definition files (ADF). It establishes the initial thoughts,
objectives and plans of the agent. The Jadex mechanism reads file and starts the agent. It tracks its goals during
a continuous selection of steps and launches a plan based on internal events and messages from other agents.
Jadex is equipped with some advance features - such as access to the directory facilitator service. Feature
encoded in the individual plans, linked agent used in many modules which are called abilities. Ability is described
in a format similar to the ADF. It can be easily incorporated into existing agents. So summarize, in Jadex agents
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is thought, can be any type JAVA-site and stored in the database views. Objectives - explicit or imply descriptions
of conditions that must be achieved. The agent executes the plans to achieve their goals. They are JAVA code
procedural means.

Currently, there are many repositories of scientific datasets [Bresciani, 2004]. The main disadvantages occurred
in these systems are: text-only format is not convenient to use and to change the format of files, not user-friendly
interface, and the search is only by one of many criteria, i.e. not allowed to combine the search for a number of
conditions, poor search.

In many systems, there is no any understanding for what tasks you can use this dataset, there is also insufficient
information on the data. Currently, the agent technologies are widespread, where the main part is the agent - a
software entity capable of such qualities as autonomy, activity, commitment, mobility, sociability. The creation of
ontologies is a prospective direction of up-to-date research in processing of information provided in natural
language. One of the advantages of using ontologies as a tool for learning is a systematic approach to the study
of the subject area. Meanwhile achieved: regularity - Ontology provides a holistic view of the subject area,
uniformity - the material presented in a unified format is much better perceived and reproduced; scientific -
Building the ontology allows to restore the missing logical link in their entirety. Also, ontologies allow the use the
great volumes of data from different systems, due to the fact they creating the semantic description of data. a)
studied the main stages of work with the repository of scientific research data sets; b) reviewed the existing
repositories of scientific data sets, to identify their strengths and weaknesses; c) studied the technology Semantic
Web; d) investigated the possibility of agent technology; e) analyzed the ways to develop a web-oriented multi-
applications; f) developed the architecture of multi-repository of scientific data sets; g) developed the ontological
model of the user; h) developed and realized as a software BDI agent model of the user; i) developed and
realized as a software BDI agent model.

Conclusion

The results of the research is developed multi-agent system for processing and storage of any statistical data. A
key feature of the developed system via others typical statistical repositories is implementation of the datasets
metadescription using the European standard SDMX 2.0 and ontological models that are stored in the system.

The advantage and novelty of the work is implementation a set of the ontological models of Data mining methods,
which is used for the selection of a proper method under the sample source of the user datasets. To work with set
of the ontological models have been developed a set of search algorithms that implement simple and advanced
search supporting, account search, which takes individual interests, orientation of activities, previous search
queries of the user, as well as architecture of search module based on these search algorithms. Also this system
(intelligent data and metadata exchange repository) has a taxonomy of DM methods that allows to establish
connection between DM methods and data on which they can be applied, that for the user of "beginner" class
represents itself as the expert system. The user ontological model, resources ontological model have been
developed in protégé version 3.4, which allows working fast with ontologies.

For ontological models interaction and implementation of search algorithms it was developed a set of general
intelligent agents models. They can be used as a mechanism for displaying information on the ontological
models, as well as a mechanism for user interaction with the system. This set of general models include model
for integrating intelligent agents with web systems, a model of intelligent search agent, and model for relationship
between agents. The user of the developed intelligent data and metadata exchange repository is able to make
formal description of the user’s problem domain (filling in the necessary fields in the ontology model) and formal
description of the dataset which is need for specific tasks. All this kind of activities is a part of the search agent.
The search agent, having processed the received information, transfers it to the coordinator agent and via the
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search agent the necessary connection with a data file is made. The user intelligent agent (user agent (profile
agent)) allows to personalize the answer to the following questions: what is the user name; what is e-mail
address; what language the user prefers; what are current goals of the user; whether the user is beginner or
advanced one; what academic institution the user belongs to; what are localization preference of the user;
whether the interests of user coincide with other users interests in the system; what are recent inquiries of the
user. The result of applying the multi-agent approach for creating such system is the ability to perform a simple
search for users regardless of user type; to search by different criteria for authorized users; to provide popular
data sets; to perform a search taking into account the personal needs of the user; to provide user relevant queries
information; to keep statistics of requests and, if necessary, provide this information; to remember the successful
search results.
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LSPL-PATTERNS AS A TOOL FOR INFORMATION EXTRACTION FROM NATURAL
LANGUAGE TEXTS

Elena Bolshakova, Natalia Efremova, Alexey Noskov

Abstract: The paper describes main features of formal lexico-syntactic pattern language (LSPL) proposed for
specification of linguistics information about NL expressions automatically extracted from Russian texts. A fully-
implemented procedure for matching LSPL-patterns with text are presented, as well as developed programming
tools for extraction of phrases specified by the patterns. Two applications of the language and the tools are
discussed: terminological analysis of scientific texts and processing of NL sentences for question answering.
LSPL-patterns developed for these applications are briefly characterized.

Keywords: information extraction from NL texts, lexico-syntactic patterns, matching procedure, automatic terms
recognition and extraction, analysis of NL phrases for question answering.

ACM Classification Keywords: I.2.7 [Artificial Intelligence]: Natural language processing — Text analysis

Introduction

Information extraction (IE) from natural language (NL) texts is one of the most important problems of modern
computer linguistics and artificial intelligence [Grishman R., 2003]. Traditionally, IE aims at identification in texts of
selected types of entities (names and titles), relations, or events [Hearst, 1998; Boudin F. et al., 2008]. As a rule,
IE applications are based on shallow syntactic analysis of the text and exploits both heuristics and linguistics
information about items to be automatically recognized in it.

Among programming tools commonly used to create IE applications we should point out well-known system for
text engineering GATE [Bontcheva K. et al., 2002], and analogous systems, such as Ellogon [Petasis G. et al.,
2002]. They are rather universal and propose special formal languages for annotating text segments and
describing annotation transformations. As a consequence of their universality, the annotation languages require
skilled users to develop application for a new problem domain and different natural language. The languages
have no built-in devices for describing specific linguistics properties, in particular, grammatical agreement, which
are typical for such flexional natural languages, as Russian.

So far, a more specific language called LSPL (Lexico-Syntactic Pattern Language) was proposed for formal
specification of linguistics information about NL expressions to be automatically recognized within Russian texts
[Bolshakova et al., 2007]. The key language structure is lexico-syntactic pattern that describes certain NL phrase
- its words and other constituent elements, as well as their morphologic and syntactic properties. An example of
pattern for the English phrase for topic actualization is “let us consider” NP with NP denoting a noun phrase. In
general case, LSPL-pattern combines both lexical and syntactic information about the described phrase, and
thereby LSPL language is convenient to formally specify a wide range of common scientific expressions used for
automatic discourse analysis of scientific and technical texts [Bolshakova, 2008].

In contrast to the annotation languages, LSPL was created as a linguistically-oriented and purely declarative
formal language that is easy to use for:

- formal specification of a wide variety of NL phrases (noun-noun and verb-noun combinations, adverbial and
participle phrases, etc.) within information extraction systems based on surface syntactical analysis of texts;
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- user's queries for text browsers performing search of NL phrases and expressions specified by their lexico-
syntactic patterns.

Elaborated LSPL language includes devices for specifying within patterns both particular word forms, lexemes
and arbitrary words of particular part of speech (POS), as well as their morphological attributes and conditions of
grammatical agreement. The latter presents an important language feature proposed specially for description of
Russian noun phrases.

For proposed LSPL language a procedure for matching a pattern with a given Russian text was developed, as
well as corresponding programming tools for recognition and extraction of phrases specified by LSPL-patterns.
Making use of the tools, we investigated two different applications: automatic extraction of terms in scientific texts
and analysis of NL sentences for question answering. The former is relatively well studied for English and French
texts [Jacquemin C., 2003]. Aiming at terminological analysis of Russian scientific and technical texts, we created
a representative set of LSPL-patterns that describes linguistics properties of multi-word term occurrences in texts
and then we experimentally studied these patterns. Another developed application of LSPL language (and its
supporting tools) is analysis of NL queries in question-answering system. The language proved to be convenient
for both applications.

The paper starts with an overview of LSPL language; basic principles of the matching procedure for LSPL-
patterns are overviewed as well. Their applications for automatic terms extraction and NL query analysis in
question-answering systems are then discussed and conclusions are drawn. Since LSPL language was primary
proposed and used for formalizing Russian phrases, lllustrative examples are given mainly for Russian.

LSPL language and LSPL-patterns

Lexico-syntactic pattern formalizes structure and properties of some NL phrase (noun phrase or verb-noun
phrase, etc.). The pattern has a name and a body, the latter is separated by symbol of equality. Pattern body
includes elements describing constituents of the phrase to be formalized. The order of the elements corresponds
to the order of constituents in the phrase. As a rule, the pattern also specifies conditions of grammatical
agreement for its elements. For example, the pattern NP = AN <A=N> has the name AN and the body that
consists of elements A, N and agreement conditions <A=N> . This pattern describes a simple noun phrase:
adjective (A) and noun (N) that are fully grammatically agreed (i.e. in case, number, and gender).

Basic pattern elements are elements-strings and elements-words. Element-string describes either a particular
word form (e.g. Rus. “3adaueli” — word problem in instrumental case of singular), or particular symbols (for

“n

example, abbreviations or punctuation marks: “”). Element-word describes a word, for which it may be specified:
- part of speech (POS: N -noun, V - verb, A - adjective, Pr— preposition , Pn — pronoun and so on);

- particular lexeme (i.e. all possible word forms of this word);

- particular values of morphologic attributes (they diminish the set of allowable word forms).

Morphologic attributes are written in angle brackets after the lexeme, with letter ¢ denoting time, letter p denoting
person, ¢ — case, n — number, g — gender, etc.). For example, element-word

V<noHumartbcs, t=pres, p=3, m=ind> describes Russian verb with lexeme noHumamscs taken in all forms of
third person, present indicative (two word forms: noHumaemcs and noHumatomes). While describing an element-
word, its morphologic attributes or its particular lexeme may be omitted, which makes it possible to allow within
the corresponding phrase any word form of the given lexeme (e.g. N<cpainn>), or any word of the particular part of
speech with needed values of morphologic attributes (e.g. A <;c=ins,n=sing> specifies an arbitrary adjective in
instrumental case of singular ).
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Since LSPL-pattern often includes either several elements-words of different part of speech, or several different
words of the same part of the speech, indices are used to distinguish the words. For example, the pattern
NN = N1 N2<c=gen> includes two different nouns N1 and N2, the second is taken in gender case.

Agreement conditions describe relation of grammatical agreement for elements-words within the pattern. The
conditions are written in angle brackets at the end of LSPL-pattern, similar to specification of values of
morphologic attributes. They express the equality of values of morphologic attributes to be agreed. For instance,
the pattern PnV =PnV <Pn.n=V.n, Pn.g=V.g> specifies an arbitrary pair of prounoun and verb, which are
agreed in number and gender (Rus.: Mbl npednonoxum; Eng.: we suppose).

If some element of the phrase may occur in it successively several times, such a sequence is specified in
corresponding pattern as repetition of elements, which is written in figure brackets. For example, repetition
{N<c=gen>} describes sequence of nouns, each taken in genitive case. If the number of elements in the
repetition is limited, it is specified in the pattern, for instance, {A}<1,3>N describes sequence including one,
two or three adjective and a noun.

LSPL language also provides such useful device as optional element , which are written in square brackets, for
example, the element [‘He”] means, that particle He optionally enters the NL phrase under description. Another
convenient device is alternative variants of the phrase — they should be written in the pattern through sign |. For
instance, the pattern AP = A|Pa specifies Russian concept of adjective, i.e. adjective (A) or participle (Pa).

In order to describe patterns of complex phrases, one can use yet defined LSPL-patterns as auxiliary patterns
within the main pattern. Let us consider the pattern NG = {A1} N1 [N2<c=gen>] <A1=N1> that includes the
element-word N1 (principal word of the phrase), sequence of adjectives{A}, which are agreed with the principle
word (<A1=N1>), and also optional noun in genitive case [N2<c=gen>]. Phrases with such structure are
frequently used as terms in Russian texts (e.g., socxodawuii npoyecc nopoxdeHusi, yoaneHHbIl 6aHKo8CKUL
mepmunar). Based on the auxiliary pattern NG, the pattern S = NP V<t=past> specifies any phrase including
a noun phrase NP and a verb in the past ( e.g., onopHasi moyka ymoyHsnacs).

Lexico-syntactic pattern may also have parameters, they are written in brackets, after all pattern elements and
agreement conditions. The parameters fix some unvalued morphological attributes of pattern elements. For the
LSPL-pattern AAN = A1 A2 N <A1=A2=N> (N), morphological parameters of the element-word N are specified
as pattern parameters (the pattern describes noun phrase with elements-adjectives A1 and A2 fully agreed with
noun N).

Pattern parameters are especially useful when the pattern is used as an element within another pattern. Suppose
the pattern NG considered above has the parameter N1 (i.e. morphological attributes of the noun N1):

NG = {A} N1 <A=N1> [N2<c=gen>] (N1)

Then one can use the parameter for agreement. For instance, the pattern NG V <NG=V> describes phrase
consisting of noun phrase NG and verb V grammatically agreed with it (e.g., Russian word combination
8HympeHHUl ¢balin nposepssncs is allowable, but eHymperHul ¢balin nposepsinucs is not, since the noun is not
agreed with the verb).

Pattern parameters are also useful for specifying values of morphological attributes of the pattern used within the
outer pattern; the specification is written in angle brackets, similar to specification of attributes of elements-words,
for instance, in the pattern NG <c=gen>V the noun phrase NG is specified in gender case.

In overall, LSPL language is a flexible and powerful tool for describing lexical and grammatical properties of NL
phrases to be recognized in texts.
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Matching LSPL-Pattern with Text

For recognizing within a given NL text all phrases described by the particular LSPL-pattern, a matching procedure
was developed. We call recognized phrases and corresponding text segments variants of matching of the pattern
with the text. Each matching variant presents a text segment together with particular morphologic attributes of all
its constituent words; the set of the particular values of morphologic attributes we call syntactic interpretation of
the segment. When the segment consists of a single word, its syntactic interpretation is simply all morphological
attributes of the word. In general case, for a given LSPL-pattern and text there exists several variants of
matching, they correspond to different occurrences of the phrase described by the pattern.

Our matching procedure is based on special inner representation of the text — graph of the text. Nodes of the
graph corresponds to space symbols, punctuation marks and all the other symbols that are not significant for
matching; to be more precise, any segment of all such adjacent symbols constitute a node. Edges of the graph
correspond to syntactic interpretations of text segments between the nodes.

While constructing the graph, first, segmentation of the text is done (words are delimited, as well as sequences of
symbols that are not significant), and nodes of the graph are constructed and numbered from the beginning of the
end of the text. Then morphologic analysis of all words is performed, and neighbor nodes are connected with
edges represented morphologic interpretations of the words between them. If there exist several different
morphologic interpretations of the same word, the corresponding nodes are connected with several edges. An
example of graph representation for Russian sentence is presented on Figure 1 (the segmentation is also shown
above the graph). One can notice that the number of morphologic interpretations for the same word form may be
quite great. For example, word form 6onbwod has six interpretations, while the word Hewemkudi has only two.

Bonepmo# npofneMol Tenepk CTan HEeYEeTKVA [IOWCEK.

[ | | || || || || 174
A

Figure 1. Graph of text with variants of matching the pattern NP = AN <A=N> (N)

Various ways in the graph of text corresponds to various possible combinations of morphologic interpretations of
words. Therefore we consider the task of matching a pattern with the text as the task of searching a way (or a
subway) within the graph that conforms to the pattern (i.e. pattern elements and agreement conditions).

Intermediate results of matching are also saved within the graph of text: any phrase recognized by matching with
the pattern (main or auxiliary) is represented in the graph as a new edge connecting nodes pointing to beginning
and end of the phrase (i.e. its text segment). This new edge presents matching variant for the pattern, and if the
pattern has parameters, their values are additional attributes of corresponding syntactic interpretation.

In Figure 1 edge A represents the variant of matching of the pattern NP = AN <A=N> (N) with text segment
bonbwoll npobnemod, while edges B and C represent two different variants of matching of the pattern with
segment HeveTkuit nomck (they differ in syntactic interpretation: B corresponds to nominative case and C to
accusative). Thus, more than one variant of matching may be detected for the same text segment.

When LSPL-pattern includes repetition of elements, its matching also gives a new edge connecting all elements
of repetition recognized in the text.
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Therefore, the proposed graph of text is a convenient way to represent various syntactic interpretations and their
combinations, as well as to uniformly process both elements-words and auxiliary patterns. It also allows
optimizing of matching with the aid of indices constructed simultaneously with the graph. For this purpose, three
types of indices are used: index of particular words, indices of parts of speech, and index of patterns yet matched.

Another optimization method also used by matching procedure is grouping of various syntactic interpretations,
which diminishes the number of matching variants to be considered while searching way within the graph of text.

The described matching procedure is a core of programming tools developed to support LSPL language. These
tools include console utilities for integration the core with various scripts, API for Java programming language,
and graphic user interface. All the tools were first used to develop and to test automatic term extraction
procedures for Russian scientific and technical texts.

LSPL-Patterns for Terminological Analysis of Scientific Texts

In order to formalize heterogeneous linguistics information needed to automatically extract terms and term
definitions, an empirical study of terminology dictionaries and texts in several scientific fields (approx. 330 texts in
computer science and physics) was performed. Based on the study, the formalization was done with the aid of
LSPL language, resulting in a set of LSPL-patterns. The set comprises 6 groups of patterns that take into account
various properties of term occurrences within Russian scientific texts. These groups, corresponding examples of
patterns and examples of recognized term occurrences are presented in Table 1.

Table 1. LSPL-patterns for terminological analysis

N| Pattern Groups Examples of Patterns Examples of Terms and Term
Occurrences
1| Morphosyntactic ATNT<A1=N1> (N1) aKTWBHbIE JONTOTh
patterns of terms N1 A2 N2<c=gen> <A2=N2> (N1) TEXHONOrMS [BOINHON HaKauKK
Defin<c=acc>"Hasbigatom"['makxe"] Term<c=ins># | 31y  npobrnemy  Ha3sbliBalT
2 | Definitions of | Term<c=nom> TaKke npobnemoit  CKpbITOro
authors’ terms COCTOSIHMSA
"nod" Term<c=ins> "noHumaemes" Defin<c=nom> # | Mop npepbIBaHUEM MOHUMAETCS
Term<c=nom> CWrHan. ..
Contexts of | Term1 "("Term2")" <Term1.c=Term2.c> aBTOKOPPENSALIMOHHON (DYHKLIAN
3 | introduction of terms’ | # Term1<c=nom>, Term2<c=nom> (AK©),
synonyms 30HbI aHanu3a (CermeHTbI)
N1<gekmop> [N2<HamagruyerHocmu,c=gen>| | BeKTOp, BEKTOP
4| Dictionary terms N2<cocmosHus,c=gen>|"Ymoea'] HaMarHU4eHHOCTH, BEKTOP
COCTOSIHUS, BEKTOP YMOBa
N1 N2<c=gen># N1, KOnnekums TeKcToB —
5| Lexico-syntactic N1 Nd<c=gen> <Syn(N2,N4)>, korinekumst (N1),
variants of terms N3 N2<c=gen> <Syn(N1,N3)>, kopnyc TekcTos (N3 N2),
A1 N1 <A1.st=N2.st>

TekcToBas konnekuns (A1 N1)
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N1 N2<c=gen> "" N3<c=gen> {"u'|"unu’} | WiHaM agpeca, [daAHHbIX W

6| Combinations  of | N4<c=gen> yrpaBneHus — LMHA afpeca,

several terms # N1 N2<c=gen>,N1 N3<c=gen>, N1 N4<c=gen> LUNHa JaHHbIX, LUnHa
ynpasreHns

N1 A2 N2<c=gen> <A2=N2> paspsagHOCTL BHYTPEHHEro

#N1N2, A2 N2 peructpa -  paspsAgHOCTb

perucTpa, BHyTPEHHWA PerucTp

The first group describes morphosyntactic structure of one-, two- and tree-word terms frequently used in texts.
Each pattern fixes part of speech of its element-words and morphological attributes of words (if necessary).

The second group formalizes typical one-sentence definitions of new terms introduced by authors of texts (so
called author’s terms); an example of such English definition is Light quanta came is called photons. Each LSPL-
patterns of the group uses special auxiliary patterns Term and Defin. The former comprises all allowable
morphosyntactic patterns of terms (i.e. patterns of the first group), the latter describes syntactic structure of
phrases explicating meaning of new terms. Each pattern of the group also includes special element
# Term <c=nom> , which specifies a constituent part of the recognized term definition to be extracted, as well as
its lemmatization conditions (nominative case is specified for extracted term Term).

The third group includes LSPL-patterns of contexts typically used in Russian scientific texts to introduce
synonymous terms (in particular, acronyms, such as CPU for term central processing unit).

As LSPL language proved to be convenient for describing entries of terminology dictionaries, the fourth group of
patterns was constructed to specify particular terminological words and word combinations in two scientific fields
— computer science and physics.

The last two groups of LSPL-patterns describe general derivation rules for text variants of terms. Term variation
and methods of term variants recognition was well investigated for English and French text [Nenadic G. et. al,
2003], and we conducted analogous research for Russian texts. Besides variation of single term (cf. the group of
lexico-syntactic variants in Table 1), we additionally considered typical combinations of several terminological
word combinations and formalized their properties.

Each pattern of the fifth group fixes particular morphosyntactic structure of the term and specifies as the extracted
element (i.e., after special sign #) morphosyntactic structure of its possible lexico-syntactic variants. In particular,
if the structure of termis N1 N2<c=gen> #N1, the following lexico-syntactic variants are described:

i) insert (or deletion) of word (Rus. BBoa faHHbIX — BBOA, Eng. data input — input);

ii) substitution of a synonym (in the given problem domain) for constituent part of the term (Rus. ¢ppelim
akmusayuu - 3anucb akmusayuu; Eng. activation frame - activation record);

iii) substitution of a word with the same root but another part of speech (Rus. wwHa agpeca — agpecHas LumMHa,
Eng. address bus — bus of address).

The last group of LSPL-patterns describes (in a similar manner) derivation rules of text variants combining
several terms. The rules take into account two different cases:

- combinations with coordinating conjunctions (Rus. wwHa agpeca, WWHa OaHHbIX, LWMHA YNpaBieHns — LUMHa
appeca, AaHHbIX 1 ynpasnenus; Eng. address bus, data bus, control bus — address, data, and control bus);

- conjunctionless combinations (Rus. paspsigHOCTb perucTpa, BHYTPEHHWA PETUCTP — Pa3psiBHOCTb BHYTPEHHETO
peructpa; Eng. capacity of register, internal register — capacity of internal register).

In both cases within described combinations one or more multy-word terms are discontinuous or truncated, and
this is the real problem of their automatic recognition.
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For each group of patterns, an automatic recognition procedure was developed and experimentally studied (in
particular, a procedure for extracting new terms and their definitions). The recall of automatic recognition proved
to be from 57% (for synonymous term recognition) to 85% (for dictionary terms), while precision varies from 32%
(for synonymous term recognition) to 97 % (for authors’ terms). In order to accomplish more accurate and full
term detection and extraction, we then elaborated a strategy of consequent call of the procedures, which gives 7-
14 % increase of F-measure (the combined measure of precision and recall).

LSPL-Patterns for Processing NL Sentences in Question-Answering System

LSPL language was also used to formally specify input NL phrases in a prototype question-answering system
based on logical inference. The system is domain-independent, it gives answers to questions about existence of
entities (animals, humans, games, cars, etc.) with particular properties (high, quick, black, difficult, etc.) or about
properties of particular entities. Some properties of the entities are to be previously described by Russian
sentences (these are initial statements). The system translates them to first-order logical formulas, which serves
as axioms. In general case, axioms include universally and existentially quantified formulas-sentences (e.g. all
women like talking, some cats are black), as well as formulas with implication (if book is large, it is high-priced).

The system uses axioms to infer answers to questions formulated in Russian (e.g. Are all cats grey?). For this
purpose, the given question is translated to a logical formula and the resolution method is applied to prove it.
Since questions are to be closed first-order formulas, the system gives either positive or negative answer to the
given question.

LSPL-patterns developed for the question-answering system describes lexicon and syntax of input Russian
sentences: either statements and questions. The patterns are divided into 5 groups presented in Table 2 together
with corresponding examples (terms of computer games are mainly used in them).

Table 2. LSPL-patterns for question answering

N| Pattern Groups | Examples of Patterns Examples of Phrases
SubjDelim=""["a" "makxe"] | "u" | "unu"|"a" "makxe" mary, KonayHbl, a TaKkke
1| Auxiliary BONLIEBHMKN
patterns Exists = V<cywecmsosamb> (V) | 3nbbl ObiBAIOT CBETNIbIE
V<6bbimb> (V)| V<bbigams> (V)
EntityBase = {Adjective} N KpaCHbIil pbiLiapb
2| Patterns  of | {SubjDelim Entity} <Adjective=N> (N)
entities Entity = EntityBase [ Which Predicate {Delim Predicate} [","]] | repoit, KoTopsiii  xopowo
<EntityBase=Predicate> (EntityBase) konpyet
3 | Patterns  of | Predicate = {Av} A (A) OueHb CNOXHbIN
properties YPOBEHb
Predicate = {Av} V (V) Mar nerko obyyaetcs
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Statement = Pn<uvekomopbil> Entity Predicate {Delim | HekoTopble chen xopoLwwo

4| Patterns  of | Predicate} <Entity=Predicate> notot
statements Statement = [Pn<eece>] Entity [-"] Predicate {Delim | Bce Maru -
Predicate} <Entity=Predicate> BeccmepTHble
Statement = "ecnu" Entity Ecnm  pobiyapb  GbicTpo

[-"] Predicate {Delim Predicate} [","] "mo" ['oH"|"oHa"] beraer, T0 OH Heysi3BUM
Predicate {Delim Predicate} <Entity=Predicate>

Question = Predicate "nu" Entity {Av} <Av=Predicate=Entity> | BeccMmepTHbl i 3nbbl?
5| Patterns  of

questions Question = {Av}<f>  "nu"  Predicate  Entity | Jonro nv }xueyT opkn?
<Av=Predicate=Entity>

The first group specifies general-purpose words (such as Rus. 6bimb) and structure of auxiliary language
constructs (in particular, enumeration phrases). The second and the third groups formalize respectively syntax of
various phrases denoting entities (noun and participle phrases) and syntax of phrases denoting their properties
(noun and verb phrases). The forth group comprises patterns of various statements to be translated to logical
axioms: universal sentences, existential sentences, and sentences expressing implications. The last group
includes patterns of user questions (similar to the previous group, universal and existential questions are
allowable and specified). Most patterns of two last groups take into account various order of constituent words in
the phrases (in Russian, the order is quite free), and as a consequence, these patterns are complicated.

We should note that the expressive power of LSPL language has made it possible very quick development of a
procedure for translation NL sentences to logic formulas.

Conclusion

In the paper we have overviewed formal declarative language LSPL proposed to specify lexico-syntactic patterns
of NL phrases to be recognized in Russian texts and extracted from them. We also described main features of
matching procedure intended to recognize the phrases within a given text based on a particular set of LSPL-
patterns and shallow syntactic analysis.

The programming tools (with the matching procedure as a core) developed to support the language were
experimentally tested while investigating two quite different applications, the first is terminology analysis of
scientific and technical texts, and the second is processing of NL phrases for question answering. The
programming tools (including the user interface similar to a text browser driven by patterns) have demonstrated
their working efficiency.

Our experience shows that LSPL language is well-suited for quite different NL processing tasks. Another potential
applications of the language to be further investigated include text summarization, computer-aided editing of
scientific and technical texts, and intra-document browsing and retrieval.
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COMPUTER SUPPORT OF SEMANTIC TEXT ANALYSIS OF A TECHNICAL
SPECIFICATION ON DESIGNING SOFTWARE

Alla V. Zaboleeva-Zotova, Yulia A. Orlova

Abstract. The given work is devoted to development of the computer-aided system of semantic text analysis of a
technical specification. The purpose of this work is to increase efficiency of software engineering based on
automation of semantic text analysis of a technical specification. In work it is offered and investigated a technique
of the text analysis of a technical specification is submitted, the expanded fuzzy attribute grammar of a technical
specification, intended for formalization of limited Russian language is constructed with the purpose of analysis
of offers of text of a technical specification, style features of the technical specification as class of documents, ,
algorithmic support of semantic text analysis of a technical specification and construction of software models are
considered, recommendations on preparation of text of a technical specification for the automated processing are
formulated. The computer-aided system of semantic text analysis of a technical specification is considered. This
system consist of the following subsystems: preliminary text processing, the syntactic and semantic analysis and
construction of software models, storage of documents and interface.

Keywords: natural language, semantic text analysis, technical specification.

ACM Classification Keywords: |.2.7 Natural Language Processing

Introduction

Most known of the commercial software products used at designing of the software, basically are intended for
visualization intermediate and end results of process of designing. Some of them allow to fully automate last
design stages: generation of a code, creation of the accounting and accompanying documentation, etc. Thus the
problem of automation of the initial stage of designing - formations and the analysis of the text of the technical
project remains open. It is connected to extraordinary complexity of a problem of synthesis and the analysis of
semantics of the technical text for which decision it is necessary to use methods of an artificial intellect, applied
linguistics, psychology, etc. However, it is possible to come nearer to achievement of the given purpose, having
allocated some small subtasks quite accessible to the decision by known methods of translation.

Proceeding from the aforesaid, it is possible to draw a conclusion, that the problem of creation of means for
automation of process of designing is actual [1]. Ideas of a developed direction realization of the unified
procedures of the designing equally answering to requirements of the expert - designer and requirements to
technology to modelling of software products is main.

Area knowledge of software design consists of the following topics: basic concepts of design software, the key
issues of designing software structure and software architecture, analysis and evaluation of the quality of design
software, notation software design, strategy and methods of designing software.

In the modern information technology has an important place tools, systems development and maintenance of
software. These technologies and the environment form a CASE-systems. The well-known CASE-systems, such
as BPWin, ERWin, OOWin, Design / IDEF, CASE-Analyst, Silverrun, Rational Rose, Vantage Team Builder, S-
Designer, etc., allow partially automate the process of designing software. However, as shown by the analysis,
these systems automate the final stages of design software, such as the creation of the balance sheet and
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accompanying documentation, code generation, etc. The initial phase of the design - text analysis specification
and construct a model of software - runs an analyst and automate of this phase remains open.

On CAD-department of the Volgograd state technical university questions of automation of designing of software
products with use of natural - language support for a number of years are investigated.

Ideas of a developed direction realization of the unified procedures of the designing equally answering to
requirements of the expert - designer and requirements to technology to modelling of software products is main.

Designing of the software at the initial stages with use of a natural language is based on the following main
principles:

1. Performance of all design procedures is modelled in language of internal representation of system. Internal
representation is the unified model of designing of the software, based on methodology of the theory of systems
and technologies of natural language processing.

2. A number of representations of the project is generated. Translation of a condition of the project into the certain
language which is distinct from language of internal representation refers to as representation. Programming
languages, natural languages or artificial formal languages of modelling of processes of designing can be
attributed to such languages (UML, IDEF-diagrams, model of diagrams of streams of the data). Different
representations reflect only separate aspects of the project.

3. Thus due to use of uniform internal model consistency of representations is provided.

4. The software of process of the designing, guaranteeing an opportunity of conducting the project on any of
languages of representations is developed.

5 The basic language of representation of the project for the person - the customer and the designer - is the
natural language. Dialogue between the customer and the designer is traditionally conducted in a natural
language - language of human dialogue, but, as a rule, are entered new formalism- diagrams, circuits, schedules.
According to the developed concept, natural - language representation of the project supplements formal and
serves as the tool facilitating understanding of process of designing.

As illustration of process of designing ON with use of the offered concept the diagram «to be», resulted on figure
1 serves.

The given work is devoted to development of the computer-aided system of semantic text analysis of a technical
specification.

The purpose of this work is to increase efficiency of software engineering based on automation of semantic text
analysis of a technical specification (TS). To achieve this purpose it is necessary to solve the following tasks:

1. To carry out the analysis of software engineering process and models of semantic text analysis;
2. To develop a technique of the text analysis of a technical specification;
3. To develop and investigate semantic model of the text of a technical specification;

4. To develop algorithmic maintenance of analysis of text of a technical specification and automatic construction
of the software models;

5. To realize developed formalisms, a technique and algorithms as system of automation of the initial stage of
designing software.
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Figure 1: Diagram of process of designing «TO BE»

A Technique Of The Text Analysis Of A Technical Specification

In work it is offered and investigated a technique of the analysis of the text of a technical specification is
submitted, the fuzzy attribute grammar of a technical specification, intended for formalization of limited Russian is
constructed with the purpose of analysis of offers of text of a technical specification, style features of the technical
specification as class of documents are considered, recommendations on preparation of text of a technical
specification for the automated processing are formulated.

A technique of the analysis of the text of a technical specification consist of three stages: semantic text
processing, creation of frame structure and creation of data flow diagrams of system described in the technical
specification. (see Figure 2).

For realization of the first stage of a technique the semantic model of the text of a technical specification,

including the requirements formulated as the document in the limited natural language has been developed; the
second stage - the frame structure being internal representation of requirements; the third stage - model of
software as the description of requirements in graphic language Data Flow Diagrams.

The semantic model of the text of a technical specification contains the developed expanded fuzzy attribute

grammar above frame structure of the formal document "Technical specification” which allows to display contents
TS most full.

The expanded fuzzy attribute grammar, necessary for the automated analysis of the text of a technical
specification, is determined as:

AG=<N,T,P,S,B,F, A DA)>,
where N - final set of non-terminal symbols; T - not crossed with N set of terminal symbols; P - final set of rules; S

- the allocated symbol from N, named an initial symbol; B - set of linguistic variables Bx;, corresponding to terminal
symbols T (a variable i on k level); F - set of functions of a belonging fi;, determining a degree of belonging my;
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linguistic variables By;; A - set of attributes, A = AsinUAsem, where Asin - syntactic attributes, Asem - semantic
attributes; D (A) - final set of semantic actions. The fragment of grammar is submitted in table 1.
Linguistic variables from set B = {Bx}i used for the analysis of the text of a technical specification is described by
the following five:

Bi=<B, T(B), U, G, M>,
B - name of linguistic variable (basis for development, purpose of development, technical requirements to a
program product, a stage and development cycles, etc.);

T(B) - language expressions. For linguistic variables of the top level they are the linguistic variables corresponding
to terminals of the right part of a rule. For linguistic variables of the bottom level — fuzzy variables, that is
expressions of a natural language.

U - Set of all probable values, T (B) = U;

G - rules of the morphological and syntactic description of language expressions which determine syntactic
attributes Asin;

M - a semantic rule for linguistic variables which is induced by morphological and syntactic rules as the sense of a
term in T is in part determined by its syntactic tree, and semantic attributes Asem.

Methods of representation connections between rules are broadcast on language of fuzzy mathematics. Thus
connections are represented by fuzzy relations, predicates and rules, and sequence of transformations of these
relations - as process of an fuzzy conclusion.

Linguistic variables of the top level are compound, that is include linguistic variables of the bottom level. Due to
this it is possible to construct a tree of linguistic variables and to establish dependence between them.

Level of formalization Level of realization Technique

Natural language

(NL) Text of a technical
specification in the i

<} - P > (e Processing of a D

limited natural chnical specificatio

Fuzzy attribute

grammar language
Internal
representation v
<+ 4 Frames R=<F,DF> ={ Creation of frames )
Frame
structure

Formal model

(FM) Diagrams:
<3— - 1. General structure <—CCreation of diagrams)
Data Flow 2. Carried out
diagrams functions

Figure 2: Technique Of The Text Analysis Of A Technical Specification
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Table 1: Fragment of the developed fuzzy attribute grammar above frame structure of a technical specification

5 <list of incomingl<incoming data flow name > :: 'Name' <incoming data flow description> :: 'Contents
" |data flows > < list of incoming data flows >| €
<incoming data flow{The text containing "entrance" or “entrance data ":: 'Clause' <incoming data
description> flow>::“Frame Data Flow=Creation ”, “Input=Giving”
<incomin da ta[<Number of data units>]:: “Slot AMOUNT OF DATA = Giving” [<Type of data>]::
B2 o> g SLOT TYPE OF DATA = Giving ” <the Name of incoming data flow >:: “ Slot NAME
OF INCOMING DATA FLOW= Giving”
B <function < function type < name of the functions liss > :: 'Name'< function description >::
2 specification > "Frame FUNCTION = Creation ”; < List of functions> | €
B21 [ function type >  |«mainy | «basicy | «additional»
8 <function < Name of function>:: 'Name', “ Slot NAME OF FUNCTION = Giving ” < List of
22 description > incoming data flow > <List of out coming data flow>

Functions of an a belonging from set F = {f¢i} linguistic variables {B«k,, are necessary for construction of an
fuzzy conclusion. In particular, to each rule of grammar from set P function of a belonging fk; is put in conformity.
This dual system of substitutions is used for calculation of sense of a linguistic variable.

Actually grammar of a technical specification is used for splitting the initial text of the document into sections and
processings of most important of them for our problem. It needs precise observance of structure of the document.
Technical specification represents the structured text consisting of sequence of preset sections.

The frame structure of the technical specification is submitted as:

R = <NR7E7Z70R>

where Nris a name of system, Fris system functions vector, Iris incoming data flows vector, Oris outgoing data
flows vector.

Fr=(F)F2 F}Y Fi=(Np,I},D;,G},H},0;)

, then )

Fy , Ir. incoming data flows vector of F function, 2 » - the name of the action

G H

Where v Fe a name of function

which are carried out by function, P subject of the function action, F . restrictions on function, Or. a

outgoing data flows vector of F function.
Let's denote the data flow by DF (Data Flow), then Ir, Or, Ir, Or are denoted by:

DF:<NDF7DDF7TDF’CDF>

Where  or - data flow name, £ o - data flow direction, 7o - data type in flow, € or - data units per frame.
The model proposed is represented as a frame model with “a-kind-of” links (see Figure 3).

Algorithmic support Of Semantic Text Analysis Of A Technical Specification And Construction
Of Software Models

General algorithm of semantic text analysis of a technical specification consists of the following blocks:
preliminary text processing, syntactic and semantic analysis and construction of software models. Preliminary text
processing is carried out using the apparatus of finite state machine, one of which is shown in Figure 4.
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Figure 3: Frame network
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Figure 4: Finite state machine parsing of the text top-level technical specification

Preliminary text processing is necessary to share of a technical specification on separate lexemes. The incoming
information of a subsystem is the text of a technical specification in the limited natural language, the target
information - tables of sections, sentences and lexemes of a considered technical specification. Results can be
submitted both as corresponding tables, and as a tree of sections.

Already after the first stage work not with the text of a technical specification, but with its parts submitted on
sections is made. On a course of work of a technical specification shares all over again on more and more fine
sections, then on separate sentences (with preservation of sections structure) and lexemes with the instruction of
an accessory to sentences.

The input symbols of a finite state machine: c1 - empty space, c; - space, cs - a new line, ¢ - the end of the text,
c5-"1"'.'9, ¢c6 - T, cO - any other lexemes. Intermediate condition of finite state machine: a1 - start parsing
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section number, a; - a sequence of lexemes - text, as - a sequence of lexemes - numbering, a4 - start parsing the
section name, as - a sequence of lexemes - the section name, as - start parsing the text of section or an
application, ar - a sequence of lexemes - the continuation of the text section or application, as - start parsing the
application name, aq - a sequence of lexemes - the name of the application, ao - the end of technical specification.

In the course of a finite state machine lexemes acting on its entrance, collect in the buffer. In certain conditions,
finite state machine the recording of the current contents of the buffer in one of the tables, after which the buffer is
emptied. Work of finite state machine proceeds up to achievement of a final condition.

The output of the algorithm preliminary text processing of the text formed a set of tables: sections, sentences and
lexemes. After this table obtained are fed to the algorithm of semantic analysis (Fig. 5).

General algorithm of semantic analysis Algorithm for constructing a tree of linguistic variables P ;

C START ) ( START )

recccccccccccccan ,
{INPUT: '

Linguistic variable
Lower level?

Compiling grammar

Tree of grammar:

Code term

ID of the parent term Tree construction of

]T\;We (lfrmmal/"omermmal) linguistic variables By, Calculate the degree of
ame term R . . R .

Syntactic attribute I affiliation p,, linguistic

Semantic attribute variable B,; on the

Linguistic variable Calculate the degree of membership function
affiliation p, linguistic defined for rule P
Tree construction of Va”ableh?“ ff’n th.e
linguistic variables membership function
B _
- OO OO SROOOOE ) f;f,i({ukﬂ,_]})_qlwl,i*Z::llulwl,j
1OUTPUT: ] -
+ Frame structure in xml or .
+ html documents ]
----------------- No Yes
Table frames: and rule contains an
Code frame attribute of constractiop
Code-type frame
Table slots frames:
Slot Code Constraction frames
Name slot
Code frame
The value of slot I |
C END ) ( END )

Fig. 5. Algorithm for semantic text analysis of a technical specification

The semantic analysis of a text is made on the basis of the developed grammar of text of a technical
specification.

Rules of top level serve for analysis of sections of top level. Rules for analysis of sections consist of two parts: the
first part serves for analysis of a section name; the second part serves for analysis of a text contents in section.
Symbols of the given grammar possess syntactic attributes. In attributes of non-terminal symbols names of
frames or names of slots in which the information received during the further analysis should be placed are
specified. Syntactic attributes of text can be in addition specified in attributes of terminal symbols. Comparison of
words at analysis is made in view of their morphology. During analysis the syntactic and morphological analysis

are made only in the event that there is such necessity that time of performance of semantic analysis is
considerably reduced.

Let's consider a fragment of the developed attribute grammar submitted in a xml-format:
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. <global-rule id="Section42" comment = "Section 4.2. Requirements to functional characteristics">
<rule><ruleref uri="#Sectiond2Name"/><ruleref uri="#Section42x"/></rule></global-rule>

<global-rule id="Section42Name" sectionPart="Name" comment= "Heading of the unit 4.2."><rule><clause
clauseType="UNCERTAIN"/><rule type="or"><words contains="Functions"/> <words contains= " functional
characteristics "/> </rule></rule></global-rule>

<global-rule id="Section42x" frame= "FunctionFrame" frameSlot="Function" comment="Function"><rule> <ruleref
uri="#Sectiond2xName" /><ruleref uri="#Section42xContent" /> </rule></global-rule>

<global-rule  id="Section42xContent"  sectionPart="Content"  comment="Inputs and  outputs  of
function"><rule><ruleref  uri= "#Section42xInputs"  minOccurs="0"/><ruleref  uri="#Section42xOutputs"
minOccurs="0"/></rule></global-rule>

<global-rule id="Section42xInputs" comment="Inputs of function">

<rule><sentence/><clause/><rule  type="or"><words  contains="Inputs"/> <words  contains="entrance
data"/></rule><ruleref uri="#Input" maxOccurs="unbounded"/></rule></global-rule> ...

Semantic analysis is based on the developed fuzzy attribute grammar over the frame structure of text of a TS:

1. Each linguistic variable of a technical specification being reviewed, to result in the linguistic tree, end-vertices
are fuzzy variables.

2. Fuzzy variables in the final vertices of the tree is assigned their meaning and then using a system of rules P
and the corresponding membership functions fi; is determined by the meaning of the linguistic variable
corresponding to the left side of the rule.

Rules of the upper levels are used to parse sections of the upper level. The rules for parsing section consists of
two parts: the first part is to parse the title of the section, the second part is to parse the text content section.

For some linguistic variable P value of membership function: pki= fii (Mk+1.1, Mk#1.2,-.., Mk+1,0), Where the specific
value x; - degree of linguistic affiliation variable By;. Initially, we say that all the linguistic variables of the lower
level make the same contribution to the value of membership function, so you can say that the membership
function of linguistic variable fx;:

fk,i({ukﬂ,j}) =G * Zj:1 M,

where Lk +, j - degree of linguistic affiliation variable Bx;; gk +1,; = 1/ n - contribution of degrees of linguistic
affiliation variables in the value of membership function. At the lower level membership function are defined.

Calculated i, i compared with i, which is the limiting value of the degree of affiliation. If i, > W, and the rules
specified syntactic or semantic attributes, then creates frames and slots, which can hold the text of the linguistic
variable.

3. Then the tree of linguistic variables cutting back so calculated linguistic variables were end-vertices of the
remaining subtree.

This process is repeated until there is no sense to calculate the linguistic variable corresponding to the root of the
source tree. The main purpose of this procedure is to associate the meaning of a linguistic variable with the
meaning of its fuzzy variables by fuzzy attribute grammar above frame structure of a technical specification.

During parsing syntactic and morphological analysis is only done if there is a need, which significantly reduces
the run-time semantic analysis. If the rules of grammar meets terminal with syntactic attribute, then run the
parsing mechanism of semantic analysis for the current sentences [2]. After creating a tree of linguistic variables
begin construction framing descriptions of a technical specification. It uses information about the frames and the
names of slots, which is contained in the attributes of grammar symbols.
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The resulting frame structure contains significant information about the system: information about the inputs and
outputs of the system, functions and limitations. For each function is also provided inputs and outputs. This allows
on the basis of frame structure to obtain a Data Flow Diagrams, which is described in the technical
specifications. Algorithms for creating frames carries out construction and ordering the column of data flows, and
also creation the figures of data flow diagrams in Microsoft Office Visio (Fig. 6).

Algorithm for creating frames Algorithm for creating diagrams
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Fig. 6. Algorithms for creating frames and construction of Data Flow Diagrams

For construction of data flows it is prospected of functions inputs conterminous to system inputs. Then functions
on which all inputs data act, are located on the one level of diagram. Their inputs incorporate to system inputs.
Further it is prospected functions which inputs coincide with outputs of functions received on the previous step.
They are located on the following level, their inputs incorporate to outputs of the previous levels functions and
with system inputs.

Work of algorithm proceeds until all functions will not be placed on the diagram. After that connection of function
outputs with necessary system outputs is made.
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Computer-Aided System Of Semantic Text Analysis Of A Technical Specification

The computer-aided system of semantic text analysis of a technical specification consist of the following
subsystems: preliminary text processing, the syntactic and semantic analysis and construction of software
models, storage of documents and interface (see Figure 7).

The computer-aided system of semantic text analysis of a technical specification is developed on Microsoft .NET
Framework 2.0 platform (language of development C#) using integrated development environment Visual Studio
2005. Tables are stored in XML, and their visual representation is possible using XSL-transformation. Obtained in
the semantic analysis of the framing description is also stored in XML. Building a data flow diagram by means of
interaction with the program MS Visio.

Scientific Novelty

Scientific novelty consists in the following: a technique of text analysis of a technical specification at the initial
stages of software engineering, including semantic model of text of a technical specification, transformation
matter of text into the frame structure and construction of model of the software on its basis are developed.

1. New semantic model of text of a technical specification is represented as a fuzzy extended attribute grammar
over frame structure, containing syntactic, semantic attributes and linguistic variables.

( )
Subsystem Subsystem
y Subsystem osystem - _ 22— — ——
«Storage of |« , « P «Preliminary text |
Interface .
documents» processing» r————————— 1 |
1 3
L}
- [ DB of sections,
| sentences and
________ | lexemes
A A 4
Subsystem y Subsystem
«Semantic analysis» [ ~ | «Syntactic analysis»
) T *
1 a |
Subsystem
“Construction of Frame S DB t' Syt ‘ DB
data flow diagrams” structure «semantic «Syntactic Morphological
I rules» rules» dictionary
. 10
2
MS Visio Functional connection——» — — — — Information connection— — — —»
1 - Files of documents 2, 3 - Data about sections, sentences and lexemes
4 - Syntactic units, groups, clause 5,9 — Frames
6 - Semantic rules 7 - Syntactic rules
8 - Morphological attributes 10 - Inscriptions and coordinates of data flow diagrams figures

Figure 7: Architecture of computer-aided system of semantic text analysis of a technical specification

2. Proposed and developed methods and algorithms designed to transform the source text of a technical
specification developed in a frame structure, which is a description of the requirements to the software.

3. A method of constructing models of the software described in the technical specification in the form of data
flow diagram is developed.



New Trends in Classification and Data Mining 129

Practical Value

Practical value of work is that as a result of development and introduction of a suggested technique quality of
software engineering raises due to automation of routine work of the person on extraction of helpful information
from standard documents and to displaying it as software models. Thus, developed an automated system
improves to increase efficiency of software design at the initial stage by reducing the time working on technical
specifications and increase the quality of the result. Software designing differs from designing in other areas of a
science and technics a little, therefore it is possible to expand results of the given work for application in other
areas of human knowledge. Thus, opening prospects raise a urgency of the given work.

Conclusions and Future Work

The result of this work the following results:

1. The analysis of the process of designing software, the existing models and methods for word processing is
carried out, show the importance of the specification of projects and the importance of the analysis stage in the
process of software development. Justified necessity of automating the initial stages of software design and, in
particular, the semantic analysis of text specification to identify the functional structure of the system described in
the specifications.

2. Developed technique of text analysis specification, designed for text processing in the early stages of software
design and containing the formalisms necessary for representing the semantics of the software requirements at
the early stages: the semantic model of the text specification, frame structure and a formal model. The technique
of analysis involves three stages: semantic processing of text, creating frame structure and the creation of a
model of software as a data flow diagram of the system described in the specifications.

3. Analyzed the stylistic features of the text specification, based on which developed a semantic model of the text
specification, is an extended fuzzy attribute grammar over a frame structure containing syntactic, semantic
attributes and linguistic variables. A frame structure, which is an internal representation requirements to the
software and allows the automated system to be universal with respect to the natural language user-designer.

4. Proposed algorithms of semantic analysis of text and technical specification: a preliminary text processing,
syntactic and semantic analysis and modeling software. preliminary text processing by using the apparatus of
finite state mashine, which results are generated tables of section, sentences and lexemes. Semantic analysis of
text is based on the developed fuzzy attribute grammar. Developed algorithmic operations to calculate the
meaning of linguistic variable and the construction of fuzzy inference. Based on the tree of linguistic variables and
semantic attributes created frame description of the system and implemented the construction of a model of
software as a data flow diagram.

5. Developed formalisms, methods and algorithms are implemented in the form of automation systems initial
stage of software design "SemantikaTS" platform Microsoft. NET Framework 2.0 (development language C #)
using a visual programming environment Visual Studio 2005. Building a data flow diagram implemented in MS
Visio.
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LINGUISTICS RESEARCH AND ANALYSIS OF THE BULGARIAN FOLKLORE.
EXPERIMENTAL IMPLEMENTATION OF LINGUISTIC COMPONENTS IN BULGARIAN
FOLKLORE DIGITAL LIBRARY

Konstantin Rangochev, Maxim Goynov,
Desislava Paneva-Marinova, Detelin Luchev

Abstract: The observation of the lexical structure of the Bulgarian folklore is very important task for different
science domains such as folkloristic, ethnology, linguistics, computational linguistics, Bulgarian language history,
etc. Until today, such a linguistic analysis hasn’t been made; it is unclear what is the lexical structure of Bulgarian
folklore works. First attempt for computational lexical analysis of the Bulgarian folklore and its constituents is
made during the "Knowledge Technologies for Creation of Digital Presentation and Significant Repositories of
Folklore Heritage" 1. During the project the Bulgarian folklore digital library (BFDL) is designed and developed. In
its structure it is implemented linguistic components, whose aim is the realization of different types of analysis of
folk objects from a text media type. Thus, we lay the foundation of the linguistic analysis services in digital
libraries aiding the research of kinds, number and frequency of the lexical units that constitute various folk
objects. This paper presents basic types of dictionaries needed to carry out such linguistic analysis. It describes
the BDFL Linguistics Search in sets of folklore objects of text media type and a linguistic component for frequency
analysis of the folklore vocabulary. Finally, a project for implementation of a dictionary - concordances of songs,
prose, interviews, etc. is outlined.

Keywords: multimedia digital libraries, systems issues, user issues, online information services

ACM Classification Keywords: H.3.5 Online Information Services — Web-based services, H.3.7 Digital Libraries
— Collection, Dissemination, System issues.

Introduction

The main component of the linguistic research of the Bulgarian folklore is the analysis of its lexical structure: How
many and what token it contains? Is there and what is the domination or the lack of some groups of tokens, efc.
Until today, such a linguistic analysis hasn't been made; it is unclear what is the lexical structure of Bulgarian
folklore works. With a few exception (for Bulgarian heroic epoc [Rangochev, 1994] and for 'Veda Slovena",
http://www.bultreebank.org/veda/index.html) lexical analysis for the Bulgarian folklore and its constituents is
missing, the regional characteristics of the folklore lexical structure is unknown. Unfortunately, in 2010 the
Bulgarian linguistics, folklore, ethnology, etc. cannot answer the question what are the lexical components of
Bulgarian folklore (number, frequency, word forms, etc.) and so far, this type of research is carried out
systematically and with a purpose.

" The “Knowledge Technologies for Creation of Digital Presentation and Significant Repositories of Folklore Heritage” is a national
research project of the Institute of Mathematics and Informatics, supported by National Science Fund of the Bulgarian Ministry of Education
and Science under grant No 10-03/2006. Its main goal is to build a multimedia digital library with a set of various objects/collections
(homogeneous and heterogeneous), selected from the fund of the Institute for Folklore of the Bulgarian Academy of Science. This
research aims to correspond to the European and world requirements for such activities, and to be consistent with the specifics of the
presented artefacts.



132 ITHEA

In the project, named "Knowledge Technologies for Creation of Digital Presentation and Significant Repositories
of Folklore Heritage" (Folkknow) [Paneva-Marnova et al., 2009] [Luchev et al., '08b] the attention was directed to
these researches in order to enrich both the content and functionality of the developed multimedia digital library of
Bulgarian folklore (also called Bulgarian Folklore Digital Library or BFDL, FDL) [Rangochev et al., '07a]
[Rangochev et al., '08]. Thus we aim to expand the target group of potential users of the library, covering not only
those who are interested in Bulgarian folk music, but also narrow specialists in different fields of humanities
(folklore, ethnology, linguistics, text linguistics, structural linguistics, etc .). Digital library with similar services are
presented at [Pavlov and Paneva, 2007] [Pavlova-Draganova et al., 2007a] [Pavlov et al., 2006].

The Bulgarian folklore digital library has a flexible structure that involves the addition of linguistic components,
whose main task is the realization of different types of analysis of folk objects from a text media type. This article
presents the basic types of dictionaries needed to carry out such linguistic analysis. It describes the BDFL
Linguistics Search in sets of folklore objects of text media type and a linguistic component for frequency analysis
of the folklore vocabulary. Finally, a project for implementation of a dictionary - concordances of songs, prose,
interviews, etc. is outlined.

Frequency Dictionaries and Concordance Dictionaries

The frequency dictionary presents the frequency of the lexemes in a definite corpus of texts. It is considered that
the facts in one frequency dictionary are reliable enough if there are minimum 20 000 lexical units in it. The
frequency dictionaries gave versatile information: presence/ absence of definite lexemes or group of lexemes in
comparison with a standard frequency dictionary of the Bulgarian speech [Radovanova, 1968]; frequency of verbs
(the so called “verb temperature” [Gerganov et al., 1978] (for the Bulgarian speech at least 21 % verbs in the
examined corpus of texts); investigating of the paradigmatic relations in the vocabulary of the text corpus (river-
stream- brook- rill...). The domination of group lexemes and respectively small number or absence of other group
reveals the constituent characteristics of the text type and its originators.

> A general frequency dictionary — it contains the all lexical units which are in the BFDL (songs, proverb
and descriptions of the rites...);

> A regional frequency dictionary — it contains all the text units which come of a definite folklore region or
of a concrete settlement (if there are enough texts). Practically, this is a dialect dictionary of the region/
settlement as far as the folklore regions coincides with the dialect areas.

> A functional frequency dictionary — it contains all the text units which have identical functions:
descriptions of the rites, various types of songs, narratives etc. This kind of dictionary would describe
some genre specifics of the different parts of the Bulgarian folklore;

> Another dictionary — by user’s wish.

The advantage of creating of frequency dictionaries is the possibility to make comparisons between the different

types of texts and it can be also followed the tendencies in the dynamics of the lexis — presence/ absence of
various group of lexemes, etc.

The following table illustrates the comparison of the Bulgarian folklore and spoken languages based on data
available in frequency dictionaries.
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Rank list
Bulgarian spoken language' Bulgarian heroic epoc?
1. com—-4041 1. cbm—1342
2. n-3764 2. pa-1247
3. pa-3148 3. cn-548
4, a3-2433 4. Mapko—-1036
5. Ton-2288 5. ce-828
6. He-10956 6. Ha-3801
7. ce-1928 7. n-79%
8. To3n-1701 8. na-657
9. Ha-1669 9. y-582
10. ™n—1249 10. 5—-553
1. we—-1183 11. Ta—526
12. eguH—1 131 12. He —412
13. B—-1099 13. toHak — 396
14. cn-1065 14. ro-338
15. kasBam — 1 045 15. my - 320
16. Ta-1044 16. ye - 318
17. Bukam —1 031 17. a—286
18. Te—1014 18. koH - 276
19. kakbB - 938 19. o1-272
20. 3a-913 20. mun-233
21. ye-874 21. =225
22. ¢-809 22. wo-222
23. vmam - 768 23. no-218
24. Taka-742 24, nobwup - 201
25. oT-731 25. tpn - 201

Table 1: Comparison of the Bulgarian folklore and spoken languages.

Concordance dictionaries are these which show the lexeme with/ in her context — it is present the previous one
(or more than one) lexeme and the following lexeme according to the examined lexeme. Example: “Fifty heroes
are drinking wine” — the underlined lexeme is the examined and the lexemes in italic are her context. Of course,
about the songs this could be concordance dictionary of their verses, about the narrative texts (descriptions of the
rituals, etc.) — sentences in which they are contained (from point to point...). The creating and using of

" The frequency dictionary is made of texts of the Bulgarian spoken language and the corpus contains 100000 lexemes [Nikolova, 1987].

2 The frequency dictionary is made of 100 song from [Romanska, 1971] and the texts of the songs contains 7871 verses while there are in
it 40042 lexemes.
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concordance dictionaries of the texts from BFDL would give good possibilities for folklorists and ethnologists to
solve a series of problematic areas as presence/ absence of formulas in the folklore songs and epics, the
structure of the folklore text, efc.

Linguistic Search in Set of Folklore Objects of Text Media Type

This type of a search has for aim to supply the needs of linguists and explorers of the Bulgarian dialects for
researching the language of the “folklore song’, the “folklore prose”, etc. The variants for searching of folklore
objects of text media type are the following:

» Search of a word in the different types of dictionaries;

» Search of two or more words — searching of verbal formulas in the folklore lexis: “Drinking wine”, “Marko
seated”.

> Search of a group of words - this has for aim to investigate the paradigmatic relations in the folklore
lexis (river- stream- brook- rill...) — for example, the frequency of the lexemes, verses/ sentences in
which they are, number, numbering in the song, etc. of the verses/ sentences.

» Search for a root of a word for studying the folklore word-formation: ‘drink” (I am drinking, | have drunk,
they have drunk...).

A Frequency Dictionary in BFDL. A Project for Concordance Dictionary about Songs, Prose,
Interviews, etc. in BFDL

In the process of the primary testing of BFDL come into being the necessity of insurance of resources for
linguistic analysis of the folklore knowledge. For this aim it was projected and worked out a frequency dictionary
with the following functional specification:

> Linguistic analysis of the available multitude of folklore objects of text media type in BFDB;
> Determination of the frequency of meeting the lexemes in text folklore objects;
» Creating of lists of the lexemes,
o infrequency order
0 in alphabetical order.
» Taking the number of the lexical units;
» Taking the number of the repeats of the lexical units.

Figure 1 depicts the sequence of actions that has to be executed in order to be generated a frequency dictionary.
Standard step is the passing through BFDL search service and its sub-functions: 1) user searches by some
criteria; 1.1) service performs search in metadata repository, 1.1.1) service gets media data for the found objects,
1.1.1.1) service returns all found media objects by the search criteria, and 1.1.1.1.1) result sent to user. When the
result set is generated the user could choose to generate a functional dictionary (step 2). Dictionary generation is
performed and the result is shown by frequency or alphabetically.
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Figure 1: Sequence Diagram

Figure 2 depicts analysis class diagram for the BFDL linguistic component.
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The diagram shows the relations between the data package, the dictionary package and the search service. In
the dictionary package there are clearly illustrated different types of generators for frequency dictionary, regional
frequency dictionary, functional frequency dictionary and dictionary-concordance.
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NATURAL INTERFACE TO ELECTION DATA

Elena Long, Vladimir Lovitskii, Michael Thrasher

Abstract: Modern technology has the facility to empower citizens by providing easy access to vital electoral
information. The majority of such users simply want to use the information; they do not wish to become embroiled
in technological details that provide that access; the technology is a means to an end and if allows to obscure the
real purpose (to access information) it represents a cost not a benefit. Much of the potential benefit is therefore
lost unless a simple and consistent interface can be provided which shields the user from the complexity of the
underlying data system retrieval and should be natural enough to be used without training. Currently there are
limited tools and information available online where end users can view and interrogate electoral data. The main
purpose of our paper is to report upon developments that seek to provide an easy to use interface for users to
obtain information regarding the results of general elections within the United Kingdom (UK).

Keywords: natural interface, natural language processing, database accessing, SQL-query, production rules

ACM Classification Keywords: 1.2 Artificial intelligence: 1.2.7 Natural Language Processing: Text analysis.

Introduction

Following the rapid development of both computer and communications technologies, our society now has the
potential to access vast amounts of information almost instantaneously on a world-wide basis. One of the major
obstacles to achieve it is to realising the potential for wealth and knowledge creation that information represents
is the means of simple access by naive users to relevant information locked in possibly complex data structures.
Individuals are not expected to know in detail what information is required, or where it might be found and
certainly does not know about data structures. In respect of electoral data, for example, the citizen simply
requires information that is relevant to his or her particular area of interest - and no more.

This paper represents results of our further research in the natural language interface creation to database (DB)
[V.A.Lovitskii and K.Wittamore, 1997; Guy Francis et al., 2007; Elena Long et al., 2009]. The data source
addressed here is the DB with the results of 2005 UK General Election. The result is our current vision of “natural
interface” has been implemented (http://141.163.170.152:8080/NITED/NITEDJSP.jsp) as a Web application
named NITED (Natural Interface To Election Data) where a user can see essential election data online. The aim
of design is that the application must offer simple, intuitive and responsive user interfaces that allows users to
achieve their objectives regarding information retrieval with minimum effort and time..

Despite the intuitive appeal of a natural language interface, some researchers have argued that a language like
English has too many ambiguities to be useful for communicating with computers. Indeed, there is little
experimental data supporting the efficacy of a natural language interface, and the few studies that have
compared natural language interfaces to other styles of interface have been generally negative towards the
former.

Indeed, two major obstacles lie in the way of achieving the ultimate goal of support for arbitrary natural language
queries. First, automatically understanding natural language (both syntactically and semantically) remains an
open research problem. Second, even if there were a perfect parser that could fully understand any arbitrary
natural language query, translating the parsed natural language query into a correct formal query still remains an
issue since this translation requires mapping the understanding of intent into a specific database schema.
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Natural language is not only very often ambiguous but is dependent on a great deal of world knowledge. In order
to implement a working natural language system one must usually restrict it to cover only a limited subset of the
vocabulary and syntax of a full natural language. This allows ambiguity to be reduced and processing time to be
kept within reasonable bounds. In order for it still to be considered a natural language interface, most of the
positive traits of a general natural language interface would have to be maintained. To retain the properties of
ease of use and ease of remembering, the limitations of the system must somehow be conveyed to the user
without requiring them to learn the rules explicitly.

Natural language interfaces, if they are the only form of interaction, do not take advantage of the capabilities of
the computer -- those strategies that work in human-human communication are probably not best suited to
human-computer interactions, where the computer can display information many times faster than people can
enter commands

The principal purpose of our paper is to offer the natural (versus natural language) user interface which makes it
easy, efficient, and enjoyable to operate NITED in a way which produces the desired result. This generally means
that the user is required to provide minimal input to achieve the desired output, and also that NITED minimizes
undesired outputs or data clutter.

Reading this paper will tell you the following:
+ Natural user interface.

+ Natural user enquiry.

* Help instructions.

* Production rules.

+ Natural enquiry to SQL query conversion.

Natural User Interface

The natural user interface (NUI) is a key to application usability. NUI is needed when interaction between users
and NITED occurs. The goal of interaction between the user and the NITED at the NUI is effective operation and
control of the NITED, and feedback from the NITED in desirable for the user format i.e. NUI provides a means of
input, allowing the users to ask question, and output, allowing the NITED to reply on user’s question.

The design of a NUI affects the amount of effort the user must expend to provide input and to interpret the output
of the system, and how much effort is required to learn this. Usability is mainly a characteristic of the NUI, but is
also associated with the functionalities of the product and the process to design it. It describes how well the
NITED can be used for its intended purpose by its target users with efficiency, effectiveness, and satisfaction,
also taking into account the requirements from its context of use. A key property of a good user interface is
consistency.

There are three important aspects [http://en.wikipedia.org/wiki/User _interfac ] to be taken into account. First, the
controls for different features should be presented in a consistent manner so that users can find the controls
easily. For example, users find it very difficult to use software when some commands are available through
menus, some through icons, and some through right-clicks. A good user interface might provide shortcuts or
"synonyms" that provide parallel access to a feature, but users do not have to search multiple sources to find
what they're looking for.
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Second, the "principle of minimum astonishment" is crucial. Various features should work in similar ways. For
example, some features in Adobe Acrobat are "select tool, then select text to which apply." Others are "select
text, then apply action to selection.

Third, user interfaces should strive for minimum change version-to-version -- user interfaces must remain upward
compatible. For example, the change from the menu bars of Microsoft Office 2003 to the "ribbon" of Microsoft
Office 2007 is universally hated by established users, many of whom found it difficult to achieve what had
become routinized tasks. The "ribbon" could easily have been "better" in the mid-1990's than the menu interface if
writing on a blank slate, but once hundreds of millions of users are familiar with the old interface, the costs of
change and adaptation far exceed the benefit of improvement. The vast majority of users viewed this forced
change, without a backward-compatibility mode, as unfavorable; more than a few viewed it as verging on
malevolence. Re-design should introduce change incrementally such that existing users are not alienated by a
revised product.

Good user interface design is about setting and meeting user expectations because the best NUI from a
programmer's point of view is not, as a rule, the best from a user's point of view.

We have tried to create a NUI to improve the efficiency, effectiveness, and naturalness of user-NITED interaction
by representing, reasoning, and acting on models of the user, domain and tasks. The main part of NUl is a
graphical interface, which accepts input via computer keyboard and mouse. The actions are usually performed
through direct manipulation of the graphical control elements. The natural way to represent the output for election
application domain (EAD) is a table. In the next section we will discuss in detail the input enquiry presentation.

Natural User Enquiry

= Over a number of years [Guy Francis et al., 2007; Elena Long et al., 2009] users’ natural language
enquiries (NLE) have been collected by us in a series of research programmes. Direct observation of
users’ NLE shows, unsurprisingly, that all users are lazy i.e. they want to achieve the desired result
whilst expending minimum effort. They do not want to type in the long NLE such as “How many votes did
the Demanding Honesty in Politics and Whitehall candidate obtain in Dumfriesshire, Clydesdale and
Tweeddale”? This is the natural behaviour of human being in accordance with the principle of
simplicity, or Occam’s razor principle (Occam's (or Ockham’s) razor is a principle attributed to the
14th century logician and Franciscan friar; William of Occam. Ockham was the village in the English
county of Surrey where he was born). The principle states that “Everything should be made as simple as
possible, but not simpler”. Finding a balance between simplicity and sophistication at the input side has
been discussed elsewhere [L.Huang et al., 2001].

On the one hand, NLE provides end users with the ability to retrieve data from a DB by asking questions using
plain English. But, on the other hand, there are several problems of using NLE:

= The end users are generally unable to describe completely and unambiguously what it is they are
looking for at the start of a search. They need to refine their enquiry by giving feedback on the results of
initial search e.g. “I'm looking for a nice city in France for holiday” (where Nice is a city in France but
also an adjective in English). Similar ambiguities exist for the UK general election database. For
example, the words Angus, Bath, Corby, ..., Wells are values of fields Constituency and Surname in the
General Election data 2005 DB but are alos common nouns and place names. Parsing of such simple
NLE is quite complicated and requires powerful knowledge base from system [V.A.Lovitskii and
K.Wittamore, 1997].
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It is simply impossible to require that users know the exact values in DB (e.g. name of constituency). For
example, if user makes the enquiry: “Who won the election in Suffolk Central & Ipswich North”? but
instead of using the symbol ‘&’ types in “and” NITED will not find the constituency in DB.

In the case when user simply made a mistake and instead of typing in the desirable constituency
Hereford in the NLE: “Who won the election in Hereford” user entered Hertford (it's wrong but at the
same time it's right from the NITED point of view because it has the right part of an existing
constituency Hertford & Stortford), NITED will find the answer for the constituency Hertford & Stortford.
When user sees the response, he/she realises that constituency was wrong and simply corrects it.

As a rule a user's NLE cannot be interpreted by NITED without additional knowledge because the
concepts involved in NLE are outside of the EAD. For example, in NLE “How did the Conservative
perform in South West?" NITED should know the meaning of word “perform” regarding the election
data, and in the NLE “Which party won the Aberdeenshire West and Kincardine constituency?" correctly
interprets word “won”.

In conclusion it would be sensible to underline the main problem which hinders the use of NLE the
cognitive process of “understanding” is itself not understood. First, we must ask: “What it means to
understand a NLE?” The usual answer to that question is to model its meaning. But this answer just
generates another question: “What does meaning mean?” The meaning of a NLE depends not only on
the things it describes, explicitly and implicitly, but also on both aspects of its causality: “What caused it
to be said” and “What result is intended by saying if'. In other words, the meaning of a NLE depends not
only on the sentence itself, but also on the context: Who is asking the question, and How the question is
phrased.

In the result of NLE analysis we decided to distinguish two different types of NUE: (1) NLE Template (NLET) and
(2) Natural Descriptors Enquiry (NDE). Such enquiries permit users to communicate with a DB in a natural way
rather than through the medium of formal query languages. Obviously issues in these two NUE are related, and
the knowledge needed to deal with them is represented as a set of Production Rules (PR). Let us consider these
two types of NUE.

Natural Language Enquiry Template combines a list of values to be selected when required and generalization
of users’ NLETs. Examples of some Frequently Asked Questions (FAQ) are shown below:

What was the result in [constituency]?
In which constituency did [party] achieve its highest vote?

Who won the [constituency]?
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,f,‘ Natural Interface To Election Data - Windows Internet Explorer

{3} - & hitp://141.163.170.152:8080/NITED/NITEDISP.jsp ~iHix |

o

’ | o
¢ ¢ | @ Natural Interface To Election Data e - i Page - {} Took -

- Natural Interface To Election Data

06-MAR-2010 - 298 Requests ENQUIRY: In which constituency did "Conservative" achieve its highest vote?

HELP | General Election: 2005: |Inwhich constituency did [party] achieve its highest vote? v | [ Query || Restore |

Region: - Constituencies: (A[B[FREHEHIKUMNCLPIQREDUMWNM const © © cand.
20A-C i ies: —~Unspecified- ~ 279 Parties: | Conservative (CON) v/
92 A-Candidates: —Unspecified-- *| Name: |

1 rows of found Election Data
Party Constituency Sum(Votes)
Conservative Isle of Wight 32,717

& Internet & ®100% -

Figure 1. Natural Language Enquiry Template

The initial set of FAQ has been created by export in EAD but in the result of activities new NUE have been
collected by NITED, analysed, generalized, converted to the NLET. These have then either been added to FAQ,
or substituted for the under-used NLET. When the user selects an appropriate NLET with some descriptor in
square brackets, selects the corresponding values from the list and click button Go the result will be displayed
instantly (see Figure 1).

The user can build his/her own enquiries using any combination of the descriptors, each of them represents the
corresponding meaningful field of the Election DB (see Figure 2). The definition of “meaningful fields” depends on
AD objectives. For the considered EAD is a list of descriptors: {region, constituency, party, etc.}. Between
descriptors and meaningful fields exist one-to-one attitude. Such attitudes are represented by the production rules
(see section below).

Let's call enquiries using descriptors as a Natural Descriptors Enquiries (NDE). For example, if user wants a
list of all the women elected in the South West region simply click the following check boxes: "Party", "Candidate",
“Votes”, "Sits in Parliament" and radio button "Female". Then select the South West region from the drop down
menu of regions. When NDE is ready the user should simply click "Go" button and NITED instantly displays the
result (see Figure 2). As user clicks the check boxes and selects the radio buttons NDE appears in the space
next to the date above. If user clicks a check box but then change his/her mind the check box should simply be
clicked again.
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/= Natural Interface To Election Data - Windows Internet Explorer

@v £1http://141.163.170.152:8080/NITED/NITEDISP. Jsp v x| e
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Natural Interface To [Election [Data

09-MAR-2010 - 302 Requests ENQUIRY: FIND: Party.Candidate,Votes FOR: Region='South West' Sits="Y'.Gender="F'

HELP | General Election: 2005: |—Frequently Asked Questions— v [ Query ][ Restore ]

Region: Constituency: Candidate: Sits: Votes : Max Min

Region: |: Constituencies: @@@m@@@@@@@@ Const. ® O Cand.
47 H-C titn fes: ~Unspecified- *| 279 Parties: —Unspecified— v
92 A-Candidates: |~Unspecified— ~| Name:| |  Sits in Parliament: Male Female

6 rows of found Election Data

Gender Region Sits Party First Name Surname Vote
Female South West Yes Conservative Angela Browning 27.838
Liberal Democrat Annette Brooke 22.000
Labour Dawn Primarolo 20,778
Labour Valerie Davey 16.859
Labour Linda Gilroy 15,497
Labour Candy Atherton 14.861
- alntemer @ '.\100% ——

Figure 2. Natural Descriptors Enquiry

Help Instructions

Help Instructions (HI) in a Web application context means on-screen help. HI are needed for system efficiency
and users’ satisfaction. Clear HI can significantly reduce the number of disappointed users. Producing clear
instructions that really help people is difficult as evidenced by the low-quality instructions encountered in many
web applications. If designing HI were easy, there would not be so many poor examples!
Good HI have to take into account the type of users who will presumably use the NITED:

o  Users’ computer literacy is the basic IT literacy.
e Users should not require a conceptual background before they can use the NITED.

o Users might be absolute beginners or moderately familiar with the subject but they should not be subject
matter expert.

Requirements to Help Instructions:

HI should be short enough but provide sufficient information about the screen function.
Good HI does not mean that all options should be explained in detail.

HI should include brief information that is at least sufficient to get started.

The most frequently used features should be explained.

Top-level tasks, without much detail about particular fields, should be described.
Step-by-step worked examples that users can follow should be represented in the .HI.

We tried to meet all of these requirements in the HI for NITED (see Figure 3).
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@ Welcome to our help menu! To close this help menu simply click "HELP" button again.
@ The simplest method for using NITED is to run through the list of Frequently Asked Questions.
For example, these questions will provide you the result in particular constituencies or the overall voting figures across a region.
@ If vou want to find how a particular candidate did in 2005 then simply find that person from the alphabetical list of people
who stood and click the "Go" button revealing the person, where they stood and how many votes they received.
@ To find the correct candidate name, type in the field "Name" their First Name, and/or their Surname, press the "Enter" button and
then select from the drop down menu the appropriate candidate name and click the "Go"' button.
@ The switcher radio buttons Const./Cand. allow you to select Constituencies or Candidates by alphabetical order.
Clicking on a letter brings up every Constituency or Candidate beginning with that letter.
@ To build your own gueries using any combination of the Check boxes click the "Query" button.
For example, if you want a list of all the women elected in the South West region simply click the following check boxes:
"Candidate", "Party"", "Sits in Parliament" and radio button "Female". Then select the South West region from the drop down menu of regions. When vour
guery is ready simply click "Go" button.
@ As vou type a query notice that vour request appears in the space next to the date above. If vou click a check box
but then change your mind simply click the check box again.
@ When you want to create a fresh query then click the "Restore" button.
@ NITED will also provide total votes. If you want to know which party achieved the highest vote in the East Midlands region then simply click:
"Party", "Votes", "Sum", "Max", then select the East Midlands region from the drop down menu and finally click the "Go" button.
@ NITED is designed to be interactive so please experiment with different kinds of queries. Have fun!!.

Figure 3. Help Instructions

Production Rules

At first glance, the NLET is an ideal way to communicate with EAD but in reality there are some problems, which
need to be solved to provide lightness of communication. To highlight such problems is enough to consider quite
a simple NLET: “Who won an election in [constituency]?” or “How did the [party] perform in [region]?”. Without
knowing “who is who” and meaning of “‘won” and “perform” NITED cannot answer such questions. To explain it to
NITED the Production Rules (PR) need to be involved. Many researchers are investigating what information is
needed and how the information needs to be represented in the PR. From our point of view the Preconditioned
PR (PPR) should be used. The PPR is a quite powerful approach to solve this problem. The subset of PPR in
format:

<Precondition> — <Antecedent> = <Consequent>

is shown below.

1. AD:Election2005 — who = candidate;

2. AD:Election2005 +> [candidate]:<win@won®highest > = [SQL]:<MAX(votes)>;

3. AD:Athletics > [runner]:<win@won> = [SQL]:<MIN(time);

4. AD:Athletics > [shooter]:<win®@won> = [SQL]:<MAX(distance);

5. AD:Election2005 & DB:MS - votes = [Field]:<gcr_post_election_votes>;
Access

6. AD:Election2005 & DB:MS - candidate = [Field]:<can_first_name, can_last_name>;
Access

7. AD:Election2005 & DB:Oracle - [party]:<win®won@highest> = [SQL]:<MAX(SUM(votes))>;
8. AD:Election2005 & DBMS 5  |[partyl<win®won®highest > =  [SQLJ:<TOP1,

A
coess SUM(votes),DESC>;
9. AD:Election2005 & DB:MS [EEN perform = Candidateyvotes;
Access

where @ - denotes “exclusive OR’. Precondition consist of classs:values {& class;:value;}. Antecedent might
be represented by: (i) single word (e.g. who, won, perform, etc.), (i) sequence of words (e.g. as soon as,
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create KB, How are you doing, etc.), or (iii) pair - [context]:<value>. Context allows one to avoid word ambiguity
and thereby distinguish difference between “Candidate won an election” and “Party won an election”.
Presentation of Consequent is similar to Antecedent structure except (iii). For Consequent pair represents
[descriptor]:<value>.

#2 Natural Interface To Election Data - Windows Internet Explorer

f3 - B @ - [rpage- GFTook-
13-MAR-2010 - 305 Requests ENQUIRY: How did the "Conservative' perform in "South West"?
HELP | General Election: 2005: | How did the [party] perform in [region]? v [Go] Query |[ Restore |
SouhWest  ¥| Constitencies: (AB[¢[DEF[H[1KUMN[F[QRISTUMWIN const. @ © cand
20AC | -Unspecified- ¥ | 279 Parties:  Conservative (CON) w|
92 A Candidates: —Unspecified-- ~| Name:
51 rows of found Election Data
Region Party First Name Surname Vote
South West Conservative Christopher Chope 28208 o
Angela Browning 27838
Michael Ancram 27253
James Gray 26.282
Robert Key 25961
Adrian Flook 25191
Charles Cox 25,013
Oliver Letwin 24.763
Andrew Murrison 24749
Robert Walter 23.714
Geoffrev Clifton-Brown 23326 .,
Done @ Internet * 100% -

Figure 4. Reply to NLET after describing the word “perform” in the PPR

For EAD subset {1, 2, 5, 6, 8, 9} of PPR is used. PPR 3 and 4, in fact, show another meaning of the same word
“‘won” but for a different AD. The PPR 7 shows the simplest way to cover the difference in SQL for different DB.
Result of using selected PPR to reply to NLET “How did the [party] perform in [region]?” is shown on Figure 4.

Thus, NLET allows the user to “be lazy” but requires some effort to create the proper set of PPR.

Natural Enquiry to SQL Query Conversion

Two types of NUE have been considered. The NDE does not require great effort to be converted to the
corresponding SQL query. Only NLET need some parsing. The mechanism of NLET parsing is very simple:
“eliminating the unnecessary until only the necessary remains”. Several steps involved in NLET processing.

o NITED takes the NLET as a character sequence and converts the original NLET to a skeleton by noisy
(non-searchable) words elimination. As a result of such conversion the NLET will contain only
meaningful words: let’s call the word meaningful if it represents DB field descriptor or DB field value.

o EAD is represented by DB. DB meaningful fields (i.e. they don't represent primary or foreign keys)
contain election data. Each meaningful fields has a list of descriptors. Between descriptors and
meaningful fields exists an one-to-one attitude.



146 ITHEA

e The purpose of NLET processing is to match NLET meaningful words against the DB fields descriptors.

e The final step of NLET to SQL query conversion is rather complicated because it is necessary to access
data from many different tables within an EAD and join those tables together in SQL query.

Conclusion

NITED is designed through the Internet to make nationwide election results available to any user. We hope that
NITED has the potential to change certain aspects of political behaviour, including people’s desire to engage with
the political process. Like any technology, systems like NITED can have a wide variety of effects on political
behaviour and practices, but it is too soon yet to make general conclusions about its impact. Nevertheless, we
intend that, following the 2010 UK General Elections in the NITED will play an important role, helping to make
nationwide election results available to Web users.
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ANALYSIS OF NATURAL LANGUAGE OBJECTS

Oleksii Vasylenko

Abstract: This paper describes technology of computer processing of knowledge contained in natural
language. Formulated topical areas of applied research related to the recovery and processing of knowledge in
the texts of the Internet, technical specifications, efc.

Keywords: knowledge acquisition, knowledge processing, automated knowledge management system, a
computer analysis of the text, social networks, the Internet, technical task.

Introduction

The most common form of knowledge representation are natural-language texts. Text only form of knowledge is
human, such knowledge is easily treated and are generated, replicated and modified. However, the rapid growth
of text areas is a cause of difficult accessibility of target knowledge when they are needed. An additional problem
is the complexity of the validation text array that consists in finding and correcting errors, removing duplicates and
inconsistencies.Information retrieval systems are not designed to address this problem, since uses such words of
text, not the knowledge contained therein. In this connection, get the relevance of knowledge extraction from
texts. As a result of extraction of knowledge become explicit form and are suitable for automated processing, for
example, associating systems analysis, performing a comparison with the extraction of a reference model domain
for the purpose of validation. The problem of extracting devoted a lot of foreign works, united in a single class of
problems in extracting information from texts. Retrievable information is data structures whose fields are filled
with text fragments. The disadvantage of foreign developments is the strong dependence on the particular
grammar. Among the domestic works are known only two complete systems of companies RCO and Yandex,
with very limited application, since there is no simple way to adapt them to an arbitrary domain. Moreover, in
today's papers there is no information about the system correlates the analysis, in use.
Thus, the development of mathematical models of extraction applicable for text without reference to a specific
language and is easily adaptable to the needs of a particular subject area, represents a major scientific challenge,
and develop a model of knowledge representation, which is formed by the extraction, convenient to carry
associating analysis has significant practical importance. Extracting information from texts is a subtask of a larger
problem - namely, extraction of knowledge. To identify in the texts of the data structure necessary to have two
sets of rules: the rules of morphological analysis and rules extraction. First identify the linguistic properties of
words of text, whereas the second, using these properties, impose conditions on the composition and structure of
the context of the task information. The rules of both types on a par with extractable data structures are the
domain knowledge. Formation of such rules in the existing domestic designs carried out manually, that is the
cause of the complexity of the system setup of extraction. In this regard, the development of automated drafting
rules and regulations extraction of morphological analysis is an important problem whose solution in general
terms without reference to a particular language is currently absent.
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The essence of work

Goals and objectives of my work: The aim is to develop a model of knowledge extraction from texts and their
methods of training for associating systems analysis of texts in natural language. To achieve this goal within the
thesis addressed the following objectives:

1. study of contemporary models of extracting information from texts and teaching methods of such
models;

2. develop a model of knowledge representation, which allows you to effectively assume its associates
analysis of texts;

3. creating a model of knowledge extraction from object-oriented texts;

4. Develop a method for learning models of knowledge extraction from texts;

5. creating a model of morphological analysis of words and the method of teaching;

6. Pilot testing of proposed models and methods. The object and subject of study. The object of the
study are natural-language texts as a form of knowledge representation domain. The subject of the
study are the processes of automated identification and formalization of knowledge presented in the
form of natural language texts. When developing models and methods has been applied apparatus of
algebraic systems, including algebraic lattices and graphs, as well as the apparatus of formal grammars
and automata theory.

Sphere of application:

1. Information intelligence. By applying technology is Dana compile dossiers on the interesting, the
subject matter on which information is available in open sources. For example, the object of interest can
be a politician, the dossier which may include: name, age, origin, education, relationship to the parties
and other political leaders, opinion on, regarding the events of interest, etc. Likewise, exploration is
carried out for commercial purposes, as some companies' interest in the activity of a competitor, whose
actions are covered in the media. In this case, extraction of products are advertised competitor's
transactions with other market participants, changes in leadership positions, as well as acquisitions and
mergers.

2. Automated compilation of directories and dictionaries. Retrieval methods can also be used for filling
the domain-specific ontologies, thesauri and dictionaries. In this case, extraction of subject concepts and
relationships between them, reflected in the texts of the subject area.Next, this knowledge can be used
in the conceptual text indexing to improve the quality of full-text searching and classification.

3. Revealing the contradictions in the texts of documents. Extracted from the texts of knowledge can be
used for further comparison with the standard base domain. For example, from internal documents can
be extracted: Name employees, their positions and names of units in which they operate. Further, with
reference staff base organization, you can compare with it the extracted information. In case of
discrepancies drafter may be issued a semantic error message indicating a text fragment, where the
discrepancy was discovered.

4. Validation and recovery of the text. The texts of some domains may contain incomplete or erroneous
information that is necessary to check and repair. An example of such texts are, addresses clients of the
organization, recorded by the operator as a continuous line. Typically, the operator enters an incomplete
address information, omitting the index, the name of the region, etc. The proposed methods allow to
extract the values of specific fields (names of cities, streets, regions much more await you.) From a
continuous line of the address. Further, having a reference database of postal addresses of the country
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an opportunity to compare the extracted field with it, correct errors in individual fields and restore the
missing values of address fields.

5. Monitoring the flow of texts: the greatest interest to the systems of this kind are often by U.S.
intelligence, for which the most common themes extracted facts are attacks and riots. These facts are
revealed by the analysis of Web, a similar process may be, and e-mail to identify and prevent the crimes
being prepared. Extracted facts are composed of structural elements, describing, for example,
participants of the event, their objectives and means, and the place of event, its causes and
consequences

Scientific novelty: The model extraction of ontological components of object-oriented texts. Easy to structure the
rules of extraction provides practical feasibility of machine learning, as well as the implementation of the method
of extraction on the basis of a finite automaton, independent of the grammar of natural language. The method for
learning extraction models, which proposed a new strategy of compressing a group of generalization of training
examples, as well as a new approach to the coupled synthesis of the rules based on an assessment of total error
of generalization of their individual elements. A modification of the principle of analogy, the morphological
analysis of texts, thus reducing the volume of the morphological dictionary and reduce the computational
complexity of algorithm analysis. A model of morphological analysis, acting in accordance with the modified
principle and propose a method of learning, allowing, without human intervention to build a morphological
analyzer, which has better quality of analysis in comparison with the dictionary methods.

Practical value: The developed model extraction can be used in systems analysis associating performing search
spelling errors, restoring missing data in the text, as well as identify the contradictions between the contents of
text and reference knowledge base. The model is applicable in systems extract information from texts in the
following areas: automated content of relational databases, directories, dictionaries and ontologies, information
exploration, monitoring text streams. The modified principle of analogy, morphological analysis and built on its
base model allows an order to reduce the amount of morphological dictionary. The proposed method of teaching
this model completely eliminates the expert from the preparation of training examples.

Implementation approaches: The first point of view, the focus in the pragmatic aspects and adopted under the
direction of knowledge management, knowledge represents the data obtained in the right place at the right time
to solve practical problems, usually for a decision, including the implementation of actions that a person or a
technical system. Moreover, by its structure and method of storing knowledge can in no way different from other
data - any piece of the database or the full-text archive of documents converted into knowledge as soon as it is
drawn to look interested consumers. That is the position of this view - the focus of utilitarian interest - determines
which piece of data is currently interpreted as knowledge.

The second point of view, the focus in the content aspects, and adopted under the direction of artificial
intelligence, believes that knowledge is different from conventional data primarily by its structure. It is a set of
specially structured data applies the concept of the knowledge base, implying:

- Alogical ordering of data based on certain criteria established by the domain model (ontology);

- Representation of data in accordance with certain formal model (the semantic network, a framed set of
products)

- The possibility of obtaining new data from the old on the basis of some formal mechanism;

- Data storage in special structures that provide high efficiency of typical operations on them (search on
graphs, analysis hierarchy, the logical conclusion, etc.)
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Applied automatic warning systems of knowledge management (AWSK) today:
The main consumers of knowledge today, the following groups:
1. Executives, management decisions;
2. Analysts, surveys, forecasts and recommendations for (1), including the security services;

3. Narrow community of professionals in certain areas, which are developed specialized systems -
expert systems in medicine, geology, extraction system of formulas of organic compounds from scientific
publications in chemistry, etc.

4. Other officials of scientific information and areas in need of timely and complete receipt of information
for the production of intellectual products (eg, structured news on interesting sections of the science and
technology, socio-political life);

5. Non-professional users - people who want to use the knowledge for everyday needs with a view to
deciding, for example, choosing the model of th gooeds when buying, selecting a service provider or
mode of action in certain situations (legal and medical questions, troubleshooting techniques).

As the results of a literature review, including online submissions from producers of software solutions for
knowledge management, to date, all the attention of theoreticians and practitioners address the needs of groups
1 and 2, which is apparently associated with the greatest expected return on this investment. For example, in
automated information systems, positioned in the market as a decision support system, competitive intelligence,
business intelligence, already has a set of subsystems that implement certain functions of extraction, storage,
retrieval and generation of new knowledge. Also, some attention has attracted groups (3), which is usually at the
expense of budget financing, develop specialized applications of information systems, which include data mining
tools and text mining, expert systems. Groups (4) and especially the group (5), which applies to every person
deprived of the attention of developers and, in spite of free access to a potential source of knowledge - the
Internet is limited in the tools of knowledge extraction simplest (in terms of consumer functions) by search
engines like Google or Yandex.This is partly motivated by the immense breadth of interests of these groups, the
lack of a limited subject area.

Finally, | was not able to detect not only full CPSE that combines the phase of knowledge extraction from text with
the phase of their treatment, but even a convincing example of practical use of such a system. Application
programs using artificial intelligence methods that can convert non-trivially extracted from the text of the elements
of knowledge (interpret, synthesize, identify dependencies, predict, etc.), today there is even the English
language. This situation is caused, apparently, for two reasons. First, a weak distribution systems of linguistic
analysis, the ability to interpret the relationship between words and therefore really extract knowledge as certain
elements that have internal structure and is suitable for a non-trivial semantic processing of the artificial brain -
such a system understanding of the text on Russian and international markets have only recently begun to
appear and have not yet had time to acquire applications: Net Owl (www.netowl.com), Attensity
(www.attensity.com), RCO Fact Extractor (www.rco.ru).Secondly, the potentially low reliability of automatically
extracted from the text of the allegations and facts that due to both imperfect interpretation algorithms for text and
low-quality sources of information, since virtually no interesting extract knowledge from the scientific literature,
and from all kinds of text "pomoek" to what are the social Internet, modern media, and even the archives of
scientific and technical reports. As a result, despite the boom around the need for knowledge extraction from text
processing and recycling, raised today by developers and sellers of CPSE, it seems that in practice such systems
are still useless, at least, outside of highly specialized areas, which, however, not true.

The proposed method: After carefully considering all the existing methods, capabilities and operating time, We
can interpritate  our hike to understand the meaning of natural language by computer.



New Trends in Classification and Data Mining 151

The concepts can replace each other on the principle of consistency of meaning. It is above all that are essential
to accelerate the process of text recognition as well - reducing the load on the knowledge base. (Kuzemin A.,
thesis work). That is — replaceability of the concepts significantly reduces the volume of the knowledge base by
reducing the number of own concepts as its components. Create the new theorem replaceability of the concepts:

Theorem 1. If the concept Po, inherits the concept Po, — G(Po,,Po,) in a certain category of concepts C,
the notion of Po, can substitute for a mikrosituations concept Po, without losing the semantic load and
informative of this mikrosituation.

Proof. In accordance with the structure and strategy categories identify the concept to identify the concept Po,

must affirmatively respond to the decision rules P1, Pk s Pk, P2 that relevant concepts
Po,,Po, ,...,Po, ,Po, This means that identified the problematic concept as we have passed these decision

rules, including p, which refers to the notion Po, . Hence, the notion Po, may be perceived as a concept Po,,
possessing its characteristic features.
It is possible to obtain the final simplified formula. To begin to define a mathematical model for this area, that

is, a preliminary algorithm of the program domain.

Thus, we set the field, which we consider to find items that need to be put in the text as a priority. Items that are
behind them before the end of the line, will be the ones most desired predicates that become the nodes of a

semantic network specification.

So, try to express this simple mathematical formula:
Consider the above described concept Fﬁm i the word in a sentence £; determinants in appliance has @ ; and

T.:

i I when m=1 (definite value) <=> €&y, L;, - given, = const

(The above mentioned node predicates, which is searched, that is - nodes ontology similarity Product RCO).

If the nodes of ontologies are not specified clearly (for thematic units characterized by peculiar and persistent
concept), then to search for meaning in a sentence erants, first highlight the main predicate, then place itin a
network node.

1. Consider the 1-st case with known known predicates:

Suppose there is ?im..f’ that

(ﬂﬁl’ T1'1 € ?ﬁmf, {?;mfl, ?ﬁmfg’ Fimfg"”"’ ?imfﬁ}) € E_r. =

Where IL,, - predicate found meeting the criteria @y and Ty

2. Consider Case 2, where the proposal is a set of elements without an explicit predicate. In this case, | have
proposed for the allocation of nodal predicates analyze the proposal for the parts of speech, then find the
subject and the predicate method for counting the frequency of occurrence of noun and a
verb. Mathematically, it is possible to express this:
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We have a set of words {'E-'Emfl, Cimiy Cimig Bimg, ) € T

Let each of them has an additional parameter « - the frequency for each element, as well as the parameter
responsible for the definition of the speech clearly designed combinations of endings — p (look application "A", list
of terminals), where (1...n) € p, we have a structure:

& & & & )
Conlpam  Solp gy Slp gy Bnfpgy € Y

Moreover, if found by the predicate coincides with the already existing sites - it is not analyzed in the future, and
put in its place. If the predicate is unique - it is analyzed as part of speech and related items - similar to the
ongoing analysis of combinations. It is defined in the predicate belonging to the p terminal number (1, 2 ... 20),
then determined the meaning of a combination of Grammar small model of the Russian language (application
"A"), currently developed 37 combinations. (http://neurotechnica.info)

After receiving the new value ['IH_, determine its meaning - it is entered in the knowledge base, which compares

to the value of suschestvubschimi concepts Po, . Further processing of meaning is on a similar principle, but

with reference to a specific predicate.

Conclusion

In this work the method of analysis of natural language objects, which accelerates the work with large volumes of
the analyzed verbal text. By itself, the semantic network is a self-learning, as accumulating predicates, new to
them in their meaning. Existing predicates contained in the semantic network to the new analysis may serve as
benchmarks. Thus, the proposed recognition model of natural language objects can be faster and more efficiently
than the existing ones.

Application “A”

List of terminals:

[Mo] - MoandmrKaTOpbl NpUnaraTenbHbIX 1 Hapeyuni

[nu1] - npunaratensHble

[keb] - kpaTkme chopMbl NpuUnaraTenbHbIX UK NPUYacTUi
[cp] - cTeneHn cpaBHEHUS MpunaraTenbHbIX

[Hp] - Hapeuwns obcToATENLCTBEHHDIE

[cw] - cywiecTBUTENbHbIE

[rn] - rmaronbl B nM4HOM hopme

[H&b] - MHMHUTMBEI rNaronos

[ay] - neenpuyactus

10. [n4] - npuyacTtus

11. [ne] - npeanoru

12. [00] - COt03bl 0BCTOATENLCTBEHHDIE, TaK_KaK, MOCKOMbKY, MOSTOMY ...
13. [ton] - coto3bl TMNa nubo

14. [tom] - coto3bl TMNA W, @, HO, OQHAKO. ..

15. [ua] - yacTuubl He, Aaxe, JaXe_He ...

16. [ko] - (hOpMbI KOTOpbIA, KOTOPOTO, ...

17. [kaK] - coto3bl kak, kak Byaro, ...

18. [14] - To_3nT_uToO,

19. [6bITb] - ObITb, ObIN, Obina, BygeT ...

©ooNOGRWN =
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Grammar of a small model of the Russian language

PN RN =

25.
26.
27.
28.
29.
30.
31.
32.
33.
34.
35.
36.
37.

ak<-**-gk_1, [ecnm], nn_nor, [3nT_T0], nn_nor.

JK<-**-0K_2, nn_nor.

nn_nor<-**-nn_nor_1, nn_u.

nn_nor<-**-nn_nor_2, nn_unu.

nn_wnm<-**-nn_mmm_1, [nm6o],nn, nn2.

nn_u <-**-nn_u_1, nn, nn3.

nn2<-**-nn2_1, [ton], nn, nn2.

nn2<-**-nn2_2, [].

nn3<-**-nn3_1, [toun], nn, nn3.

nn3<-**-nn3_2, [].

nn<-**-nn_1, ro, rc, rr, Ba, ro. % lNpocToe npeasnoxeHue
ro<-**-ro_1, ya0,[ne], rc, ro. % lMpeanoxHas KOHCTPYKUMS
ro<-**-ro_2, rm, 4a0,[Hp], ro. % lpynna Hape4ui o6CT.
ro<-**-ro_3, [kax], rc, [3n], ro. % BbipaxeHus nogobus ¢ “kak’
ro<-**-ro_4, [100], nn, [3n], ro. % Coto3Hble 06CT.060p0T
ro<-**-ro_5, rH,4a0,[a4],8a,ro,[3n], ro. % [eenpunyacTHbiin 060poT
ro<-**-ro_6, rm,4a0,[cp],Ba, [3M], ro. % CpaBHuTENbHAS CTENEHD
ro<-**-ro_7, []. % Heobs3aTenbHOCTTb

re<-**-rc_1, rn, 4a0,[cww], Ba, no. % Mpynna cyLiecTsuTeNLHOrO
re<-**-rc_2, [14], nn, [3n]. % runep-cyLiecTBuTeNsHOE
rr<-**-rr_1, rH, 4a0,[rn],6610. % I'pynna rnarona

rr<-**-rr_2, 4a0,6bi760, rH, 4a0,[kd]. % pynna rmarona, kp. dopma
rr<-**-rr_3, 4a0,[6bITb], rn, [3n]. % KoHCTp. ¢ TUpe 1 “BbiTb”
rr<-**-rr_4, rm,4a0,[cp]. % CpaBHWTENbHbI 060POT
Ba<-**-a_1, rc, Ba. % pynna BaneHTHOCTeN

Ba<-**-a_2, rH, 4a0,[Hd], Ba. % VIHDUHUTIB KaK BaneHTHOCTb
Ba<-**-a_3, [|.

no<-**-no_1, [3n],[ko], rr, Ba,ro,[3n]. % lNpaBoe onpeaenexune-1
no<-**-no_2, [3n],[ko],rc, rr, Ba,ro,[3n]. % lNpaBoe onpegenexne-2
no<-**-no_3, [3n],rH,4a0,[ny],Ba,ro,[3n]. % lMpuyacTHbin o6opoT
no<-**-no_4, [.

rm<-**-rn_1, r™, 4a0,[nu], rn. % lpynna npunaratenbHbIx
m<-**-rn_2, [].

rH<-**-rH_1, r™, 4a0,[Hp], rH. % pynna Hapeyui

TH<-**-TH_2, [].

rM<-**-rm_1, 4a0,[mo],rm. % pynna moaudmkaTopos
M<-**-rm_2, [].

Exception Handling:

1.

2
3.
4

ne0 <-**- ne0_1,[ne]. ne0 <-**- ne0_2,[].

ya0 <-**-ya0_1,[ya]. ya0 <-**-ya0_2,[].

ObI0 <-**- 6bI0_1,[BbI]. B610 <-**- B6I10_2,[].
ObITb0<-**- BbITE0_1,[0bITb]. BbITE0 <-**- BbITE0_2,[].
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BA30BbIE CTPYKTYPbI EBKITMAOBBIX MPOCTPAHCTB: KOHCTPYKTUBHbIE
METOAbI ONMMUCAHUA N UCNOJIb3OBAHUA

Bnagumup OoHuyeHko, KOpuit KpusoHoc, Buktopusa Omapamduposa

AHHomauyusi:  [lpednoxeHa u OemanbHO paccMompeHa KoHuenuyusi 6a308biXx CMPYKMyp JUHEUHO020

npoCmpaHcmea, BKIMYaloWUX OCHOBHbIE JIUHEUHble U OCHOBHble HenuHelHble 06bekmbl.  Pa3gumbi
KOHCMpyKmueHble MemoObl ~ UX NOCMPOEHUs,  onucaHus, nhepexoda U UCNOb308aHUS Ha OCHOBE
cucmemMamuyecko20 pa3sumus U npumeHeHuss annapama ncesedoobpauwieHus no Mypy - [leHpoy3y. BaxHocmb
npusedénHbIX  Pe3ynbmamog U 803MOXHOCMU UX NPUMEHEHUST NPOUTIOCMPUPOBaHa Ha NPUMepPe  WUPOK020
cnekmpa npuknadHbIx 3a0au.

Kniouyeenie cnosa: lNcesdoobpauwieHue no Mypy - leHpoy3y, cuHaynspHoe npedcmagneHue Mampuybl, Memod
HauMeHbWUX Keadpamoe, JuHelHass peepeccus,  CUCMEMbI ONMUMAabHO20 YNpaenieHusi, NPO2HO3,
Knacmepu3ayusi, UCKYCCMBEHHbIE HEUPOHHbIE cemu.

ACM Classification Keywords: G.3 Probability and statistics, G.1.6. Numerical analysis: Optimization; G.2.m.
Discrete mathematics: miscellaneous.

Bcrynnenue

B pabote npeanoxeHa n obocHOBaHa koHLenuus 6a30BbIX CTPYKTYpP €BKNWAOBOMO MPOCTPAHCTBA, K KOTOPbIM
NpeanaraeTcsi OTHECTU OCHOBHbIE JIMHENHbIE CTPYKTYPbI, @ TakkKe — OCHOBHbIE HenuHelHble. W Te u apyrue
CTPYKTYpbl €BKNMZOBA MPOCTPAHCTBA MPOSBNAKTCS NMO0 BO MHOXECTBEHHOW (hOpME: MOANPOCTPaHCTBA M
MMNEPNIOCKOCTH, NGO B eAMHUYHON: NIMHENHbIE OnepaTopbl. TO e OTHOCUTCS K HEMMHERHbIM CTpyKTypam. K
TakWM HENUHEAHbIM CTPYKTYPaM OTHOCSTCS C OAHOM CTOPOHbI: MaTpuubl KBagpaTUYHbIX (hopm (B pabote —
HeoTpULaTenbHO onpeaenéHHblx). C Apyron — MOBEPXHOCTU YPOBHS, OTBEYAOLLME eAWUHUYHOMY 3HAYEHWH
COOTBETCTBYIOLEN KBAAPATUYHON (POPMbI. TakMMM MOBEPXHOCTAMM YPOBHS SBMSKOTCS 3MNMNCONAbI, TOUHEE:
uunmuHapudeckne annuncouasl. OnnucaHbl KOHCTPYKTUBHbIE CNOCODbI 3aAaHns B3aMMHOTO Mepexofa OT OfHMX
TUMNOB CTPYKTYP K APYIMM: OT fIMHENHBIX NOAMNPOCTPAHCTB W rMNEepniocKoCTeN K MaTpuLiam 1 HaobopoT, a Takke
0T Habopa BEKTOPOB K MaTpuLam KagpaTuiHbIX G)OpM 1 3nauncam rpynnupoBku. B uucne gpyrx paccMoTpeHbl
KOHCTPYKTMBHbIE CMOCOObI MOPOXAEHUS MOANPOCTPAHCTB M MNEPMNOCKOCTEA, a TaKkKe OpPTOroHanbHbIX
MPOEKTOPOB, CBSA3aHHbIX C YKa3aHHbIMW O0ObekTamu. B TOM e pycne NexuT pacCMOTPeHWe rpynnupyroLLmMX
onepaTopoB. YMOMsHYTas KOHCTPYKTMBHOCTb 0becneumBaeTcsl nmpumeHeHnem ncesgoobpaluerns no Mypy —
MeHpoysy (Ma0), a Takke HOBbIMM pesynbTaTamu B 3TON 0bnacTi, BepyLumMm CBOE Ha4ano v onupatoLLMMuCs
Ha pyHoameHTanbHyo paboty H.® Kupuuerko [KupnueHko, 1997]. BaxkHocTb 1 3GhheKTUBHOCTL MCMOMb30BaAHMS
NPUBEAEHHBIX PE3ynbTaToB  MPOWMIOCTPMPOBAHA HA LUMPOKOM CMEKTPe 3afay, BKIOYaLLEM IMHENHYH
perpeccuto, B TOM YUCrie BEKTOPHYIO, TEOPUIO OMTUMAnbHOTO YrpaBneHus, KracTepusauuio, NpPOrHo3 u
(YHKUMOHAMbHbIE CETH, ABASIOLNECS 0606LLEHNE NCKYCCTBEHHbBIX HEMPOHHBIX CETEN.

Kak oTmevanoch B pabote [[oH4eHk0,2009], «CTpyKTypa 06bekTa» accouuMpyetcs ¢ NpefcTaBneHueM ob
00bekTe,  Kak YEM-TO €[MHOM, COCTABINIEHHOM U3 B3aMMOAEMCTBYIOLLMX, CBA3AHHbIX MeXy CoBol yacTen.
MaTemaTiyeckoe onucaHue - Mofen1poBaHe oGbekTa CBA3aHO C nepeaayeil NpeAcTaBNeHUs O «CTPYKType»
obbekTa MaTemMaT4Yecki: CPeACTBAMM MaTeMaTYeCKoro OMUCaHNs «CBS3eN». JTO 03HAYaeT, YTO CTPyKTypa
obbekta AoMmKkHa ObiTb MepefaHa, OTpaXeHa B MaTemMaTUYeckod MOLenv CpeacTBamMu MaTemMaTUyeckoro
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CTPYKTYpupoBaHus. K nocneHUM OTHOCATCS YeTbipe 6a30BbIX CTPYKTYPbI, @ Takke NX KoMBUHaLMK. K YeTbipém
6asoBbiM criefyeT OTHECTM OTHOLUEHWs, (DYHKUMM, onepauun u Habopbl nogMHoxecTB. K komGuHaumsm
OTHOCATCS, HanpuMep, CTPYKTYPbI FIMHEMHOIO W eBKNMA0BOrO NPOCTPaHCTBA.

«JIMHeRHble CTPYKTYPbI»: CTPYKTYPbI NIMHEAHOTO MPOCTPAHCTBA, 3aHUMAKT BeAyLLee MECTO CPEAMN BaxHEMLWNX
MaTeMaTU4YeCcKuX CTPYKTYp. MIMEHHO B pamKax FNMHEMHbIX NMPOCTPAHCTB OCYLLECTBMSETCH YTOYHEHWUE MOHATUSA
MIMHENHOM  CTPYKTYpbl. B pamkax pacCMOTPEeHUs JIMHEMHbIX MPOCTPAHCTB K HWM OTHOCAT fMHEWHble
NOANPOCTPAHCTBA M TUMNEPMIOCKOCTM @ Takke — NWHelHble omepaTtopsl W (yHKUMOHanbl. EBKnMooBo
MPOCTPaHCTBO: KOHEYHOMEPHOE NUHENHOE NITIoC CkanspHOe NPou3BeJeHne, 3aHUMaeT Befylliee MecTo cpeau
NIMHENHBIX CTPYKTYp No 6oraTcTBy BO3MOXHOCTEN WCMONMb30BaHUS CBA3eW. BOratcTBO CBOWCTB JIMHEMHbIX
CTPYKTYp: W B BapuaHTe JIMHENMHbIX MPOCTPAHCTB M MOANPOCTPAHCTB, W B BapuaHTe OrnepaTtopos
COOTBETCTBYIOLLENO BAA, — TPYAHO NepeoLeHUTb B MaTeMaT4eCckoM MOAENMPOBaHUM 0BBbEKTOB. 3TO KacaeTcs
kak abCcTpakTHbIX MaTeMaTU4eckux UCCriedoBaHui, Tak W MCCnegoBaHWN NPUKNagHOTo Xapaktepa. B monHon
Mepe CKa3aHHOe BbIllE OTHOCWTCS, B YAaCTHOCTM, K anrebpe, perpeccMOHHOMY aHanmu3y, TEopuM CryvaiHbIX
npoueccoB, Teopun AnddepeHLmanbHbIX U WHTErpanbHbIX YPaBHEHWHA, CUCTEM ONMTUMANBHOTO YNpaBMEHus,
NpUKNagHbIM 3agadYam knaccudmkalmm, NporHosa 1 7.4.  BaxHyio ponb B NpUKNagHbIX UCCNEA0BaAHUSX UrpatoT
KOHCTPYKTUBHbIE METO/bI ONMCaHNs COOTBETCTBYHOLLMX OBBEKTOB. B TOM, 4TO KacaeTcsi IMHENHbIX ONepaTopoB U
NIMHEMHBIX  (PYHKLMOHANOB, BOMPOC KOHCTPYKTMBHOCTM PELUAETCS MOCTPOEHMEM MaTpul, COOTBETCTBYHOLLMX
00bekToB, a AN onepauni — WCMONMb3OBaHWEM Onepauuin mMaTpuyHom anrebpbl. B ToM, u4TO Kacaetcs
NOANPOCTPAHCTB, MOPOXAEHHBIX TEMM UMM WHbIMU COBOKYMHOCTSIMI BEKTOPOB, Aeno obcTonT cnoxHee. Wx
KOHCTPYKTMBHOE OMMCaHWe MOXHO MONYyYMTb, CBSI3aB YyKasaHHble OOBEKTbl C MPOCTPAHCTBOM 3HAYEHMI
NOAXOAsLLEN MaTpWLbl, KOTOPOE B CBOK O4epedb OMWCHIBAIOT MOAXOAALLMM OPTOrOHambHbIM MPOEKTOPOM.
VImeHHO 3TOT nogxof passuBaetcst Huxe. OTMETUM, YTO OPTOrOHanbHbIE MPOEKTOPbI UrPAKT BaXHYH POrb B
NCYEpPnbIBaOLLEM WCCNedoBaHUM CUCTEM MNUHENHbIX anrebpanyeckux ypasHeHun (CIAY). TMpuHumnnansHo
BaXHbl OHM Takke B  MNOCTAHOBKE W PELUEHUN BaXKHbIX OMTUMM3ALMOHHBIX 3afday C KBagpaTU4HbIMU
(hYHKUMOHaNamMu ka4ecTBa B €BKMMAOBbLIX NPOCTPAHCTBAX. JTO B MONHON MePe OTHOCUTCS K 3agaye MOCTPOEHUM
HaumnyyWwyx KBagpaTWuHbIX NpubnvkeHuit npaso yYactu CITAY 3Hauenmsmu nesoi, korga CJIAY He vmeert
TOYHbIX pelleHnid. Takme Hamnyywme npubMMKeHUs HasbiBaKT TaKKe MCEBLOPELLEHUAMM. KOHCTPYKTUBHOE
OMMUCaHWe OPTOrOHasbHbIX MPOEKTOPOB B CBSA3M C ECTECTBEHHLIMW NOANPOCTPAHCTBAMU NIMHENHOTO onepaTopa
npsmMo onpegensercs ncespoobpaieHnem no Mypy — lMenpoysy [Moore,1920], [Penrose, 1955] (cm. Takke,
Hanpumep, [Anbept, 1977]). OTMeTUM, Takxe, 4TO BaXHYI0 POSib B KOHCTPYKTMBHOM PELLEHWW NPUKNALAHbIX 3a4ay
C WCMONb30BAHWEM JIMHENHBLIX CTPYKTYP WIPaeT CUHIYNIIPHOE MNpeAcTaBneHne (ero HasbiBalT Takke
CUHTYNSIPHBIM ~ pasnoxeHnem unm SVD - npeactaBneHuem) Matpuubl B Cneuuduyeckon 3anucu B Buae
B3BELLEHHO CyMMbl TEH30PHBIX MPOM3BESEHMIA CrieLmanbHOro Habopa nap BEKTOpOB. Hiske paccMaTpuBatoTes
OCHOBHbIE CBOWCTBA JIMHEMHBLIX CTPYKTYP, OCHOBHbIE OCOBEHHOCTM M BO3MOXHOCTW WX KOHCTPYKTMBHOMO
OMMCaHMsl, @ TakKe — MUCMOMb30BaHNS 415 KOHCTPYKTUBHOO PELLEHMS BaXHEMLINX NPUKNaaHbIX 3a4ady NPorHo3a,
KnacTepuaauun 1 Knaccudukaymm, B apyrix obnactsix.

B 3aknioyeHne oTMeTMM, 4YTO OCHOBHble MAEW, [GyX W pesynbTathl npegnaraemoit paboTbl BOCXOLAT M
NCMONb3YIT  pe3ynbTaThl PasBuTUS Teopun nceshoobpalleHns B paboTax Halero 6e3BpeMeHHO YLIeAaLlero
konneru n gpyra, npocbeccopa H.®. KupuueHko.

EBknupoBbI NPOCTPaHCTBA: 0a30Bble NUHENHbIe CTPYKTYPbI U CBA3K MeXAY HUMKU

B panbHeiwem, roBops O eBKIMLOBOM MpocTpaHcTBe R, GynemM MMETb B BUAY MHOXECTBO KOHEYHbIX
YMCMOBbIX MOCNEOBATENBHOCTEN OAHOM W TOW e [NMHbI N, 3anuCaHHbIX B CTOMOMK C MOKOOPAWHATHBIMM
onepauusiMi CrIOXEHUS! N YMHOXEHWS Ha cKansip M CyMMOW MOKOOPAMHATHbIX MPOM3BEEHWUN B Ka4eCTBe
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CKansipHOrO NPOM3BeAEHNs. VIMEHHO TaKol BapuaHT eBKNMAOBOTO MPOCTPAHCTBA ByaeM CTaHaapTHLIM 06pasoMm
a

0603HauaTb yepes R", a ero aneMeHTbl — Yepe3d a=| --- | . CTaHAApTHbIE OPTOHOPMUPOBAHHbIE BA3MChl,
a

n

COCTaBIIEHHble U3 BEKTOPOB C E€OWHCTBEHHOM eAWMHUYHOM KOMMOHEHTON (OCTanbHble — HynM) Ha MecTe C
COOTBETCTBYIOLMM  HOMepom  OygyT  oGosHayatbess ans  R™um  R"  COOTBETCTBEHHO  uepes
e(j)eR”’,j:L_m,e(i) eR",i=i,n.Onepatop Au3R",8 R™: A:R" —R™, B OPTOHOPMUPOBAHHbIX Gasncax
e(j)eR"™,j=1,m,e; €R",i=i,nbynem oToXaECTBNATL C Mxn - MaTpuueint A = (a;;) aToro oneparopa. Ains
matpuypl A = (a;) GyAem ucnonb3osaTb Takke b6nodHoe npeacTasnenue no ctonbuam ( cronbuosoe ) u

CTpokam ( CTpouHoe):

A=| - |=(a():..;a(n)a], €R",i=1,ma(j)eR",j=1n.

IHeitHOe NPOCTPAHCTBO BCeX m x n MaTpuy, byaem o6osHayate R™" .
JMHeitHOe NOANPOCTPaAHCTBO, NOPOXAEHHOE CUCTEMOII BEKTOpOB, C, € RP k =1,K OypeT 00o3HauaTbCa Yepes
Lic, k= I,_K) =L(c,..,Cx), @ NMHENHOe MOAMPOCTPAHCTBO 3HAYEHM nMHeiHoro onepatopa A:R" —R" -
yepes L,.
MepBbiM 13 Habopa 6a30BbIX CBOACTB SBNAETCS YTBEPXKAEHUE O TOM, 4TO
1.

L, =L(a(1),...,a(n)).

Takum 00pa3oM, IMHEWHOE MOANPOCTPAHCTBO, MOPOXOEHHOe Habopom  BEKTOpoB, COBMagaeTr ¢
NOANPOCTPAHCTBOM 3HAYEHWIA MaTpULbl, COCTAaBMNEHHON 13 BEKTOPOB Habopa, Kak u3 CTonbLo..

2.“[1ns aneMeHTOB CTONBLIOBOrO 1 CTPOYHOTO NpeacTaBneHns MaTpuubl A R™" cnpaBean Bbl COOTHOLIEHNS!

a(j)er(j),j:L_n,

B =(b(1):....b(r)).b(j) eR™,j=1,r,C=| - CprCli) R i = Lr
T
Cir)
COOTBETCTBEHHO W AMaroHanbHoi Matpuusl A = diag(4,,...,A,) cNpaBeAnuBo COOTHOLLEHNE

,
BAC =" Ab(i)c, -
i=1

BaxxHoit cocTaBnsIoLLEl annapaTa KOHCTPYKTUBHOMO OMMCaHMUS W UCTIONb30BAHUS MIMHEIMHBIX CTPYKTYP SIBRSIETCS
MOHATUE OPTOrOHANbLHOTO MPOEKTOPa, KOTOPOe MOMHOCTbI OTBEYaeT CTaHOAPTHOMY TEOMETPUYEcKOMy
MpeacTaeneHnio 06 OpToroHarnbHOM MpoekTupoBaHuM. OO6LLEed, OCHOBOI 3(hEKTUBHOTO WCMONb30BaHMSs
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OPTOrOHANbHbLIX NPOEKTOPOB ABMSAETCA HANMUMe [ABYX SKBUBANEHTHbIX ONPEAeNeHWi TakuX MPOEeKTOPOB M
BO3MOXHOCTU WX KOHCTPYKTUBHOTO MOCTPOEHUA B CBA3M C MMHEMHbIMM NOANPOCTPAHCTBAMU  Yepes
nceBnoobpalleHme.

4.«TeoMeTpreCcKoe Onpe/eneHre OpTOroHanbHOro NPOeKTopay: AnA pasnoxeHns R =L + L' B npamyio cymmy
OpTOTOHarbHbIX  MOAMPOCTPAHCTB  OPTOTOHAmNbHBIM  MPOEKTOPOM P, Ha  NWHElHOe  MOANMPOCTPaHCTBO

L < RP Ha3bIBaeTCs onepatop, OnpeAensiemblii COOTHOLLEHUEM

Pix=P.(x, +x,.)=x,r0e

(1)

— L
X=X, +X.,X eLx, el

1L

— 0AHO3HaYHOE Pa3NOXEHNE NMPOU3BOMBHOTO BEKTOPA X € RP Mo ByM COCTABNISIOLLMM OPTOrOHambHOM CyMMbI.
OueBnaHbIM 06pa3om onepaTop OPTOrOHaNBbHOrO NPOEKTUPOBAHNS SBNSETCS NIMHENHBIM ONEPaTOPOM.

5.PasnoxeHue (1) NPON3BOJILHOIO BEKTOPa xeRPB cuny CMMMETPUYHOCTM OTHOCUTENBHO OPTOrOHANbHbIX
charaemMblx onpeaenseT 0QHOBPEMEHHO [1Ba OPTOroHanbHbIX NPoOeKTopa: P ’PLL C 04eBMAHbIM COOTHOLLEHNEM

P +P. =E,
rhe E, - efnHnyHas MaTpuLia COOTBETCTBYIOLLEN PA3MEPHOCTA.
6.[ins opToroHansHoro npoekTopa F; Ha NoANpocTpaHeTBo L onepatop Z, =E, — P, sBnseTcs opToroHanbHsim

NPOEKTOPOM Ha OPTOroHanbHoe fononHeHne L'k L:Z, =E »—P =P..

7.AGCTpaKTHOE onpeaeneHue OPTOTOHaNLHOTO NPoeKTopa: ANs TOro, YToBkl NHeNHbI onepaTtop P:RP — RP,
Obln onepaTopoM OpTOrOHaNBLHOMO NPOEKTUPOBAHNS HEOBXOAMMO U [OCTATOYHO, YTOObI OH bl MAEMMOTEHTHBIM
CMMMETPWUYHbIM  OnepaTopoM. JIWHeltHoe npoCTpaHCTBO L,, Ha KOTOpOe COBEpLUaeTCs OpTOroHarnbHoe

MPOEKTUPOBAHME B COOTBETCTBAW C «TEOMETPUYECKUM OMpedenieHMemM» OMWUCHIBAETCH OOHUM W3 [BYX
COOTHOLLIEHWIA:

Lp ={x:x=PuueRP}={x:x=Px,xeRF}.

8.CuHrynspHoe unu SVD- npeacTaBneHne Npou3BOIbHONM m x n MaTpuLbl: Ans npoussonbHon A< R™ paHra
r <min(m,n) cnpaBeanMBO Crieaytollee NpeacTaBfieHe MaTpulbl B BMAE B3BELUEHHOW CYMMbl TEH30PHbIX

npon3BeeHni
,
A= Auyv] 2)
i=l

roe

o A >..>2>0 obwumitHabop HeHynesbix COBCTBEHHbIX uncen matpuy AAT ATA.
e U;eR"i=j,r- opTOHOPMUPOBaHHbII Habop COBCTBEHHbIX BEKTOPOB MaTpULbl AAT | oTBeyatoLLMX

HeHyneBbIM COBCTBEHHBIM YMCTaM: AATu,- = /1,2,/1,-2 >0,i= 1,r,u,Tu/- =0 NENK

e v, eR",i=j,r-- opTOHOPMMPOBAHHbIt HABOP COBCTBEHHBIX BEKTOPOB MaTpULLbI AT A, oTBevaloLmX

HeHyneBbIM COBCTBEHHbIM uncrnam: A Av, = 2v,, A7 > 0,,i = 1,r,v,-ij =0;

Vi, ER



New Trends in Classification and Data Mining 159

MpyHUMNManbHY porb B onucaHni 6a3oBbiX CTPYKTYP EBKMMAOBLIX MPOCTPAHCTB UrpaeT nceBaoobpalLeHmne no
Mypy - MeHpoysy: [Moore,1920], [Penrose, 1955] kak opHOMeCTHOM onepaumu A’ Hag NpPsIMOYrofbHbLIMM

MaTpuLaMM  MPOM3BOMbHOM  Pa3MEPHOCTU:  Ans  Npou3BonbHbiXAe R™". B panbHedwem  TepMuH
«ncespoobpalLenne» Byaem cokpalats o MaO.

EBknnAaoBbI NpocTpaHCcTBa, 6a3oBble NUHelHble CTPYKTYpbI 1 M0

9.0npepenexne ncesnoobpallenns yepes SVD - npectaBneHve MaTpuubl: Ans NpoU3BOMbHOM [ - MaTpuLbl
AeéNMoO A" onpepensieTcs COOTHOLIEHMEM

AT =Y Avul :R" >R", (3)

i=1
rae u;,v;,A;,i= J,F = 3NIEMeHTbI CUHTYNSIPHOTO Pa3noXEHIs MaTPULIl 13 COOTHOLIEHNS! (2).

3ametnum, yto  SVD - onpegenenve MMgO (cootHoweHnue (3)) nos3sonsieT nerko ycraHoButb, yto g0
KOMMYTUPYET C TPaHCMOHUPOBAHUEM, @ TaKKe PSA APYrUX NOME3HbIX COOTHOLLEHWIA, B YaCTHOCTU, 4TO

AT(ATY = A"A.
10.0pToroHanbHble  MpoekTopbl  Ha  moanpocTpaHctea L, ,L ; B €BKNMAOBBIX  MpOCTpaHCTBa

R™,R™ coOTBETCTBEHHO, 0603HAYNM UX P(AT),P(A) COOTBETCTBEHHO, ONPEAENATCS COOTHOLIEHNSIMM

PAT)=AA" = uu]
i=1

P(A)=P((AT) )= AT(ATY" = AA=Svu] .
i=1

11.“Onepatopbl Z(A),Z(A), onpeaensieMble COOTHOLLEHNAMM

Z(A)=E,-P(A)=E,-A"A,

Z(AT)=E, —P(AT)=E, —AT" AT =E,_ — AA*,
ABNAKOTCA ONepaTopamy OPTOroHaNbHOro NPOEKTMPOBAHNA Ha NoanpocTpaHcTsa L ,Ljr
BaHOCTb NOCMeaHMX COOTHOLLEHWI ONPEAENSIOTCA TEM, YTO Lj‘r SBNSETCS MHOXECTBOM Hyfen onepatopa A.
12.MoanpocTpaHcTBO LLAT aBnseTca sapom KerA (MHOXeCTBOM Hynen) onepatopa A:
L
L,r = KerA = Z(AR".

13.ins cosmecTHocT CJTAY Ax =y Heobxoaumo n [octaTouHo, utobbl y'Z(AT)y =0. B atom cnyyae

A"y aBNSIeTCS HANMEHBLIMM MO HOpME peleHreM. OHO OpTOroHanbHO K KerA, a MHOXECTBO BCEX PELLEHMi

Q, 0nNChIBAETCA COOTHOLLIEHMEM
Q, =AYy +Z(AR" ={x:x=A"y +Z(A),v eR"}. (4)

14.Ecnn CIAY Ax =y HecoBmecTHa, T. e y'Z(AT)y >0 MHOXeCTBO, onpeaensieMoe COOTHOLUeHMeM (4)

OMUCLIBAET COBOKYMHOCTb BCEIA HAUMYULLMX KBAZPATUYHBIX NPUBHKEHNI NPaBOIA YacTy 3HAYEHUSIMU NEBOI:
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Q,=A"y+Z(AR" = Argmin|| Ax—y ||. (5)

xeR"

3HayeHue HeBA3KN Ans NBOro0 HaunyyLIero kKBaapaTiyHoro npubnimkeHns coctasnset y' Z(AT)y.
15.ins Toro, 4to6bl MaTpUyHOe ypaBHeHne AX =Y,AeR™"X e R™™ Y e R™" umeno kopHu Heobxoanmo 1
[OCTaTOYHO, YTODbI trYTZ(AT)Y =0. B atom cny4ae MHOXecTBO (2, ONPEeAEnsAeTcs COOTHOLLIEHNEM

Q, ={X:X=AY+Z(AV,V eR™}. (6)
16.[Ans nuHeitHoi 3aBucumocT Bektopa d e R™ 0T cTonbuos matpuusl A e R™" HeobXxoauMo 1 JOCTaTouHO,
4TOObI BBINOMHANOCH COOTHOLIEHME

d"Z(A")d = 0. (7)

Ccbinka Ha BEKTOPbI—3MeMeHTbl CTOMNBLOBOrO MpeacTaBneHUst MATpuLbl A HUCKOMBKO HE OrpaHu4MBaioT
BO3MOXHOCTW MPUMEHEHUS YTBEPXKAEHNS 3TOrO MyHKTa AN ONpeaeneHus IMHEAHO 3aBUCUMOCTM TOrO WIn
MHOTO BeKkTopa OT (PUKCMPOBAHHOrO Habopa BEKTOPOB. [Nis MCMOMb30BaHUS pesynbTata B oOWeM cnyyae
HeoBXoauMMO 1 [OCTAaTOMHO COCTaBUTb MaTpuly, B KOTOpOW BekTOpbl Habopa sBrmsioTcs cronbuamu, w
AOMNONHUTENBHO UCMONb30BaTh N.1 6a30BbIX CBOICTB.

OTMETUM Takke, YTO YCTIOBUEM TMHEIHOA HEe3aBUCUMOCTM CTPOKM a',aeR”  OT CTpOK  MaTpuLjbl

A e R™" aBngaetcs ycnosue

a'Z(Aa=0. (8)
17. Mpsimble chopmynbl Mpesuns: MaO nponssonbHoit MaTpuUpl A€ R™", nononHeHHol cTpokoit a’ e R",
onpenensetcsa anemeHtamu P eR™™ g e R"6noyHoro npepactasnexns Ma0 [aATI =(P:q) pacLmpeHHoil
MaTpuLbl B COOTBETCTBUM C hOpMynamu

2 aTZ(A)a > 0(Hes.)

q= ; 9)
m,aTZ(A)a =0(3a8.)

roe

;
R(A)=AA* .

MepBas cTpoka B (9) 0TBEYAET Cryyato IMHENHON HE3ABUCUMOCTM CTPOKY - PaCLUMPEHMS OT CTPOK MaTpuubl A,

BTOPOW — NIMHENHON 3aBNCUMOCTM.

C y4yéTOoM KOMMYTMPOBaHMS TpaHCnoHupoBaHus ¢ MaO0, npsmble dopMynbl MpeBunst 04YeBUAHbIM 06pa3oM
nepenu1cLIBalTCA ANs BapaHTa paclUMpeHist MaTpuLibl CTONGLIOM.

18.06patHble chopmynbl ['peBuns: ans 6nouHoro npeacraenenns MO pacluMpeHHon MaTpuLbl B BUae

( T} =(P:q) MuO matpuupl A onpeaensieTcs COOTHOLIEHWUSIMA
a
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qq"

(E -W)P,aTq:l(Hesae.)
A= : 10
(E +i)P a'q <1(3a8.) "
l-a'q" ' I '

YcrioBue B MepBoil CTPOKe B COOTHOLWeHUsX (10) oTBeYaeT NMHEeMHOM He3aBWCMMOCTW CTPOKM, KOTOpas
ypanseTcs, a BTOpPO — 3aBWCHMOCTU OT OCTanbHbIX CTPOK Matpuubl A. CnpaBefnneocTb 3TUX YCMOBMI
HEenocpeaCTBEHHO BbiTekaeT M3 n.17 “, M ucnonb3yeTcs, Korga — AononHuTensHo u3sectHa g0 ans
pacLIMPEHHON MaTpuLbl.

19.KBagpar paccTosHus pz(a,LA) BekTopa @ € R™ oT noanpocTpaHcTBa L, onpeaenseTcs COOTHOLLEHUEM

paLi)=min lla-y|P=a'z(A)a.

20.Ksagpat pacctosHua p>(a,I'(b,L,)) Bextopa a<R™ ot mnepnnockoctn [(b,L,) = b+ L, onpenensetca
COOTHOLLEHMEM

p*@r(bLy)= mn [la-yl|’=(a—b)"Z(A")a-b).
yel'(bLy)

OtmeTuM, 4TO NpuBA3ka nognpocTpaHcTs B Nn.19, 20 K MHOXECTBY 3HaYeHuI onepatopa AHe orpaHuuMBaeT
cthepy npumeHuMocTW pesynbtatoB. C nomowbio n.1  OHM O4YeBWAHbIM 0Bpa3oM pacnpocTpaHATCA  Ha
CUTyaLmIo, korga noanpoCTPaHCTBO NOPOXAAETCS 3a4aHHON KOHEYHOI COBOKYMHOCTbLIO BEKTOPOB.

dopMynbl aHANUTUYECKOrO BO3MYLLEHMS onuckiBatoT M0 n3MeHEHHOIM MaTpuLbl, KOr4a BO3MYLLEHWE UMEET BUA
ananTvBHo pobaskn  ab ,acR".beR". B pabote [KupnueHko,1997] ucuepnbiBatolymm  06pasom
MCCRe0BaHbI BapuaHTbl npeAcTasnenns MO BoamylwdHHoin MaTpuusl (A+ab’)*. Kak okasbiBaetcs, BuA

COOTBETCTBYHOLLMX ¢)0pMyn onpeaenseTcs JIMHEMHON 3aBUCUMOCTBLIO UMK HE3ABUCMMOCTM  BEKTOPOB a,bT oT,

COOTBETCTBEHHO, CTOMOLOB M CTPOK MaTpuubl A. Kpome TOro, Ha BME COOTBETCTBYHOLWMX (DOpMYN BrvsieT
COXpaHeH1e UNu nafieHne paHra Bo3MyLLEeHHON MaTpuueil. MocneaHee kacaeTcs cryyas, Koraa OfiHOBPEMEHHO

oba BekTopa a,b’ MMHEIHO 3aBMCMMBI C, COOTBETCTBEHHO, CTONBLAMI 1 CTpokami Matpuusl A. W ycnosus

NIMHENHOW HE3aBUCUMOCTU U YCMOBUE NafEHUs paHra HOCAT aHanuTUyeckuit xapaktep. B n.16  npegcrasneHbl
YCNOBWS NUHENHON 3aBUCUMOCTU. YCOBME COXPaHEHUS paHra NpeacTaBneHo CreaytoLM NyHKTOM.

21.Panrn matpuy, AuA+ab” oguHakosbl (a,b” OAHOBPEMEHHO 3aBMCMMbI OT, COOTBETCTBEHHO, CTONBLIOB 1
CTPOK MaTpuubl A): rank(A+abT):rankA, TOrfa U TOMbKO Torga, korga b’ A*a=—1. PaHr BO3MYLLEHHO
MaTpuLibl nagaeT, koraa b’ Ata=—1.

Mp1HUMas BO BHUMaHWe rPOMO3AKOCTb COOTBETCTBYHOLMX (HOPMYMMPOBOK, HINKE NPUBEAEH OAUH U3 Bap1aHTOB
ytBepxaeHus o Buge MoO ana Bo3mywéHHoi MaTpuubl. C MOMHbIM BapUaHTOM YTBEPKOEHUS MOXHO
03HAKOMUTBCA B yake ynomsHyTomn pabote [KnpuyeHko,1997].

22 AaHanuTnyeckue dopMynbl BoamyleHns a0 MaTpuL, (parMeHT: ecrin KOMMOHEHTb! BO3MYyLLeHns: a,b”
NMHEIHO He 3aBMCUMbI OT, COOTBETCTBEHHO, CTONBLIOB M CTPOK MaTpuUsl A, T.. aTZ(AT)a >0,b'Z(A)b >0,
TO

Ataa’Z(AT) Z(A)obT A" 1+b A"

(A+ab’) =A* e Z(A)pa"Z(A" )E(A_TM .
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EBKNMAOBLI NpOCTPaHCTBa, 6a30Bas HeNMHeHas CTPYKTypa: rpynnupykoLue oneparopsl

BaxHEMWMMM HEeMMHERHBIMM CTPYKTYpami eBKIUAOBA NPOCTPAHCTBA SBASIKOTCS KBagpaTU4Hble POpPMbI, TOUHEE:
HEoTpULaTENbHO ONpefenéHHble KBaapaTUyHble (OPMbI, — M OTBEYAIOLME UM AMNIUNChI UMW 3NMUNCOMAANbHbIE
uunuHapsl. Cpeam Takux HEMUHERHbIX CTPYKTYP NPUHLMNMANbHBIMU SBNSIOTCS MaTPULbl KBagpaTUUHbIX opM,
KOTOpbIE, KaK, OKa3bIBAETCS, ECTECTBEHHbIM 00pa3oM CBsi3aHbl C rpyNMoBbIMIA CBOCTBaMM Habopa BEKTOPOB U
KOTOpble MO3TOMY ECTECTBEHHO HasblBaTb TPYNMMUPYIOLMMK OnepaTopamu. [ pynnupytowme onepaTopbl

m P - ~
BO3HUKaIOT B CBAM C Habopom BekTopoB a;eR™,j=1nu oOTBevalowen emy MaTpuLen

A=(a:..:a,)a eR" j= L,n. B nape Habop-maTpuua nepBbii OydeM HasbiBaTb  CTONGLIOBbIM
NpeacTaBNeHMeM MaTpuLLbl, BTOPYO — MaTpUYHbIM NpeacTaBneHnem Habopa. Kak 1 opToroHanbHble NpoeKTopbl,
rpyNMMpYIoLLyE OnepaTopbl ABMSIOTCA NapHbIMU. Byem 0603HauaTh 1, cooteeTcTeHHo R(A),R(AT) .

22.0npepenexue rpynnupyroLLmMX onepaTopos:
R(A) = A“ A"
R(AT) = A" A" .
23.MpoekTMpoBaHne Ha HopmuposaHHbii Bektop UeR™:||u||=1 anementoB Habopa BekTOpoB

a;eR",j= 1,n . OCHOBHOI1 pe3yrbTaT 3TOro NyHKTa NpeACTaBNeH NEMMON 1 Hitke.

Nemma 1. [na npoussonbHoro Habopa a; € R™,i=1,n ¢ matpuuHbiM npeactasnexvem A=(a,,...,a,) v
MPOW3BONLHOrO HopMMpoBaHHoro Bektopa U € R™ :||u||=1, cnpaseannBo paseHcTBO:

L oToT T aaT

Da; uu'a; =u"AATu (11)

j=1

[oxa3atenbCTso. [leficTBUTENbHO, MPUHIMAR BO BHUMAHUE CBSA3b BEKTOPOB Habopa a; € R™,i =1,n co caoum
MaTPUYHbIM NPENCTABIEHNEM B BUIe

n n n n
T, T _ T AT, T _ T T AT, T T . T
D auu’a; =Y e"(ATuuAe ) =D u"Ae e (pATu=u"A D e e’ |ATu.

= = = =

rae E, - eaunnurasi matpuua (onepatop) B R", 1 AokasaTensCTeo NeMMbl 3aBEpLUEHO.

3ameyarue 1. NleBas yacTb cooTHolueHne (11) nemmbl 1, cOBCTBEHHO, NpeAcTaBNseT cobow CyMMy KBaapaToB

npoekuuin BexTopos Habopa a; € R™ i =1,n Ha HopmmposanHbii Bektop U e R™ :||u||=1.
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24.MpoekTnpoBaHue Ha anemeHTbl u; € R™,i=1,r SVD —pa3snoxeHust MaTpuyHoro npesctaeneqns A Habopa
BEKTOPOB a; € R™,j= ﬁ . OCHOBHOW pe3ynbTaT 3TOro NyHKTa NpeacTaBneH NEMMON 2, NPUBEAEHHON HIXeE.

Nemma 2. [inst npoussonbHoro Habopa a; € R™,i =1,n ¢ matpuuxbim npeactaeneqvem A= (a,,...,a,) umeet
MECTO COOTHOLLIEHME:

n

ToT TaaT 2 i 717
D ajuula; =uj AATu; = & i =1r
=

[lokasaTenbCTBO BbITEKAET M3 NEMMbI npeapiaywero nyHkta u u3 n.8, B KOTOPOM B pamkax CUHTYNAPHOTO

npeacraenedns matpuubl Habopsl  U; € R™,v; € R",r =rankA onpefensiotca kak OpTOHOPMMPOBAHHbIE
Habopbl coBCTBeHHbIX BekTopos Matpul, AAT, ATA, oTBevarolx oblijemy Habopy HEHyNeBbIX COBCTBEHHbIX
yueen /1,? >0,i=1r.

25. Tpynnupylowme orepaTopbl: 3MMMNCHI TpynnupoekM Habopa Bextopoe @, € R™,i=1n. OcHosHoe

OTBEPXOEHNE NyHKTa — TeopemMa 1 Huxe.

Teopema 1. Mycts a; € R™ i =1,n npoussonsHbiit Habop BekTopos U3 R ¢ MaTpuuHbIM NpencTaBneHnem

A:(a1§...fan). Torga BCe BeKTOpbl HaBopa MpUHAZnexaT BHYTPEHHOCTW — GMnunca, TOYHee:
ANNUNCoMaansbHOro LNMHAPa, ONpeaensemMoro ypaBHeHeM

x"R(AT)x =r,xeR™,
rae, R(AT), «rpynnupyiowuity onepatop, onpeensiemMbiit CTaHIapTHbIM 0Gpa3om
R(AT) = A* A,
[lokasaTenbctgo. PacemoTpum  KBaapaTbl Mpoexuuit BekTopos Habopa a;, | =1,1 Ha Kaxgblil U3 BEKTOPOB

u,-,i:1,_r SVD-npegcTaBnerus (2) matpuubl A. MpuHUMAas BO BHUMaHWE OPTOHOPMMPOBAHHOCTL Habopa

up,i=1r: u,-Tuj =§,-j,i¢ J,i,j=1r, a Takke cuHrynsipHoe npeactaenedne (3), v oGosHayas KeaapaTtbl

2. . =
MpoeKLuit Yepes HPrui a ]“ I, j =1,r, o4eBnaHbIM 06pasoM UMeeEM
P 2 _ T T . 7 . _ 1

. aj| =a; uuja;,j=1ni=1r.
CymmupoBaHue no Bcem Bektopam Habopa aj,j = 1,_n W NPUMEHeHMe NemMMbl 2 JaéT

ST T TaaT 2:_ 1,

> ajuula; =uj AATu; =&, i=1r,

j=1

T.e.

n
T T 2 _17
j=1

Takum 06pasom, nocne AeneHns oBerx yacTeil MOCHeAHEro COOTHOLIEHUS! COOTBETCTBEHHO Ha /1,2,i =1r,
umeem
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T T
4 a/' uu; aj _UI»TAATUI- —1 ._1_
Z 22 - 22 - !I_ !ry

j=1 i i

T.e.

T
iui

AT AT =R(AT),

.M“
A')\) <

T.e.

> a/R(AT)a; =r. (12)

Mockonbky R(A™)- cMMETPUYHas, HEOTPULATENBLHO ONPefenéHHas MaTpuLa, TO CRIECTBIEM COOTHOLLEHUS
(12) sBNSAETCA OIHOBPEMEHHOE BbINOMHEHNE HEPABEHCTB

a/R(A)a,; <r,j=1n. (13)

MpUHUMas BO BHUMaHUE YXKe YMOMSHYTYIO Bbillle CUMMETPUYHOCTb M HEOTPULATENbHYIO OnpedenéHHOCTb
kBagpaTuuHoi dpopmbl X' R(AT)x, X € R™, ypaBHeHue

X'R(AT)x=rxeR™, (14)

onpenenseT BnMuMC, TOYHee: aNnMNconaanbHbii uunvHap, B R™ ¢ annHamu ,i =1,r HeTpuBMarbHbIX

1
AT
nonyocei. HanomHum, 4to r = rankA < min(m,n).

Takvum 0Bpa3om, BbiMonHeHMe HepaseHcTea (13) ans Bcex Bektopos HaGopa a; € R™,i=1,no3Havaer ux

OAHOBPEMEHHYIO MNPUHAANEXHOCTb BHYTPEHHOCTW 3nnuncoMAaarnibHOro uunuHapa C  ypaBHEHWEM (14), n
[0Ka3aTenbCTBO TeOPEMbI 3aBEPLLUEHO.

3ameyaHne 2. B [eicTBUTENBHOCTU HepaBeHCTBO (13) MOXeT AaBaTh CyLIECTBEHHOE 3arpyGrieHne «paanycar
annunca. Tak, npu Bektopax a; € R™,i =1,n, Gru3kux k OPTOroHasbHLIM, O4YEBUAHLIM 06PA3OM, KOHCTaHTa B
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npasoit YacTy B npasoit YacTu (13) MoxHO BbIOpaTh 6nmakol k 1. Tak uTo cnpaBeanus bonee XECTKUI BapUaHT
TEopeMmb 1, ABNAILMACA NPeSMETOM CrieayHoLLero yTBepKaeHuS.

26. YcuneHve pesynbTata 06 annuncax rpynnupoBKu.
Teopema 2. Bektopbl mnpoussonbHoro  Habopa @, € R™,i=1n ¢ wmaTpuuHbiM  npeacTaneHvem
A= (a1 DLl an) NpuHagnexaT BHYTPEHHOCTM 3nnMNconaanbHoro LMnMHapa

X"R(ANx=r_ .r2 <r=rankAxeR™,

max " max

anIMEHeHVIﬂ: NUHenHas perpeccusn, CKansipHble HabnogeHus

MpumeHenne MoO B nuHenHoi perpeccun onpegensietca Tem, yto MHK — oueHka S (oueHka meToga

p—1
HaWMeHbLLIKNX KBa,ElpaTOB) HEen3BeCTHOro napametpa ﬂ € R nuHeiHom perpeccun y = Z,ijj(x) + & Ha OCHOBE
j=0

HabriogeHnn (x,,y;),x; e R™,y; € R',i =1,n onpefenseTcs pelueHnem onTMMIU3aLMOHHON 3aaqn

feAgmin|| XB-Y |, (15)

peRP

B KOTOpOW MaTpuua X — matpuua nnaHa, a Y — BekTop - cTonbeL ¢ KOMMNOHEHTaMK Y, eR'i=1n- BEKTOp

HabntoaeHuin perpeccaHTa. B cootBeTcTBMM C cooTHOWweHnem (4) n.13  obwee peweHnn 3agaun (15)
OnpenenseTcs COOTHOLEHNEM

BeXY+Z(X)v,veRP (16)

co cBo6OaHbIM NapameTpom Vv € R”.

Pewenne 3agaun MHK - oueHuBaHus B Buge (16) NOMHOCTbIO COrMAcyeTcs C KNacCUYEeCKUM pELLEHMEM
ypaBHeHus aycca — MapkoBa B Buae

B=(X"X)"'XTy,
MOCKOMbKY B CIydae MOJIHOMO CTONBLOBOTO paHra MaTpuubl nnaHa, eé MaO  X™ 1 opToroHanbHbIM NpoekTop
Z(X) onpefensioTcst COOTHOLLEHUAMM
X =(X"X)"'X",2(X)=0.

B aTom cnyyae knaccuueckom cnyyae MHoxecTBo MHK — oLieHok B (16) SBNSIeTCA OfHOINEMEHTHBIM.

I'IpumeHeva: 3afjavya TepMUHaNbLHOro ynpaBneHusa

lNon 3agayer TepMUHANBHOTO YNPaBREHUs ANs IMHENHON OUHAMUYECKON CUCTEMbI C OUCKPETHBIM BPEMEHEM
x(k +1) =A(k)x(k) +b(k)u(k),
x(0) = X(0)»
roe

x(k)eR", u(k)eR', A(k)e R™", b(k)eR", k=0N,
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UMeloT B Bufy 3agady Bbibopa Takoro ynpaenewus u(k), k=0, KOTOpoe MO3BONSIET BbIBECTU (Ha30BYHO

TpaekToputo B MOMeHT N +1Ha ypoBEHb X, WK, ECTI ITO HEBOMOXHO, BbIGOPOM TOrO Xe YnpasreHus
2
MUHUMW3NPOBATL OTKITOHEHWE ||x(N +1) - x(1>|| .

MpUHUMNMANbHBIM Pe3ynbTaToM [N UCCMeNoBaHNs 3a4auu TEpMUHaNbHOTO YNpaBneHus SBNSETCS Teopema
pedyKLUMK, NO3BONAILLAA CBECTY 3afady TepMUHanbHOro ynpasneHns k CIIAY.

Teopema 3(Teopema peaykumm). 3agada TEPMUHANBHOMO YNPaBNEHNS ABNSETCS SkBuBaneHTHoi CIAY
W(N +1u=x, — AN -1)A(N -2)...A(0)x,, ,
B koTopoit  BekTop U € RV — 0BbeanHerHbIN BekTop ynpasnenus, a Matpuua W(N + 1) aBnsetcs 6royHoi:
W(N +1) =(W(N +1,0):W(N +1),1)%.. ;W(N +1,N)),
c 6rnokamu W(N +1),k),k = O,N , OnpenenseMbIMI COOTHOLLIEHUSIMM
W(N +1,k) = A(N)A(N —1)...A(k + 1)b(k),k = O,N —1,
W(N+1,N)=hb(N).

Teopema peayKkuumn No3soNsSET McCHepnblBatoLWMM 06pa3oM UCCNeAoBaTh 3agady TePMUHANBHOMO YNpaBNeHUs C
nomowpto nn.13,14 . Crnepyet [obaBUTb, YTO aHanmomMyHbIM obpasom, ¢ nomowsto o0 ymaéres
ncyepnbiBatoLLMm 0bpasom 1ccrneaoBaTh 3agady TEPMUHANBHOMO HAbMogeHUs, B TOM YnCne B Cnyyae ownbok
W WyMOB (CM., Hanpumep, [Kupnierko, [loHyeHko, 2005])

I'IpumeHeva: Knactepusauus

MoO pacwmpser BOSMOXHOCTM KnacTepusauuy, nossonsas 3(MEKTUBHO norpyxarb  KnaccuuumupyeMble
00bekTbl B nogxogsiyMe NOAMPOCTPaHCTBa wiw runepnnockocTh. 1.1 [aeT BO3MOXHOCTb CBSI3bIBATb
NOANPOCTPAHCTBO, MOPOXAEHHOE HAOOPOM BEKTOPOB, C NOAXoAsLeln matpuuen. Ecnn obbekT cBs3biBaeTCs ¢
TMNEepnnocKoCTbH, TO €€ CMELLEHME — 3TO, Kak NPaBuUIo, CpegHee No BEKTOpam NOpOXAatoLLEn COBOKYNHOCTY, a
NOANPOCTPAHCTBO — 3TO MOANPOCTPAHCTBO 3HAYEHUI MATPULbI, MOCTPOEHHOM W3 LEHTPUPOBAHHBLIX CPERHUM
BEKTOPOB MOPOXAALOLLENA COBOKYMHOCTH, Kak 13 cTonbuos. PesynbTathl nn..19, 20 obecneunBaloT BOIMOXHOCTb
KOHCTPYKTMBHOTO ~ BbIMMCIIEHUSI  pacCTOsHUA OT  OOBEKTOB  (MOAMPOCTPAHCTB WM TMNEPIOCKOCTEN),
accouMmMpyemMblX € MOPOXZaloLend  COBOKYMHOCTbI).  [pUMEHEHME  CTaHAapTHbIX  PEKYPPEHTHbIX
nocrneaoBaTenbHO YTOYHSIEMbIX PasOMEHWA C pacCTOSHWUAMM COOTBETCTBMS M3 Nn.19 wnm n. 20 npuaaét
npoueaype knactepusaumm Heobxoaumon 3aBepléHHocTM. C  nogpoBHOCTAMM  MOXHO O3HAKOMMTLCS,
Hanpumep, B pabotax: [KupuueHko, JoHueHko, 2007], [KupuueHko, [oHueHko, 2008]).

lpynnupylolme OnepaTopbl AT  BO3MOXHOCTb MOCTPOWTb  PacCTOsiHUSI  COOTBETCTBMS B CBS3M C
ncnonb3oBaHnem 6asoi HENMMHEIHOM CTPYKTYPbI: 3nnunca rpynnuMpoBaHMsa U COOTBETCTBYHOLLEN KBagpaTUYHON
(hOpMbl, OMUCHLIBAEMON TPYNNMUPYIOLLMM ONepaTopoM. B CyllHOCTH, peyb MOET O TOM, YTO pesynbTaT Teopembl 2
MOXHO WCMOMb30BaTb AN ONPedeneHus paccTosHUS COOTBETCTBUS, TOYHee ero keagpara, 0603HauuMm

€ro pz(x,K/), mexay  BektopomX € R™ u knactepom KI, nopoxaeHHbM  0BydaroLiel BbIGOPKON
a eR™, j=1n.
OBoaHaumm Yepes a cpefiHee obyuaroLeit BbIGOPKY &, € R™,j= 1,1, a yepes A MaTpuuHoE NPEACTABNEHHE

[1NS BEKTOPOB A j € R™, j=1,n nepsoHayansHoro Habopa, LIeHTPUPOBAHHbIX COEAHIM:
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I
az;;aj’
a=a;-a,
A=(a,:...a,)

Toraa kBagpaT pacCTosHWS, OnpeaensieMblii COOTHOLLEHUEM

P00 =3 (x ) R )(x-),

rmax
ABMAETCA PAcCTOSHWEM, OMPEdensemMol  CTAaHAApPTHON MOBEPXHOCTbIO YPOBHS, T. € MOBEPXHOCTHIO,
OnpeaensieMon ypaBHeHeMm

=\TpraT = 2

(X_a) R(A )(X_a):rmax'
Takoe onpefeneHne paccTtoaHne onpeaenseTcs, COOCTBEHHO MUHUMaIIbHbIM annunconaoM  rpynnupoBKK
BekTopoB &; € R™,j=1n, Torma kak cpemHee @no aneMeHTaM OGyualolieil BbIGOPKN 3af1aéT LEHTp

COOTBETCTBYHOLLErO 3Mnmnca.

Mpu Hanmumn Habopa knactepoB K,/ =1,L, paccTosHusi COOTBETCTBUS OMpeAensioTcsi, COOTBETCTBEHHO,
COOTHOLLIEHMSIMU

1 _ ~ _
PR(K1) = ——(x—2) ROAT(x~a),l =1L, (1)

rl,max
C OYEBUIHOI AeTanm3aumen 0603Ha4YeHNin B CBA3M C ynoTpebrneHmem COOTBETCTBYIOLLETO MHAEKCA.
BbluncneHne paccTosHWA OO KnacTepoB B COOTBETCTBUW C (17) oTBEYaeT pacCTosHUAM [0 npeacTaBuUTenei
knactepoB @,/ =1,L B COOTBETCTBIM C MUHUMATbHBIMI ANMUNCAMI FPYNMUPOBKM LIEHTPUPOBAHHBIX AMIEMEHTOB
obyyarowmx BoIOOPOK.

MpumMepbl 3G(HEKTUBHOMO MPUMEHEHNSI PAcCTOSHWA COOTBETCTBMS Bua (17) MOXHO HaWTW, Hanpumep, B
pabotax [KupuueHko, [JoHueHko, 2008], [Kupuuerko, JoHueHko, 2007], [doHueHko, Omapanbuposa 2005].

MpumeHeHns 6a30BbIX CBOMCTB NMHENHDbIX CTPYKTYp: RFT- hyHKUMOHaNbHbIE ceTu

WckycCTBEHHbIE HEMPOHHbIE CETU SBMAKTCH CTaHOAPTHBIM TEXHOMOMMYECKAM UHCTPYMEHTOM UCCenoBaHus B
3afayax MpOrHo3a, Knaccudukaumm W knactepusaumn. B CywHOCTW, Takue CETM MpencTaBnstoT cobon
rpacuyeckne n3obpaxeHns: rpadbl CynepnouLui, CTaHAAPTM30BaHHLIX (DYHKLMOHAmbHbIX 3nemeHToB. B
9TOM CMbIClle WX C MONMHbIM MPaBOM MOXHO Ha3BaTb (PYHKUMOHANbHbIMKU CceTamu. CTaHgapTusauums
(OYHKUMOHAMbHBIX SNEMEHTOB (HEMPOHOB) MPOSIBNSETCA B TOM, YTO OHU peanu3ylT CKanspHylo (YHKLMO
BEKTOPHOTO aprymeHTa Kak Cyneprnosvupio FIMHEMHOro (yHKUMOHana W CKanspHOM (YHKLUMM CKansipHoro
aprymeHTa:

y=Fw' x)w,xeR"F:R'5>R".

YNoMsHyTas CTaHAapTU3aUms - YHUUKaLMS MOXeT NposBNATLCA M B BbIOOpEe BHELLHEN (yHKUMK: F, koTopas
Ha3bIBaeTCs (OyHKUMEN MHULManu3aumun HeipoHa. OHa MOXET BbiTb (PUKCUPOBAHHOM UMW NPUHUMATL 3HAYeHWs
13 KOHEYHOrO Habopa (PYHKLMIA.
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3ameTuM, 4TO, Kak MpaBUno, (PUKCMPOBAHHOW SIBMSIETCA U CTPYKTypa CETW: KONMWYECTBO CTAHAAPTHbIX
(hYHKLIMOHAMBHBIX 3NIEMEHTOB HEMPOHOB 1 CMOCOB X COBAMHEHNS!: TOMONOMMS CETH.

BO3MOXHOCT  (PYHKLMOHAMbHBIX CETEM MOXHO 3HAYMTENbHO paclumputb, ecnu 1) npugate Gonbluyro
(OYHKUMOHaMbHYK — YHMBEpPCANbHOCTL W obecneunTb  aganTWBHOCTb B MOCTPOEHMW  KaXaoro U3
CTaHAapTU30BaHHbIX SNemMeHToB; 2)  obecneuntb Gonee rubkue BO3MOXHOCTU B COEAMHEHUM 3MEMEHTOB:
Bonbluyto cBoboay B (hOPMUMPOBaHUM TOMONMOMMW CeT; 3) rapaHTpoBaTb afanTUBHOE MOCTPOEHUE CTPYKTYPbI
BCe ceTM B Uenom. [locregHee MOXeT ObiTb KOHCTPYKTWBHO peanu3oBaHO B XO4e  BbIMONHEHWS
nocneaoBaTenbHbIX LIAroB HapaLuuBaHus CETU, UMEIOLLMX PEKYPPEHTHBIN XapakTep.

Peanusauns Takon nporpammbl s 3a4adn NporHO3a - BOCCTAHOBAEHUS PYHKLMM, NPeACTaBNEHHON CBOMMM
3HaueHusmmn  (x,,y;),x; €R",y; e R",i =1,n, COCTOT B MOCTPOEHUM CTAHHAPTHOTO (YHKLMOHAMBHOMO
anemeHTa(RFT - npeobpasoBatens) B Buae

y=AY(Cx) , (18)
B KOTOpOoM Matpuua C— maTpuua npeaBapuTenbHOr0 npeobpasoBaHWs BekTopa npusHakoB x, a W —
HENMHelHoe MoKoopauHaTHoe npeobpas3oBaHWe W3MEHEHHOro  BekTopa npusHakoB, A, - Mmatpuua MHK
oLieHVBaHMs Ha BIBopke (X,,Y,),x; e R",y, e R™i=1,n.
ObbekTBHOCTL Npeobpasosatens (18) B NPOrHO3e 3aBMCUMOCTM MOXET KOHTPONMPOBATLCS MO HEBAA3KE W MO
TECTOBOM BblBOpKE.

B obuiem, agantveHas npouegypa nocTpoeHus yHKLUMOHaNbHOM ceTu passuBaeT naeto MIYA AT, MBaxHeHko

3aknioyeHue

B pabote npeanoxeHa n o60cHOBaHa KoHLenuusi 6a30BbIX CTPYKTYP €BKMMAOBOTO MPOCTPAHCTBA, BKMOYas
NMHeHble; NOANPOCTPaHCTBa, TUNEepnIOCKOCTM, NUHENHLIE OnNepaTopbl, — W HEMMHENHble: HeOTPULATENbHO
onpeaenéHHble KBadpaTWuHble (DOPMbl M OTBEYAKWME WM 3NnMNCOMAbI  TPYNNUPOBKW.  M3noxeHbl
KOHCTPYKTMBHbIE CMOCODbI ONMCaHWst 1 B3aUMHOIO Nepexofa OT OfHMX TUMOB CTPYKTYP K APYTMM: OT SIMHEMHbIX
NOANPOCTPAHCTB M MMNEPNIOCKOCTEN K mMaTpuuam 1M HaobopoT, a Takke OT Habopa BEKTOPOB K MaTpuuam
KBampaTUYHbIX POPM U SNnMNcam rpynnupoBKA M HAoBopoT. B uncne apyrux paccMOTPEHbI KOHCTPYKTUBHbIE
CcnocoObl NOPOXAEHUS NOANPOCTPAHCTB U MMNEPNIIOCKOCTEN, @ Takke OPTOTOHaMNbHbIX MPOEKTOPOB, CBA3AHHBIX C
yKa3aHHbIMKW oObekTamu. B TOM Xe pycre NeXuT pacCMOTPEHME FPYNnMpYOWMX OnepaTopoB. YNOMsHyTas
KOHCTPYKTMBHOCTb 0BecneynBaeTcs npumeHeHnem ncesgoobpaiyenns no Mypy — Menpoysy (MgO), a Takke
HOBbIMW pe3ynbTaTamu B 3Toi obrnacT. BaxHOCTb UM 3(EKTUBHOCTb WCMONb30BaHWS NPUBELEHHbIX
pesynbTaToB  MPOWNMIOCTPUPOBAHA Ha LUMPOKOM CMEKTPe 3aday, BKIHOYAIOWEM NUHENHYIO PErpeccuio, B TOM
4uCne BEKTOPHYHK), TEOPUIO ONTUMAIbHOMO YMPABMEHNS, KNacTepU3aLnio, NPOrHO3 W (hyHKUMOHANbHLIE CETH,
sBRsitoLLMECs 0606LLEHME NCKYCCTBEHHbBIX HEMPOHHBIX CETEM.
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HEMPOCETEBAS APXUTEKTYPA HA YACTUYHbIX OBYYEHUAX

Hukonan Mypra

AHHOMayus: paccmampugaemcsi Helipocemegasi apxumexkmypa, 0byyeHue 8 KOomopol npoucxodum He ¢
Uesbio MUHUMU3ayuU e0UHo20 Kpumepus kayecmea, a ¢ pasbueHuem 8bI60pku 0aHHbIX Ha NOOMHOXecmea, 01si
Kax0020 U3 KOMOpPkIX npoucxodum obyyeHue C Uenbio MUHUMU3auUU ceoe20 Kpumepusi. Paccmampusaemcsi
npUMeHeHue cemu K aHanu3sy u npoeHo3uposaHuro samomibix nap EUR/GBP, EUR/USD, USD/CHF, USD/JPY.

Knioyeenie cnoea: Heuémkas nioeuka, epigod Takazu-Cy2eHo, 0byyeHue HelpOHHbIX cemel, Knacmepusayus,
NPO2HO3 3HaYeHULl 8aIloOMHbIX nap.

ACM Classification Keywords: G.1.0 Mathematics of Computing — NUMERICAL ANALYSIS - General - Error
analysis; G.1.2 Mathematics of Computing — NUMERICAL ANALYSIS — Approximation — Least squares
approximation; G.1.6 Mathematics of Computing - NUMERICAL ANALYSIS - Optimization - Gradient methods,
Least squares methods; 1.2.3 Computing Methodologies - ARTIFICIAL INTELLIGENCE - Deduction and Theorem
Proving - Uncertainty, “fuzzy”, and probabilistic reasoning; 1.2.6 Computing Methodologies - ARTIFICIAL
INTELLIGENCE - Learning - Connectionism and neural nets; 1.5.3 - Computing Methodologies - PATTERN
RECOGNITION - Clustering.

Bcrynnenue

JanHas paborta nocesilieHa MOAMGMKALMW KNAcCUMYeckoro MeToga OOyveHUst HeMpOCETEBbLIX apXUTEKTYP,
KOTOpbIN GasnpyeTcs Ha MUHUMM3ALUWW KpuTepus (KpUTEpWEB) KavecTBa Ans BCel obyvatowlein BbIBOpKM
AaHHbIX. B npotuBoBec aTomy noaxody, npeanaraeTcs pasbueHue Bcel BbIOOPKM Ha HenepecekaroLmecs
MOAMHOXECTBA, Ha KOTOPbIX 1 MPOUCXOAUT MUHUMU3ALMS KPUTEPUS (KDUTEPUEB), 3aBUCALLMX NTWLLIb OT 3HAYEHWN
TOYEK [aHHbIX MogMHoxecTB. B pabote paccmartpuBaeTcs HeuéTkas CUCTEMA, C MEXaHU3MOM HEYETKOro
nornyeckoro Bbieoga Takarn-CyreHo ¢ TPUrOHOMETPUYECKUMM MONMHOMAMM B «TO»-4aCTW HEYETKWUX npasun.
lMocTaBneHbl 3KCMEPUMEHTbI AN aHanM3a CBOWCTB PaCCMOTPEHHOW apXWTEKTYpbl Ha  NEepUOaMYECKNX
33BMCUMOCTSIX M CMyyaiiHbiX npoueccax. [Mpou3BenéH aHammMa MpUIoXeHWst CETW K AHEBHbIM KOTMPOBKaM
BantoTHbIx nap EUR/GBP, EUR/USD, USD/CHF, USD/JPY 3a nepuog ¢ 25.03.2009 no 24.03.2010, koTopble
Obinm B3aTbl U3 [1]. AHanM3MpoBanach NpPOrHOCTUYEcKast CNOCOOHOCTb CETW Ha OCHOBaHUM aHann3a 3HauYeHWn
kputepues RMSE n MAPE.

1 ApxuTeKTypa, MeTof 06y4eHns U aHanu3 KayecTsa paboThbl NpefAnaraeMoil HePOHHOI ceTy

HaHHblit pasgen sBnsetca Teopetudeckum. OH COCTOMT M3 ABYX noapasfenos. B nepsom nompasgene
OMNMCLIBAIOTCA: MCMoMNb3yemas B paboTe HelpoceTeBas apxuTekTypa u Metor eé 0byyeHus:; BTOpoi noapasaen
NOCBALLEH OMMCAHWIO 1 aHANM3Y KPUTEPUEB KayecTBa paboThbl CETH.

1.1 On1caHue apxuTeKTypbl M MeTofa 0Oy4YeHUs ceTu

Mpennaraemas Heuétkas (rubpuaHas) HEMPOHHAs CETb MCMOMb3YET B KAYECTBE MexaHW3Ma HEYETKOro BbiBOAA
MexaHu3M HeuyéTkoro Bbisoga Takaru-CyreHo (TS).

Basa HeuéTkix npaBun TS BLIFMAZUT CreaytoLLM obpasom:
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Ry Eenuxy € Aglj,xg € AE.”, ep Xy € AEI”, mey; =K, f't':lj{xﬁjl
(1)
Rg: Ecnu xq € Aggj,xg (S AE,‘EJ, er Koy € AE?KJ, ma ¥g = 2};] fﬁm (x'r:[
re R; - 970 -e HeuéTkoe npasuno (i = T,K); K - 3T0 KOMMYECTBO HEYETKUX MpaBur; x; = j51 KOMMOHEHTa

BXOAHOrO BeKTOpa; n — Pa3MepHOCTb BXOAHOMO MPOCTPAHCTBA; y; — BbIXOZ i-r0 NpaBwna; A_} — 3Ha4yeHune

TNMHIBUCTUYECKON NEPEMEHHON x; ANd Npasuna R C CAMMETPUYHON (hyHKLMEN NPUHALNEXHOCTH.

Mpo 3aBMCUMOCTM jﬁm(x;) cneayeT ckasatb, 4T0 Ans knaccudeckom cetm TSK ([2], [3]) oHu umetoT

(hMKCMPOBAHHBIN NOPSALOK M 0BbIYHO INBO NUHENHbIE GYHKLMW, MO0 — PYHKLMM-KOHCTaHTLI. B gaHHoi pabote
JaHHble 3aBUCUMOCTM MMEKT HE(UKCMPOBAHHBIA MOPSAOK W MPeacTaBnstoT Coboi TPUroHOMETpUYeckue
MOMMHOMbI.

Kak oTmedaetca B paGote [3], TPUrOHOMETPUYECKMM MONMMHOMOM MOPsSOKAa M HasbiBaeTCs criedyollee

BblpaXeHue:

Toe (x) = ? + T (@ cos kx + by sinkx) 2)

C y4€ToM HOBbIX 0603HAUEHNIA, BbllLeyKa3aHHbIe 3aBUCMOCTH ff'?}(x}} MOXHO 3anucath B BUIE:

[t — glty i)
fi ) = 47 Ty () (3)
KoachuumenTel @, i: U A7 HAXOLATCS MDY MOMOLLM METO/IA HAUMEHBLLIMX KBAIDATOB (CTOMb3YETCH METOr

ckopeiero crycka [4]). Mopsanok M, f), KaK yxe He pa3 OTMe4anoch, He (PUKCMPOBaH, B Hayane paboTtbl
anropuTMa OH NMPUHUMAETCS pPaBHbIM 1 M HAYMHAET pacTy, noka He ByaeT AOCTUrHyTa 3afgaHHas TOYHOCTb NBo
3afaHHOE MaKCMManbHOE 3HayeHwe.

Onako Ho3Ha paGoTsi He B aToM. B oTnndme oT kraccudeckoi cetn TSK, HaxowaeHue ag), biy 1 A’

BbINOMHAETCA HEe Ha BCeX ap = (¥ax xﬂi‘),f=ﬁ, a JnMlb Ha OCHOBaHMM COOTBETCTBYHOLLEroO

nogmHoxecTaa. 310 TpebyeT aeTtanbHOro nosicHenns. Llens obyyeHus knaccuyeckoin cet TSK — MuHuMm3aums
(OYHKLMOHaNa E:

PR N Z
E= ;E{:](}'E —dp) (4)
rae y; - pearbHblit BbIXOA CETH, A d; — Xerlaemoe 3HayeHne (CTOUT OTMETUTb, 4To oBy4aloLlas BbIGopKa fAaHHbIX

npeacraensieT cobon Habop nap (x.d;).I=T,L). OnHako GQyHkuMoHan (4) 3apaéT noucK HEKOTOpoiA
«YCPEOHEHHOM» 3aKOHOMEPHOCTM AaHHbIX, Y4TO He BCErda aAeKkBaTHO AenaTb Ha peanbHblX AaHHbIX. B
MPOTMBOBEC TakOMy MOAXOZY MpeanaraeTcs creaylowmi. MpouseoanTcs Knactepusaumns AaHHbIX obyyarowen
Bblbopku. Best obyyatowas Boibopka pasbusaeTcs Ha K (rae K - 3TO KONMWYECTBO KNacTepoB) NOAMHOXECTB Mo
Mpu3Haky MPUHAANEXKHOCTM TOuYeK BbIOOPKM  OMpedenéHHOMY  knacTepy  (Haubormbluemy — 3Ha4YeHuio
NpUHaANExXHOCTY). Takum 0BpasoM, kaxaas (xy, dy) NPUHALNEXNT HEKOTOPOMY MHOXECTBY TOMEK Sy — KaXaomy
OTAENbHOMY KnacTepy i COOTBETCTBYET MHOXECTBO S;. A W3 TOro, YTO Kaxabl Knactep i 3afaéT kaxpoe

MpaBuno i (KOMMOHEHTI LIEHTPA KnacTepa — LeHTPbl (DYHKLMIA MPUHAANEXHOCTU COOTBETCTBYIOLLMX BXOLOB A/1st
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[aHHOro npan'la), TO KaxgoMy npasuny i COOTBETCTBYET MHOXECTBO S. 3apava 06y‘-IeHVI$| CeTn cBoauTCA K

MUHUMU3ALMK K (DYHKLMOHANOB Buaa:
£, = 3702, (0 - 4 g
roe L, - KONW4ecTBO Todek obyuarolleit BbIGOPKM, MPUHAANexawmx i -My Knactepy, a wHAekc (i) Haj
KOMMOHEHTamu y; 1 d; 0603Ha4aeT, YTo x; NPUHALANEXMT KnacTepy i.
Heobxoanmo oTMeTUTL TOT (paKT, YTO B 0OLLEM Clyyae BEPHO CReAyHLLEE HEPABEHCTBO:
minE = T, minZ;, (6)

CxemaTtnyeckm MeToq (hopMMUPOBAHNS OMMCAHHOM B JAHHOM pasfenie CMCTEMbl HEYETKOrO NOrMyYecKoro BbiBoAa
MOXXHO NpeacTaBuTbL B cneaytowlem euge (cm. Puc. 1).

|9 = T e
]
]
1 BeiGopra ganHbix 2 KnaccTepwaauna i «EcnnzMacTs 1 4
::) {MeTOA pasHocTHorO :> ‘:>

{:':Xi-ﬂH | IO dL:JJ

Mpoueaypa
HOPMUPOBKM

TpYNNMpOBaHKA)

]

' '

] ]

10 iL i eEcnnyHacTe K i
5

[T @

\17

«TozuacTe K

Puc. 1. Cxematnyeckoe V|306pa>Ke|-me npeanoxeHHoro Metoaa

Onucanve cxembl Puc. 1 cnegytowee.

J1an obyyeHus cetn. imeetcs BbIbopka AaHHbIX, cocTosAwas v nap (xy,d;) (6nok 1), KOMAOHEHTbI x; KOTOPOW

nogatotcs Ha Bxod Onoka knactepusaumm (6nok 2). B kauecTBe metoda knactepusauuu BblbpaH MeTon
PasHOCTHOTO rpynnupoBaHns co cdeponn BrnaHus pasHod 0,5 ([2], [3]). B pesynbrarte knactepusauum
nomnyyaetcs K KaccTepoB, LEHTPbl KOTOPbIX CTAHOBATCS LEHTpamMu (DYHKUMIA NPUHALNEXHOCTM (BblOpaHbl

(OYHKLMM NPUHAANEXHOCTU FayCCOBCKOTO BUAA) g et = T.K.j = T Napametpsl ¢ ([2], [3]) aTvx chyHKuuit
¥

NPUHaANEeXHoCcTn Bbl6l/|pa}OTCﬂ OAVMHAKOBbIMW ANA KaX[Aoro OTAEnbHOro x; ANA BCEX NpaBurl. Tak cTpoutca

«Ecnmu»-vactb Heué€tkux npasun (Brnok 3). [Ons noctpoeHus «To»-4acTu HEWETKMX MpaBun, Npexae BCero,
npousBoguTca pa3buBka [AaHHbIX oOOyvalollel BbIGOPKM Ha ONUCaHHble paHee HenepecekatoLmecs

nogmMHoOXecTea 5; - pa36meHme NPONCXOAUT Ha OCHOBaHMM MaKCWMasibHOW MpUHALNEXHOCTH onpe,qen'éHHoM

TOuKN BbIGOPKN OnpesienéHHOMy kracTepy. [lanee, AN KaXdoro MOSMHOXECTBA S;, @ CMEAOBATENbHO, AMs



New Trends in Classification and Data Mining 173

Kaxgoro npasuna i NpPOUCXOAUT o6yqume, Lenbo KOTOporo fAsndeTca MUHUMU3aLUA (*)yHKLlI/IOHaJ'Ia E-S't’

KOTOPbIN BbluncnsieTcs No dopmyne (5) (OTOT aTan cumBONM3MPYeT nepexod k Groky 5 n3 6noka 2 n 6nok-
nepexog 10). an 0by4eHns 3aBepLUEH.

JTan ucnomnb3osaHns ceTi. KOMMNOHeHTbI x; nap (x;, d,} nogatoTcs npu nomowy nepexopa 9 Ha 6rok 3. 310
CMMBONM3NPYET PacYET NepeceyveHns 3HayeHus TEepMOB NS Kaxgoro npasuna. B peanusaumn metoga,
NCMONb30BaHHOrO B paboTe, MPUMEHSIETCS nepecedeHue B (hopMe MpOMU3BEAEHUS! 3HAYEHWA  (PYHKLNN
NpUHagnexHocTel TepMoB. Tak nonyyawTcs Beca HeuéTkux npasun. OgHako Ans Toro, Ytobbl CymMa BECOB
npasun Gbina BCeraa pasHa 1, Ns Kaxmoro x; BbINOMHAETCA npoLeaypa nepecyéra BeCoB (HOPMUPOBKM BECOB,
uyTO, fe-(haKTo, ABNSETCH NPOCTO AENEeHUEM KaXOoro OTAENbHOro Beca Ha CyMMy BCEX BECOB Mpasui), YTO
CUMBONM3NPYIOT 6r1oKN 4 11 6. PaccuMTbIBAIOTCS 3HAYEHMS y; B «TO»-4aCTU HEUETKIX NPaBUM N0 NONY4EHHbIM B
pesynbTate 06yyeHns ceTu popmynam (3T 3aBUCMOCTY NpeacTaBneHbl CUMBONNYECKM B BoipaxeHum (1)). 310
CUMBONU3MPYET Brok 5, B KoTOpbIi nogarTes x; 13 Bnoka 1 no 6noky-nepexogy 10. [lanee nonyyeHHble
YMHOXal0TCS Ha NONy4YeHHble paHee HOPMUPOBaHHbIE BECa HEYETKWX NPaBU 1 CYMMUPYIOTCS, YTO AaET BbIXOab
cetn y;. Cumsonuyeckn 31o obosHayeHo onepaumamu-6riokamn 7 u 8. [lanee, npUMeHss aHanu3 3HaueHui

onpeaenéxHbIX d)yHKLI,VIOHaJ'IOB KayecTBa, AenaeTcs 3aKmnto4eHne 0 TOM, HaCKOMbKO 3HAYeHUs 4 yaaneHbl oT d;,

TO €eCTb, MPOBOANTCA aHanNn3 Ka4yecTBa pa6OTbI CeTN, Y10 U ABNAETCA NpeaMeToM 3IKCNepUMEHTalTbHbIX
“ccneaoBaHMi NPearioXeHHbIX HKE B AaHHOM pa60Te.

1.2 AHanu3 KayectBa paboTbl HEMPOHHOW CETH

AHanu3 kayecTBa paboTbl CeTW B faHHOW paboTe byaeT Npou3BoaUTLCA HA OCHOBE 3HaueHui kputepnes RMSE
n MAPE.

Kputepuit RMSE, npu ycriosum, 4To d, - XenaeMbli BbIXO[ CETH, a y; - peanbHbili Bbixon ceTw, rae [ =T1,L; L -
00BEM BbIBOPKM JaHHbIX BbluMCTSETCA N0 hopMyne:

RMSE = [Tk, (v — d))? (7)

[JlaHHbIi KpUTEPUA ABNAETCS OLIEHKOI aBCOMIOTHOMO OTKMOHEHUA BblJaBaEMbIX CEThIO 3HAYEHWI OT 3HAYESHUI,
KoTopble OHa Bbl JOMKHa BbiaBaTth B uaeane. OueBnaHbIM SBRAETCS TOT (akT, 4to Kputepuit RMSE sBnsetcs
YYBCTBUTENbHBIM K MacluTaby AaHHbIX, Kak W BCE KPUTEpWM, OLieHWBaroLlMe aBComoTHOE OTKMOHeHWe. [Ans

06bACHEHMS HEOBX0AMMO ML NPUBECTW CriedyHoWMX ABa NpUMepa: \F%E}ﬂ@,ﬁ— 0,4)2 = 0,1, B TO BpEMS,

1
korga \{IELlE?E— 94)2 = 1. To eCTb, OOHO 4 TOXE 3HAYEHME AAHHOMO KPUTEpUS MOXET TOBOPUTbL Kak O

BbICOKOM Ka4ecTtBe paGOTbI CETH, TaK 1 04YEHb NIOXOM, TaK Kak MacluTab 3afaéT BeC Kaaomn OTAemNbHON Umcpb!
B yucne.

Kputepuit MAPE npu ycnosuu, 4To d; = O - Xenaemblit BbIXOJ CETH, a ¥; = 0 - pearibHbli BbIXOL CeTH, rae

[ =T,L; L- 06bEM BbIGOPKYM JaHHbIX BIYUCTISETCS N0 hOpMyTe:

wapE = 3 ®)

[aHHbI  KpUTepuin SBNSETCA OLEHKOW OTHOCUTENBHOTO OTKMOHEHUS! BblLABAEMbIX CETbK) 3HAYEHWA OT
Xeraemblx 3HauYeHun. Kputepuii, B OTIINUME OT PacCMOTPEHHOMO paHee, He YyBCTBUTENEH K Maclutaby uucen,
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XOTS W ONpepensieT KOCBEHHO KOMMYECTBO BEPHO PacMO3HaHHbIX LGP B uucne B nopsake yOblBaHMs wx
3HaummocTn. Ecnn 3Hauenne kputepus yMHOXWUTb Ha 100%, TO ByaeT nomyyeH CPegHui MPOLEHT 3HaYeHWit
OTKMOHEHWI 3HAYEHW BbISABAEMBIX CETHIO OT KenaeMblX 3HaYEHWA.

ABBpesunatypbl KpuTEpMEB pacluMdpoBbiBatoTCA cnegytowmuM obpasom. RMSE — root mean square error —
KOpeHb KBagpaTHbIA M3 cpefHekagpaTudeckoro oTknoHeHns. MAPE — mean absolute percentage error —
cpenHas abconoTHas npoueHTHas owwnbka. CrioBo «abcomnioTHas» Bbi3blBaeT HEOYMEHWEe — Befb KpUTEpUI
OTHOCUTENbHbIA, OOHAKO [aHHOe CnoBO 3Aech 0003HayaeT, 4to OepéTcs cymMma MOAYNei OTKMOHEHMI
NOAENEHHbIX HAa COOTBETCTBYIOLME pearbHble 3HAYeHUs, Ha YTO YKasblBaeT CMOBO «npoLeHTHas». B pabote
ByayT Mcnonb3oBaHb! aHrnmiickne abbpesnaTypsl U3-3a TOrO, YTO OHWU rOpa3Ao Halue UCMOMb3YKTCS B Hay4HOM
nuTeparype, 4em pycckue.

Eweé cnenyet OTMETUTD TaKoW MOMEHT, YTO, BCNEACTBME HaNM4ns y oboux KPUTEPUEB KOMMOHEHTbI 1, — ¢}, B
OKCNepuMeHTax MOXHO 6y,qu HabnoaaTth HEeKoTopoe nogobue aMHaMUKM Kputepmes B 3aBUCUMOCTU OT
U3MEHEHNA napamMeTpoB 3KCNEepPUMEHTOB. OpHako Heobxoaumo n3yyeHve obounx Kputepues, TaK Kak OHU

BbINOMHSAOT pasHble dyHKUMK. PyHKUMS RMSE — onucatb To, HackonbKo CeTb XOpoLLo oby4eHa, a Lens MAPE -
onucatb TO, HACKOSbKO BESTMKO OTKMOHEHME PearnbHbIX 3HAYEHWI, BblAABAEMbIX CETbH) OT XeNaeMblX 3HaYEHNN.

2 JKcnepuMeHTanbHbIe UCCNeRoBaHUA

[anHbIN pasgen MOCBALWEH 3SKCMEPUMEHTanbHbIM WCCNEefoBaHUAM CETM M COCTOMT U3 ABYX NOApa3fdenos.
MepBbiit Nogpasfen SBISETCH TEOPETUYECKUM UCCMEAOBaHWEM CBOMCTB CETU W CBOWCTB SKCMEpPUMEHTanbHON
cpedbl, KOTOpble BMWSIOT HA KaYeCTBO (PYHKLMOHWPOBAHMSA ceTW. BTopoi noapasgen MOCBALLEH NMPUNOXEHWUHO
paccMaTpuBaeMol HerpoCeTeBOM apXUTEKTYpbl U MeToda obyyeHus K 3adadye MporHO3a 3HAYeHW KOTUPOBOK
BantoTHbIx nap EUR/GBP, EUR/USD, USD/CHF, USD/JPY.

2.1 TeopeTuyeckue uccnegoBaHus

[anHbIn nogpaspen coctouT M3 ABYX noppasfenos. [epBbii nogpasgen MOCBAWEH BbISBMEHWIO CBOWCTB
paccMaTpuBaeMol HeipoceT M cpedbl 3KCTEpUMEHTa, KOTOpble BAMSKOT Ha kayecTBO paboTbl ceT MyTéM
NPUNOXeHus €€ K Cry4yanHO CreHepupoBaHHbIM [aHHbIM. BTOpon pasgen MOCBAWEH aHanu3y cetu Ha
OCHOBaHMWM NPUMOXKEHUS €& K NepUoaNYECKUM 3aBUCUMOCTSM.

2141 3KcnepumeHTaanoe nccnegoBsaHue cet Ha Cﬂy‘-laﬁHbIX BXOAHbIX U BbIXOAHbIX AaHHbLIX

[ns BbISIBNIEHNS W aHanW3a CKPbITbIX CBOMCTB (DYHKLWOHMPOBAHWS CETU NPOBOAMNIOCH €€ NpUMeHeHue Ans
aHanuaa v noucka 3aBuMCMMOCTEN B AaHHBIX, B KOTOPbIX BXOAb! W BbIXOAbI CETH BbINK CryYanHbIM1 paBHOMEPHO
pacnpeaenéHHbiMi BenuunHamn. CrielyeT cpasy 3aMeTUTb, YTO B JaHHOM Cnyyae, B OTNMYME OT NOCHEAYHOLLMX
B AaHHON paboTe uccrnefoBaHuit, 3HaueHns obonx kputepues (RMSE u MAPE) 6yayT ouyeHb 6onbmmu. U ato
0DOCHOBAHHO — HEnb3s WUCKaTb 3aKOHOMEPHOCTb TaM, rae eé HeT. OTnWuMe OaHHOTO MCCneaoBaHust OT
NoCneaytoLLMX B TOM, YTO AN HEro He BaXHbl KOHKPETHbIE 3HAYEHWS KPUTEPUEB, a BAXHO — NOBEAEHUS JaHHbIX
3HaYEHN B 3aBUCMMOCTM OT U3MEHEHW NapamMeTPOB KCNEPUMEHTANbHON MOAENU.

OKCNEPUMEHT  MOCTPOEH  criegytowmm  obpasoM. KonmyectBo BXOOOB CETW  SBMSAETCS  MapameTpom
3KCMepUMEHTaNbHON MOAENM 1 u3MeHsieTcs oT 2 40 4. Konnyectso Touek BbIOOPKM — napameTp SKCnepuMeHTa
npuHumaeT 3Havenus 10, 20, 30,..., 80, 90, 100. 3HaueHust Touek BbIBOPOK AAHHBLIX TEHEPUPYIOTCS C MOMOLLbH
reHepaTopa ChyyaliHbIX YMcen (paBHOMEPHOE pacrnpefeneHune); 3HadyeHus npuHagnexar wHtepsany — [0;1].
[enatb BbIBOAbI, MPOBEAS NULLb OAHO UCCEfOoBaHNE ANS KOHKPETHbIX 3HAYEHUSIX MapaMeTpoB SKCNepUMEHTa —
HeaJeKBaTHO, B CUMY CryYaiHoW Npupogbl UCCNeayeMblX AaHHbIX; B TO Xe BPEMS, NPOBEAEHUE OrpOMHOr0
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yncrna OnbITOB MPW KOHKPETHBIX 3HAYEHWSX NapameTPOB 3KCMEPUMEHTA U PACYET UX 3HAYEHWUN W OarbHENLLNi
pacyéT cpegHuX No 3HaYEHUsIM KPUTEPUEB — TOXE HEAAEKBATHO, TaK Kak C POCTOM KOMWYECTBA PAaCCMOTPEHHBIX
BapuaHTOB NafaeT BIMSHWE KaOOro OTAENbHOTO BapuaHTa Ha CpedHee 3HaYeHun Kputepues. M3 aTmx
PaCCy)XAEHNA Ans KonuyecTBa OOyYeHMIA M MPOBEPKM CETWU NPW KOHKPETHbIX 3HAYEeHUsIX MapameTpoB Obino
BbIGpaHo Yyncno 10 — He OAMH ONbIT U, B TO €& BPEMS], KaKAbIA OTAENbHbIA ONbIT UMEET 3HAYUTENBHOE BIUSHUE
Ha cpeaHee KpuTepueB. Takum 0bBpa3oM, Kak yxe CTano MOHSTHO W3 MpefecTBYLMX OOBACHEeHMA, Ans
KabkObIX KOHKPETHbIX NapaMeTpoB SKCMEPUMEHTOB CIyYalHO FeHepUpYTCs OaHHble BbIOOPOK U KONMYeCTBO
Taknx BbIBOpPOK AaHHbix paBHo 10. [anee ceTb obyyaeTcs Ha OaHHbIX BbIOOpKAX, CUUTATCH 3HAYEHUS
kputepneB RMSE n MAPE ans kaxgoi oTAenbHOM BbIOOpKM, a nocne — MPOMCXOANT YCPEeAHEHWe OaHHbIX
kputepues no Bcem 10 peanmsaumsam. [JeneHne BbIOOPOK Ha 0byyatoLLme 1 NpoBEpOYHbIE HE MPOBOAWIIOCH M3-3a
BeccMbICnEHHOCTM NOAOOHOrO AeneHns Ans AaHHOTO 3KcnepuMeHTa. [apameTpbl Camoil CeTU: MaKCUManbHbIN
NOPSAOK YaCTUYHOTO onucanmus — 3, gonyctumas norpeluHocTb — 0,00001. Bbibop cTonb Marnbix 3HaYeHUn Bbin
00yCcroBneH XenaHMeM M3y4uTb CBOWCTBA CETW HA AAHHOM SKCMEPUMEHTE Tak, YTOObl MUHWMW3WMPOBATb
BMMSHWE CaMWX NapaMeTpoB CETU Ha pe3ynbTaThl.

Pe3y1'|bTaTbI OnbITOB NPeACTaBJiEHbI B cnenyromeﬂ Ta6nmue.

Ta6nmua 1. PGSyJ'IbTaTbI 3KCNepUMEHTaNbHbIX UCCNeaoBaHUn Ha BbI60pKaX [AaHHbIX, COCTOALLMX U3 CJ'Iyl-IaI7IHbIX
yucen

KonuyecTtBo KonuyecTtBo BX0A0B CeTu
TOYeK B 2 3 4
BblGOpke
RMSE MAPE RMSE MAPE RMSE MAPE

10 0,141 0,987 0,104 1 0,0586 0,49
20 0,326 5,36 0,154 2,24 0,216 2,53
30 0,22 42 0,174 3,27 0,158 3,67
40 0,166 3,78 0,126 2,93 0,117 2,35
50 0,147 4,04 0,141 3,19 0,157 3,12
60 0,145 38 0,115 2,77 0,111 3,37
70 0,11 2,98 0,116 3,72 0,116 3,85
80 0,117 3,46 0,113 3,46 0,097 4,21
90 0,0943 3,65 0,12 348 0,0854 36
100 0,109 4,26 0,0809 3,62 0,0926 3,64

Mpexpae Bcero, HEOHX0AMMO NepedncnuTb akTbl, KOTOPbIE CNEAYIT U3 NPUBEAEHHON BbILE TabMMLb! AaHHbIX.
3Havenms kputepues RMSE n MAPE roBopsT, YTO B TO BpeMS, KOTAa CETb JOCTATOMHO XOPOLIO HAcTpOeHa
(cnegyeT HanOMHUTb, YTO AaHHble 13 AnanasoHa [0;1]) — 06 aTom rosopsT 3HaueHns kputepus RMSE - ceTb He
AEnaeT HM OAHOTO TOMHOTO MPOrHO3a U AaéT ouveHb Gonblune oWMbKM — 06 3TOM rOBOPAT 3HAYEHMS KpUTEpUS
MAPE. BTopbiM BaxHbIM (hakTOM SBASIETCS TO, YTO MPW KONMYECTBE TOuYeK BbIOOpKM paBHoM 10, 3HaueHus
KPUTEPWEB 3HAYNTENBHO OTAIMYAKOTCA OT 3HAYEHUIA KPUTEPWEB MPU MPOYMX 3HAYEHWSIX AAHHOMO napameTpa




176 ITHEA

3KCMEpUMEHTa — CeTb OTHOCUTENbHO TOYHO PAacrnosHaér HekoTopble cutyauuu. Tpetuin dakt - MAPE He
NPOSIBASET HUKAKUX 3aKOHOMEPHOCTEN MPW M3MEHEHUSX 3HAYEHWU MapameTpoB IKCMEPUMEHTA, KpOMeE
paccMOTPEHHOTO Bbllle BapuaHTa. YeTBEpThI — 3HadeHus kputepus RMSE napgatoT ¢ poctom 06béMa BblBopki
W POCTOM YuCra BXOLOB CETH.

O6bsiCHEHMS NEPBOTO, TPETLETO M YETBEPTOrO hakTa nexar B crefyrowumx paccyxaenusx. Cetb obyyaeTtcs Ha
kputepum RMSE, a gaHHbIi KpUTepuin XapakTepnayeT OTKIOHEHNE TOYEK OT KHEKOTOPOTO TPEHAA» B AaHHbIX — 1
MPUMEHEHNE [AHHOrO KpPUTEPWSI afeKBAaTHO ANS aHammsa cryyaiHblx umcen. C poctom obbéma BbiBOpKM
nomnyyYaemblil «TpeHO» CTaHOBUTCS Brivke K «maeanbHOMy TPEHAY» W, CriefoBaTenbHO, OnucaTenbHoe KauecTo
CETU MO AaHHOMY KpuTeputo ynyywaetcs. C pocTOM uucna BXOAOB CETW — cuTyauws aHanoruyHa. OpHako
kputepuit MAPE ans aHanuaa paboTbl CeTM Ha CryqaiiHbIX YMcnax NpUMEHsTb HeMb3sl, Tak Kak OH SBMSeTCs
MEpON OTKMOHEHUS pearnbHbIX pesynbTaToB paboTbl CETW OT MPEOJIOKEHHOM CETbI HECTaTUCTUYECKOM
3aKOHOMEPHOCTH, a KaKk MOXHO TpeboBaTb OT CeTU TaKyl 3aKOHOMEPHOCTb, KOrja OHa He CyLLeCTByeT a priori.
Bropoit pakT roBopUT O TOM, YTO CETb MPU [aHHbIX KOHUIypauusX WM KONMWYECTBE BXOOOB CETU NLLb
3anoMMHAeT BCe TOUKM BbIOOPKM — «3yBpUT» WX, @ HE HAXOOUT B HUX CKPbITblE 3aKOHOMEPHOCTW; OBHAKO W
«3ybpéxka» aTa He Bceraa apdekT1BHa.

2.1.2 AKkcnepuMeHTanbLHoe UccneaoBaHue CeT Ha NepUoANYECcKMX 3aBUCUMOCTAX BbIXOAa OT
BXOA0B

lMaBHas Lenb npoBeaeHna OaHHOro 3KCnepumeHTanbHOro UccrnenoBaHua — onpeaennTb: cnocobHa nu ceTb
onncbiBaTb Nepnoanyeckme 3aBMCMMoCTi.

[ns AaHHOrO 3KCMEepUMEHTa, MO CPaBHEHWIO C AKCMEPUMEHTOM CO CMyYaiHbIMW YMCNaMW, Ha MepBblil NnaH
BbIXO4AT 3HaveHus kputepneB RMSE n MAPE. OpHako noBefeHWs KpUTEpPUEB Ha NEPUOSMYECKNX
3aBUCUMOCTSX TOXE BaXHbI.

OKCnepuMeHT Obin MOCTPOEH cregyrowmum obpasom. lapameTpbl 3KCNEpUMEHTa WOEHTWYHbI MapameTpam
9KCMEpUMEHTa CO CMyYalHbIMW YMCNamMy U, HABEpHOe, HEeT cMbicna WX [eTanbHO onucbiBatb. Criegyet
HaNOMHMTb, YTO 3TO — KONMYECTBO BXOAOB CETW 1 YMCTO TOUEK BbIGOPKM AaHHbIX. [leneHune BbIGOpKK AaHHbIX HA
00yyatoLLyto 1 MPOBEPOYHYI0 HE MPOWU3BOAUNOCH, NOCKOMbKY AN AAHHOMO 3KCMEpPUMEHTa BaXHO MUCCneaoBaHne
onucaTtesibHOro CBOWCTBA CETW.

OtpenbHO cregyeT paccMOTpeTb TO, kak CTpounMChb BbIDOpKW AaHHbIX. [pexae Bcero, Onpeaensnoch
KOMMYeCTBO BXOAOB CeTW [N uccnefosaHus. [lanee 3agaeancs lwar NS MOCTPOEHUS CETKU TOueK
npocTpaHcTBa. CnegyeTt OTMETUTb, YTO 3HaYeHUe Kaxaoro Bxogda CeTu npuHagnexano uxtepsany [0;1]. Mocne
3TOro, ¢ Y4ETOM BbIGPAHHOTO LLara, CTPOMNach CeTka, MOKPbIBAKOLLAsA eANHUYHbIA TMNepKyD BXOAHbBIX LaHHbIX.
[aHHas ceTka OOMOMHsANAach ChyvamHbIM KOMWYECTBOM Aybnen criyyalHo BblOpaHHbIX Touek ceTkn. W3
MOCTPOEHHOTO0 [AWUCKPETHOrO MPOCTPaHCTBA BXOAHbIX BEKTOPOB CRyyaiHbiM 06pa3oM BbIOWpanUChb TOYKM B
Konu4yecTBe, 3aaBaeMbIM BTOPbIM MapaMeTPOM SKCMEPUMEHTA — KOMMYECTBOM TOYeK BbibOpkW. Bbixog cetu
cTpouncs no opmyne:

¥ =X ﬂtxu) )
rne
fi{xi;) = randy + Efoj(randzy._ s - coskx;; + randyy, - sln kx; ;) (10)

B naHHOM aKkcnepumeHTe ram; - 6bInK CNyYanHbIMK LIENbIMI YUCTamMK, BbIBUpaeMbIMI U3 ananasoHa [-5;5].
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AHanNoMYHo 3KCMEPUMEHTY CO CMYyYalHbIMU YUCTAMM, ONUPAsCh Ha Te XEe PAaCCYyXOEHWS, AN KOHKPETHbIX
3HaYeHW napameTpoB 3KCMEPUMEHTa BbilleykasaHHble BbIOOpkM cTpounnuce no 10 pas, paccuuTbiBanuCh
3HavyeHns kputepueB kavectea cett RMSE u MAPE u B Hwxenpuseg€HHylo Tabnuuy 3anucbiBanuchb
yCpeaHéHHble 3HayeHns KputepueB. [lapameTpbl CeTW aHanorMyHbl napaMeTpam M3 3KCepuMeHTa Co
CRyYaiHbIMU YKCTIaMN.

Cnegytowas Tabnuua cogepxuT pesynbTaTbl NPOBE4EHNS ONbITOB.

Tabnuua 2. PesynbTaThl 3KCMEPUMEHTANbHBIX MCCNEdOBaHWA Ha BbIOOPKax AaHHbIX NEepUOAMYECKMX
3aBUCUMOCTEN

KonuyectBo KonunyectBo BX0A40B ceTH
TOYEeK B 2 3 4
BbIOGOpKe
RMSE MAPE RMSE MAPE RMSE MAPE

10 0,263 0,582 0,367 0,326 0,338 0,168
20 0,355 0,265 0,364 0,375 0,283 0,174
30 0,207 0,425 0,27 0,897 0,243 0,901
40 0,153 0,233 0,228 0,608 0,249 0,335
50 0,153 0,607 0,208 0,623 0,265 0,441
60 0,121 0,393 0,233 0,929 0,394 33,7
70 0,0888 0,43 0,197 0,498 0,211 0,804
80 0,103 0,189 0,143 0,711 0,255 0,635
90 0,0795 0,205 0,163 0,705 0,204 0,614
100 0,0682 0,88 0,154 0,472 0,19 1,19

MonyyeHHble pesynbTaTbl OYEHb WHTEPECHBI M OHM HW B KOEM Crydae He roBOPST O HECMOCOBHOCTM CeTu
OMMCbIBATb MEPUOAMYECKME 3aBMCUMOCTU. B noctaHoBke akcnepumeHTa Obin 3anoXeH OAWMH OYeHb BaXKHbINA
MOMEHT, KOTOpbIN fan Takie Gonblme 3Hadenus MAPE n o koTopom OypeT ckasaHo 4yTb nodxe. Ceinvac
cnegyeT cpasy ckasaTb, YTO C YCTPaHEHWeM AaHHOrO MOMEHTA CeTb JaBara 3HaueHus kputepus MAPE pasHoe
102, korga ucnonb3osancs BbiBod TS 1 109, koraa ncnonb3oBancs HeYETKWIA BbiBoa benvaHa-3aas. A MOMEHT
3TOT — B MOKPLITUN TOYKaM BbIBOPKK BCETro BXOAHOrO NMpocTpaHcTBa. lNpexae Bcero, BBeEHWe B NPOCTPAHCTBO
Aybnen TOuYeKk CeTKM NpuaaBano OTAENbHbIM TOYKAaM BbIOOPKW, B Cryyae nonagaHus B BbIOOPKY ABYX
O[MHAKOBbIX BEKTOPOB — OOMbLUINIA BEC, @ 3HAYMT, CeTb Bornblue obyyanack NOA 3T TOUKM, UK BEPHEE CKalaTb
TOYKY BblGOpKM, YeM nog apyrve Touku. W nonagaHue B BbIGOpKY HECKONMbKMX TakWX TOMEK M MPUBOOMT K
cpenHemy 3HaveHnto MAPE paBsHomy, Hanpumep, 33,7. Takke, criefyeT OTMETUTb, Y4TO NPU MOCTPOEHUM CETKM
Ans 2 BxodoBs, 3 4 BXOAOB MCMOMb30BanNcs oanH v ToT xe war — 0,01, a konm4ecTBO TOYeK BbIOOPKK — TOXE
ObINO 0ZHO W TO Xe, U SBNANOCH MapamMeTpoOM aKcnepumeHTa. Takum 0Opa3om, C pOCTOM YKCra BXOAOB CETM
pocna BeposTHOCTb TOro, YTo ByayT HabpaHbl NpaKTUYeckn BCe TOYKW M3 OOHOTO MOAMPOCTPAHCTBA BXOAHOIO
MPOCTPaHCTBA W HECKOMbKO TOYEK OTHOCUTENBHO YAANEHHbIX OT JaHHOro NpocTpaHcTea. A ato obycnaenusaeT
pOCT cpeaHux 3HaveHnin napametpa MAPE B akcnepumeHTe ¢ pocTOM 4ncra BXOZOoB CETU. JTOT (PakT ABMseTcs
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0Y€eHb NOYYMTENbHBLIM — OH FOBOPUT O TOM, YTO L1151 KOPPEKTHOMO (DYHKUMOHMPOBaHUS ceTh TpebyeTes Kak MOXHO
Gonblie 0byyarLmMX OaHHbIX, KOTOPbIE Kak MOXHO MOMHEE OMMCHbIBAKOT BXOZHOE MpOCTpaHcTBo. Ewé ogwH
HI0aHC, KOTOpbIN crnegyeT o6bscHuTb, novemy npu 100 Toukax BbIGOPKM C ABYMS Bxogamu cpegHuin MAPE
nonyuuncs pasHbIM 0,88, 4To 03HavaeT, ae dakTo, 88% owwmbok, a npobnema ata B HanbOMbLLEN KOHLEHTpaLMK
B Bbibopke 13 100 Touek gybnen, KOTOpble MELAOT BEPHOM paboTe ceTu.

B okoHyaHve noppasgena cneayeT ewgé pa3s nofyepkHyTb TOT dakT, YTo nopobHas cuTyaums cMofenvpoBaHa
NCKYCCTBEHHO 1 NpU NpaBMIbHOM MOCTPOEHUN BbIGOPKM, KOTOpash O4eHb XOPOLLO NPeacTaBnseT OnpeaenéHHyio
NepuoaNYEeCKyt0 3aBMCUMOCTb, Obinn nomnyyeHbl nopsaku TouHocT 105, npu ycnosuu, YTO OrpaHuyeHue Ans
anroputMa obyyeHus ceT Ha ToYHOCTL 6bino pasHo 10, Takke cregyeT OTMETUTB, YTO NonaraTbCsl NULLb Ha
kputepuit RMSE Kak Ha eauHCTBEHHbIN KpUTEPUIA kKayecTBa paboTbl CETU HEMbasl, Tak Kak OH OMUCHIBAET MULLb
TO, HAaCKOMbKO XOpOWO OByyeHa CeTb W HACKOMbKO 3HAYEHWs, BblaaBaeMble CeTbio, OnmM3kn K peanbHbiM
3HaYeHUsaM B cpefHeKBaapaTMyeckoM cMbicne. AHanu3 kayecTsa paboTbl CeTh Bcerga JOMKeH NOAKPennaTLHCs
aHanusom kputepus MAPE.

2.2 MpumeHeHWe ceTH K aHanm3y AaHHbIX KOTUPOBOK BanioT

[inst npoBepky 3hheKTMBHOCTM PabOTbl paccMaTpUBAEMON HENPOHHO! CETY OTHOCUTENBHO MPaKTUYECKUX 3afay
Obina BbiGpaHa 3aAa4a NPOrHo3a KOTUPOBOK BamioT Ha OCHOBAHMI WX NPebICTOPUK.

MocTaHoBKa KOHKPETHOW 3adauu, KOTopasi pellanach B AaHHOM rnase cneayolas. imeetcs Bbibopka AaHHbIX
OHEBHbIX KOTUPOBOK BanoTHbIX nap EUR/GBP, EUR/USD, USD/JPY, USD/CHF 3a nepuwog ¢ 25.03.2009 no
24.03.2010. Heobxogumo NpoM3BECTM MPOTHO3 3HAYEHUs KOTMPOBKM HA Liar Brepéd Ha OCHOBaHWM eé
NpeabICTOpuM.

ObhekTMBHOCTL paboTbl PaCCMOTPEHHOW paHee HEPOCETEBOW apXUTEKTYPbl MPUMEHMTENBHO K PELLEHUto
AaHHOW 3afaun oLeHvBanack no Asym kputepusm: RMSE n MAPE. CnegyeT oTAenbHO OTMETUTb, YTO, COTNacHo
anroputMy obyyeHus CeTu, CeTb HacTpauBanach C LENbl MUHUMM3aLmMK, fe-akto, kputepuss RMSE. Takum
obpasom, kputepuit MAPE BbICTynaeT B ponu «HE3aBMCUMOTO 3KCMEPTay, TO €CTb OLEHWBAET Ka4eCTBO paboThl
CETU, MPK 3TOM He yyacTBys B e€ 0byueHun. Boixogut, RMSE saBnsieTcs kputeprem adhhekTMBHOCTI HACTPOKM
ceTn, B T Bpems, koraa MAPE oueHnBaeT 3(h(heKTUBHOCTb €€ NPUIMOXKEHMS.

OKCnepuMeHT Bbin nocTaeneH cneayowmm 06pasom. /3 ykasaHHbIX Bhbille BbIGOpKax AaHHbIX KOTUPOBOK BaoT
COCTaBMANNCb HOBble BbIOOPKM AaHHbIX ANS MPUMEHEHUS paccMaTpyBaeMoil HEMPOCETEBON apXUTEKTYpbl.
Bbibupanoch konu4ecTBo nepuofoB B NpeablCTOPUM, Ha OCHOBaHMM KOTOPbIX HEOOXOAMMO caenaTh NporHo3 — B
akcnepumeHte 3To: 2, 3, 4 OHA — 3TO BXOAbl CETW. BbIXO4OM CeTW SBMANOCH 3HAYEHWe KOTUPOBKKM B
nocreaytoLLmMin MOMEHT BpeMeHU. Yka3aHHble BbIOOPKM JaHHbIX KOTMPOBOK BamtoT AENWNUCh Ha obydatowme 1
npoBepoyHble B cooTHoweHusx: 10:90, 20:80, 30:70, 40:60, 50:50, 60:40, 70:30, 80:20, 90:10 coOTBETCTBEHHO.
370 03Hayaer, 4To, Hanpumep, ans kotuposkn EUR/USD cooTHowwenne 10:90: 10% BbiBopku — obyyatowias, a
90% Bbibopkm — npoBepoyHas. CeTb obyyanach Ha obyvaiowmx BbibOpkax ¥ (UKCMPOBANUCH 3HAYEHWS
BblLLeyKa3aHHbIX KpUTepueB Ha 0By4aloWwmx 1 NpOBEPOYHbIX BbIOOPKAX MPW AaHHbIX UX COOTHOLIEHMSX U MpU
pa3snM4YHOM YMCIie BXOZOB CETH.

PesynbTathl akcnepumeHTa ans kotuposok EUR/GBP, EUR/USD, USD/JPY, USD/CHF npeactaBneHb! HUXe.
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Tabnuua 3. 3HaueHns kpuTepueB Ana BantoTHo napsbl EUR/GBP

Konuyectso BXxoaooB
3 4
00y4:npos

RMSE | MAPE | RMSE | MAPE | RMSE | MAPE | RMSE | MAPE | RMSE | MAPE | RMSE | MAPE

06y obyy. | npoB. | npoB.. 06y oby4y. | npoB. | npoB.. 06y oby4. | npoB. | npos.
10:90 0,002608 | 0,013772 | 0,006047 | 0,071061 | 0,02109 | 0010416 | 0,07302 | 0,084142 | 0,001473 | 0,007201 | 0,006759 | 0,079349
20:80 0,000641 | 0,004802 | 0,000449 | 0,006671 | 0,002954 | 0,02282 | 0,001722 | 0,026742 | 0,000854 | 0,004785 | 0,000593 | 0,0081
30:70 0,000545 | 0,005095 | 0,000351 | 0,004864 | 0,000463 | 0,004413 | 0,000343 | 0,004695 | 0,000461 | 0,004444 | 0,000362 | 0,005079
40:60 0,000372 | 0,003944 | 0,000341 | 0,004363 | 0,000389 | 0,004317 | 000034 | 000437 | 0,000403 | 0,004289 | 0,000413 | 0,004969
50:50 0,000353 | 0,004268 | 0,000429 | 0,004994 | 0,000339 | 0,003984 | 0,000343 | 0,003943 | 0,000337 | 0,003889 | 0,000318 | 0,003563
60:40 0,000345 | 0,004362 | 0,000342 | 0,003619 | 0,000325 | 0,004067 | 0,000333 | 0,003463 | 0,000338 | 0,004351 | 0,000384 | 0,004155
70:30 0,000318 | 0,004367 | 0,000372 | 0,003392 | 0,000287 | 0,003816 | 0,000367 | 0,003277 | 0,000331 | 0,004526 | 0,000482 | 0,004493
80:20 0,000287 | 0,004209 | 0,00051 | 0,003865 | 0,000265 | 0,003797 | 0,000475 | 0,003548 | 0,000262 | 0,003702 | 0,000469 | 0,003473
90:10 0,000245 | 0,003676 | 0,000681 | 0,003759 | 0,000251 | 0,00384 | 0,000615 | 0,003481 | 0,000312 | 0,005037 | 0,001098 | 0,00593

Tabnuua 4. padryeckoe npeacTaBneHne pesynbTaToB SKCMEPUMEHTOB Anis BantoTHoM napel EUR/GBP

3uaveruakpuTepua RMSE Ha oByyaroweii enibopke (EURIGBR) 3uaveruakpuTepus MAPE Ha oByuarowei emBopke (EURIGBF)
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Tabnuua 5. 3HaueHuns kpuTepueB Ans BantoTHoi napsbl EUR/USD

Konuyectso BXxoaooB
3 4
00y4:npos

RMSE | MAPE | RMSE | MAPE | RMSE | MAPE | RMSE | MAPE | RMSE | MAPE | RMSE | MAPE

06y obyy. | npoB. | npoB.. 06y oby4y. | npoB. | npoB.. 06y oby4. | npoB. | npos.
10:90 000259 | 0,008119 | 002675 | 0,22567 | 0,01805 | 0,06454 | 003573 | 033629 | 0,01937 | 0,07164 | 0,038888 | 0,39704
20:80 0001114 | 0,00528 | 0,004944 | 0,034266 | 0,01904 | 0,008783 | 0013127 | 0,095096 | 0,001113 | 0,005631 | 0,003617 | 0,026909
30:70 0,001036 | 0,006263 | 0,003192 | 0,024584 | 0,000977 | 0,005755 | 0,002153 | 0,016265 | 0,000884 | 0,005047 | 0,002987 | 0,021669
40:60 0,000811 | 0,005485 | 0,002073 | 0,013896 | 0,000723 | 0,004796 | 0,001985 | 0,013074 | 0,000727 | 0,004817 | 0,003997 | 0,025057
50:50 0,000862 | 0,006316 | 0,00123 | 0,007417 | 0,001077 | 0,008568 | 0,00163 | 0,010054 | 0,001065 | 0,0083 | 0,002203 | 0,014389
60:40 0,000743 | 0,006218 | 0,000734 | 0,004903 | 0,000584 | 0,004721 | 0,000883 | 0,006112 | 0,000547 | 0,004388 | 0,000778 | 0,0052
70:30 0,000543 | 0,004711 | 0,000687 | 0,003757 | 0,000506 | 0,004413 | 0,000798 | 0,004429 | 0,000611 | 0,005103 | 0,000882 | 0,005125
80:20 0,000485 | 0,004515 | 0,00082 | 0,003721 | 0,00047 | 0,00436 | 001017 | 0,004823 | 0,00055 | 0,005184 | 0,001069 | 0,005254
90:10 0,000534 | 0,005175 | 0,001559 | 0,006103 | 0,00042 | 0,003925 | 0,00121 | 0,003785 | 0,000425 | 0,004014 | 000113 | 0,003547

Tabnuua 6. padryeckoe npeacTaBneHne pesynbTaToB SKCMEPUMEHTOB Ans BantoTHoM napel EUR/USD

3uaveHuAkpuTepUA RMSE Ha oByvaoweieriBopk: (EUR/USD) 3uaveruakpuTepus MAPE Ha oByuarowei emiBopke (EUR/USD)
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Tabnuua 7. 3HaveHuns kputepueB Ans BantoTHoi napsl USD/JPY

Konuyectso BxogoB
2 3 4
00y4:npos

RMSE | MAPE | RMSE | MAPE | RMSE | MAPE | RMSE | MAPE | RMSE | MAPE | RMSE | MAPE
06y obyy. | npoB. | npoB.. 06y oby4y. | npoB. | npoB.. 06y oby4. | npoB. | npos.
1 0 90 0,10798 0,005251 0,45759 | 0,078326 0,11526 0,005468 1,1285 0,19462 0,15089 0,007299 1,8272 0,31217
20:80 0,08949 | 0005902 | 032706 | 0042931 | 0094153 | 000644 | 011509 | 0016595 | 0,11621 | 0007547 | 096241 | 0,1484
30:70 0,071606 | 0,005814 | 0,052713 | 0,005479 | 0,099422 | 0,008136 | 0,14912 0,021071 | 0,078494 | 0,00636 0,16827 | 0,020172
40:60 0,067385 | 0,006201 042312 | 0,051221 | 0,077731 | 0,007054 | 0,65208 | 0,080762 | 0,061552 0,00561 0,72667 | 0,089607
5050 0,051304 | 0,005456 | 0,063959 | 0,007649 | 0,050244 | 0,004964 | 0,14253 | 0,013533 | 0,049009 | 0,005052 | 0,056701 | 0,005995
6040 0,052345 | 0,006029 | 0,06225 | 0,005453 | 0,045704 | 0,005369 | 0,051846 | 0,005141 0,04887 0,005757 | 0,068554 | 0,00615
70:30 0,04346 | 0005542 | 0,054179 | 0,004602 | 0041365 | 0005181 | 0,054236 | 0,004717 | 0,050213 | 0,00674 | 0,085693 | 0,008241
80:20 0,04996 0,007199 | 0,069813 | 0,004987 | 0,044928 | 0,006461 | 0,069315 | 0,004746 | 0,049953 | 0,007028 | 0,059017 | 0,003899
90:10 0,042724 | 0,006117 | 0,089295 | 0,004181 | 0,039285 | 0,005608 | 0,08961 0,004133 0,12461 0,019378 | 0,53685 | 0,033844

Tabnuua 8. Mpadhmyeckoe npeacTaBneHne pesynbTaToB SKCMEPUMEHTOB Ans BantoTHoM napel USD/JPY
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Tabnuua 9. 3HaueHuns kputepueB Ans BantoTHoi napsl USD/CHF

Konuyectso BxogoB

2 3 4
00y4:npos

RMSE | MAPE | RMSE | MAPE | RMSE | MAPE | RMSE | MAPE | RMSE | MAPE | RMSE | MAPE

06y obyy. | npoB. | npoB.. 06y oby4y. | npoB. | npoB.. 06y oby4. | npoB. | npos.
10:90 000126 | 0005325 | 000552 | 0,062745 | 0,001263 | 0004744 | 001377 | 017941 | 000135 | 0,004777 | 0,007384 | 0,11671
20:80 0,000971 | 0,005424 | 0,00181 | 0,21933 | 0,000907 | 0,00501 | 0,003308 | 003995 | 0,001003 | 0,005767 | 0,001212 | 0,015209
30:70 0,000748 | 0,005233 | 0,002721 | 0,025682 | 0,000727 | 0,00496 | 0,003964 | 0,038628 | 0,000736 | 0,005187 | 0,001167 | 0,014883
40:60 0,000621 | 0,005054 | 0,002051 | 0,017899 | 0,000618 | 0,00504 | 000126 | 0,012279 | 0,000687 | 0,005728 | 0,001437 | 0,013268
50:50 0,000537 | 0,004729 | 0,000776 | 0,006943 | 0,000527 | 0,00464 | 0,000639 | 000588 | 0,14786 | 0,090375 | 0,000573 | 0,005672
60:40 0,000491 | 0,004889 | 0,000412 | 0,003576 | 0,000604 | 0,006677 | 0,000782 | 0,007651 | 0,000499 | 0,005168 | 0,000509 | 0,004593
70:30 0,001337 | 0,017609 | 0,001571 | 0,014083 | 0,000534 | 0,006209 | 0,000648 | 0,005141 | 0,000503 | 0,005384 | 0,000467 | 0,003291
80:20 0,000443 | 0,005329 | 0,000882 | 0,005893 | 0,000421 | 0,004925 | 0,000708 | 000454 | 0,000376 | 0,004403 | 0,000603 | 0,00368
90:10 0,000411 | 0,05218 | 0,001256 | 0,00584 | 0,00061 | 0,007912 | 0,002062 | 0,010478 | 0,000397 | 0,005001 | 0,001056 | 0,004748

Tabnuua 10. padmyeckoe NpeacTaBneHne pesynbTaToB SKCNEPUMEHTOB Ans BantoTHo napel USD/CHF

3uaveHuAkpuTepUA RMSE Ha oByvaoweieriBopk: (USDICHF) 3uaveruakpuTepus MAPE Ha oByuarowei eriBopke (USDICHF)
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Mpexne YeM NepexoauTb K aHanu3y NomyveHHbIX pesynbTaToB, CredyeT onucaTb (hakTbl, KOTopble Obinu
MonyyeHbl B pesynbTare 3KCMepUMEHTOB. Bo-mepBbiX, 04EBMAHO, YTO AN 0DOMX KpUTEPUEB HA ODy4aroLmx
BbIDOpKaX MPOMUCXOAMUT NOCTENEHHOE MajeHne UX 3HaueHn. Bo-BTOpbIX, 3HAYEHUS KpUTEPWEB Ha MPOBEPOYHBIX
BbIbOpKax CHayana nafjakT, HAacTynaeT «nepuos OTHOCUTENLHOM CTabUMBLHOCTUY, @ NOCAE — HAYMHAKT pacTy.
Kak nokasbiBaloT SKCMEpPUMEHTbLI, Nepuop CTabunbHOCTM B CPEAHEM MNEXWT B NPedenax COOTHOLLEHWN
obyyatowlein 1 nposepoyHoit Bbibopku 50:50 — 70:30 cooTeTCTBEHHO. B-TpeTbux, ans oboux Kputepues Ha
obyvatowleit 1 npoBepoyHoil BblOOpke Npu 0ObEme obyvatoweir Bbibopkn 10-20% OT UCXOAHOA BLIOOPKM MX
3HaYeHNs 3aMETHO OTNINYAKOTCA OT 3HauYeHMI Npu Apyrux obbémax obyvaroLien BbIGOPKN — OHU 3HAYUTENBHO
Oonblue. B-yeTtBEpTLIX, AN kputepus MAPE, npu obbémax obyyatowmx Boibopok Gonbwe 50%, Ans Bcex
KOTUPOBOK Ha 0Oyualowyx BblOOpKax MOPSAOK 3HAYEHMI OCTAETCA OAMH W TOT XKE M aHarorMyHas cutyaums
HabntogaeTcs, ecnn CpaBHUBATL MexXay COBON 3HAYEHWS JAHHOTO KPUTEPWS AN KOTMPOBOK HA MPOBEPOYHbIX
Bblbopkax, B TO Bpems, korga [Ans RMSE pgns pasHbiX KOTMPOBOK, CPaBHWBAs €ro 3HaYeHus Ha
COOTBETCTBYHOLLUMX BbIBOpKaX 1 Npy COOTBETCTBYHOLLMX 0BbEMaX 0byyaloLLyx BbIBOPOK OH pa3HbIi. B-naTbix, oba
KpUTEPWS Ha OOHMX M TeX ke BblbOpkax AEMOHCTPUPYIOT OAWHAKOBOE moBefeHue. B-luecTbix, oTMevaeTcs
He3HauMTENbHbIA POCT Ka4ecTBa paboTbl CETH C POCTOM YMCNa BXOAOB.

AHanu3 pesynbTatoB OygeT, dakTuyeckn, OObSCHEHWEM BbiAENeHHbIX (hakToB. [ns 0ObACHEHMS BCex
nocregylLmx aktoB HeobXoanmMo, Npexae BCEro, 0ObACHUTL: MOYEMY MPK ONPEeSEeNEHHbIX COOTHOLLEHMSIX
obyvatowleln 1 NpoBepoyHON BbIGOPOK MOBEJEHME W 3HAYEHUS KPUTEPUEB 3HAYNTENbHO OTMINYAKTCA OT
MOBEAEHWS M 3HAYEHWI NpW OPYrUX COOTHOLIEHUAX. OTBET NEXUT B CNEAYIOLEM: C NafeHNEM YMCna AaHHbIX,
y4acTBYIOLMX B pacyéte KpuTepus, pacTET BEC KaX4OW OTAENbHOW TOYKW BbIBOPKM STWUX OaHHbIX. Takum
00pa3om, NpoMcxoanT HekoTopast NepeoLieHka 3HaYUMOCTH (MMEHHO MPU yKa3aHHbIX COOTHOLLEHWAX) OTAENbHO
B3ATOM TOYKM Ans 0By4eHus CeTH, UMK ANs OLEHKW Ka4yecTBa e€ paboTbl. 31O — 06BSCHEHME BTOPOTO U TPETLErO
thakTa. NepBbli hakT, ¢ Y4ETOM NpeablayLLEro BbIBOAA, FOBOPUT, YTO C pocTOM 0BbEma obyyatoLeir BbIGOpKM
pacTeT ahheKTMBHOCTb (OYHKLMOHMPOBAHNS CETU Ha 060Mx BbIOOpKax. OfHaKo He3HaUMTENbHbI POCT kayecTsa
CBUOETENLCTBYET O CYLIECTBOBAHWM «NEPMOLA HACHILEHMS», Korga pocT obbéma obyyatowen BoibopkM AaéT
MPUPOCT NokasaTenei kayecTsa, KOTOPbIMIA MOXHO npeHebpeyb. LLlecTon dakT SBnseTcs otyacTu CneacTamem
OTPaHWYEHNs Ha MaKCUManbHOE YMCMO uTepauuin npu obyyeHun ceTh — ceTb C OOMbLUMM YWCIIOM BXOAOB
Tpebyet Gonbluero BpemMeHN Ha 0Oy4YeHMEe,— a OTYaCTM KOHCTaTauMen aHanmomMuHoro ¢akta CyLlieCTBOBaHWS
«nepuoaa HacbILLEHUs» 1S KOMNYECTBA BXOLOB CETH, TaK Kak OTMEYAETCS HE3HAUUTENbHBIN NPUPOCT KayecTBa.
ObbsicHeHMe YeTBEPTOrO (hakta yxe nmpueogunock B nogpasgene 1.2: RMSE sBnsetcs 4yBCTBUTENbHBIM K
MacLuTaby uccrnegyembix BeNuUKH, B TO Bpems, koraa MAPE gBrnseTcs npakTu4ecku HevyBCTBUTENbHBIM. MATbIN
(hakT — COOTBETCTBME NOBeAEHUt 0BOMX paccMaTpuBaeMbIX KPUTEPUEB Ha OOHMX M Tex e Bblbopkax —
cBUaeTenbCTByeT 06 agekBaTHOCTM BbiOOpa KpuTepKs 0ByYeHUs CeTU 41 KOHKPETHBIX JaHHBIX U 0B OTCYTCTBUM
HeobX0AMMOCTM B ero moaudukauuu. [NnaBHbIA BbIBOA, C YYETOM BCEX BbllLeyka3aHHbIX PacCyxaeHuin u
BbIBOAOB MpedblaylumxX [MaB — CeTb AOCTAaTOMHO TOYHO Pacno3HaéT NOBEAEHWe PblHKa M C NpUeMnemon
TOYHOCTbIO YrafblBaeT KOTUPOBKY BantOT.

BbiBOAbLI M NepPCNeKTUBLI AaNbHENWINX UCCIeA0BaHUN

Mpexne Bcero, HeODXOAMMO OTMETUTb, YTO MPUNOXEHWE CETW K peanbHbIM KOTMPOBKAM BantoTHbIX nap
nokasano 3¢EeKTUBHOCTb CETU NPUMEHUTENBHO K 3adade MpOrHO3a 3HAYEHW BarmoTHLIX KOTUPOBOK Ha
OCHOBaHMM WX MpeabicTopun. [laHHOe 3akniuyeHne Obino CAENaHo Ha OCHOBAHMM MOMYYEHHbIX 3HAYEHMI
KpUTEPUEB Ka4ecTBa, KOTOpble NpuBeaeHsbl B paboTe. OpHaKko cpasy e creayeT OTMETUTb, YTO HEOBXOaWMbI
AanbHenwwmne nccnefoBaHns, HanpaeneHHbIE Ha YCOBEPLLEHCTBOBAHISI HEMPOCETEBON apXUTEKTYPbl M METOAMKM
€€ npumeHeHms. ITo creayeT 13 TOro, YTo nyyilee 3HadeHne kputepus MAPE Beino pasHo rae-to 0,003, B 10
BpeMsl, Koraa MpakTUYeCKM NOMHbIM pacno3HaBaHWeM CUTYaLMKM SIBMSIETCS ero 3HadeHue MeHblue yem 0,0001.
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70 ynyyiweHne MoxeT ObiTb MOMYYeHO MYTEM MpeLBapWUTEnNbHOTO aHanu3a M npeobpas3oBaHus AaHHbIX,
KOTOPbIE NOCTYNAOT Ha BXOL CETU. Takke 3Ha4YeHUs napameTpa & B (PYHKLMAX NPUHAANEXHOCTH cuctembl ([2],

[3]) Obinu ans Kaxgoro OTAENbHOrO Bxofa CeTu (UKCUPOBaHHbIMW. OfHAKO BO3MOXHO YCTpaHeHue 3Toro
HepgocTaTka NyTéM A000YyYeHWs CEeTU MyTEM OMTUMMU3ALMM TPagMeHTHbIM METOOOM [NS KKOOr0 HEYETKOro
npasuna ceTW 3TUX napameTpoB. ONTUMM3ALMA LOMKHA MPOMUCXOLWTb C LeMbl MaKCUMM3aLWM 3HaYeHWi
WTOTOBLIX BECOB MPaBWMNT Ha TOYKaXx COOTBETCTBYIOLIErO MOAMHOXECTBA OOyvaroweit Bbibopkn. Kpome
npoBefeHns MogudmKkaLmm cpedbl UCMONL30BaHNA CETW HeobXOoAMMO Takke MPOM3BECTM CPaBHUTEMbHBIN
aHanu3 pesynbTaToB MOMyYeHHbIX B JaHHOW paboTe ¢ pesynbTaTamu MPUMEHEHWS K Bbllleyka3aHHOW 3ajaye
MPOYMX HEMPOCETEBbIX apXUTEKTYP, B OCOBEHHOCTU, apXUTEKTYP, peanuaytoLLmx HeuéTkuit BbiBog Takaru-CyreHo
(TSK, pagmanbHble 6a3ncHble HEMPOHHbIE CETHW, CETW Ha Heo-hasn HelpoHax v np.). Bcé ato bynet npegmetom
JarnbHefwmx uccneposaHnin. Ewé Heobxogumo oTmMeTuThb, YTO BbiGOp Kputepues RMSE u MAPE ons aHanusa
CeTW B JaHHOW paboTe 6bin MPOAMKTOBAH LENb0 MCCEeAoBaHWS TOrO, HACcKONMbKO TOMHO CETb pacro3Haér
3Ha4eHMe KOHKPETHOW KOTUPOBKM. TO eCTb, OLINOKOA CYMTAIOTCA U 3HAYEHWS BOMblunMe U 3HAYEHWS MeHbLUne
peanbHOro 3HaueHns koTupoBku. OgHako HeoBX0AMMO YUUTbIBATL TOT (DaKT, 4715 Yero NPOM3BOAMTCS aHanmu3 — ¢
Lienbto JanbHerwen nokynkvu nubo npogaxu BantoTbl. B aToM cnyyae noHsTME «OWNBKay 3HAYUTENBHO MEHSIET
CBOW CMbICI1.

B sakntoyeHne cnegyet eLIJ,e pa3 NOBTOPUTLCA, YTO, KaK NMOKa3bIBAKT SKCNEPUMEHTbI, CETb NPU NPeanoXeHHbIX
MO,El,I/Id)VIKaLU/IFIX crnocobHa OTHOCWTENbHO TOYHO yragpiBatb KOTMPOBKWM BanioT W BMoONHeE nNpuMeHMMa Ond
NPakTN4ecKoro NCnorib3oBaHUA.
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PA3PAEOTKA ABTOMATU3UPOBAHHOW NPOLEAYPbI COBMELLEHMS
W30BPAXEHWA NPOU3BEOEHUA XXUBOMNUCY B BUAUMOM U
PEHTTEHOBCKOM CNEKTPAJNbHbIX AUAMA30HAX

Amutpun Mypawos

AHHOmayusi:  PaspabomaHa npouedypa  asmoMamu3upO8aHHO20  CosMeweHuUss  homoepapuli U
peHmeeHozpaMmM npou3gedeHull xusonucu. B kauecmge KOHMPOMbHbIX MOYEK UCNOMb3YIOMCS JIOKambHbIe
KCmpeMyMbl SIpKOCMU, HalideHHble Ha pasmbimbiX 2ayccoebim s0pom usobpaxeHusx. [ns conocmagneHus
HalideHHbIX XapakmepHbIX mo4eKk u30bpaxeHul ucnoib3yemcs anzopumm Ha ocHoge memoda SVD-
conocmaerieHus, OONOMIHEHHbIU umepayuoHHOU npouedypoll UCKTYEHUS fI0XHbIX coomeememeud. [ns
COBMELLEHUST LUCNob308aHa Modenb NPOeKMuUBHbIX npeobpasosaHull. PaspabomarHas npouedypa nosgonsem
obecnequms MOYHOCMb cosMeleHus usobpaxeHul 8 npedenax 00H020 NUKCeNa 8 KOHMPOIbHbIX MOYKaX.

Knioyeenie cnoea: aHanus u obpabomka usobpaxeHul, COBMeWEHUEe MHO20CNeKmpasbHbIX U30bpaxeHud,
usobpaxeHusi npousgedeHull xusonucu.

ACM Classification Keywords: Computing Methodologies - Image Processing and Computer Vision -
Applications

BBepgeHue

PaccmatpuBaeTcs 3agaya, CBSA3aHHas ¢ aHanuaoM 13obpaxeHnit NpoM3BeAEHNI 1306pa3nNTENBHOMO UCKYCCTBa,
MOMYyYEHHbIX B Pa3HbIX CMEKTParibHbIX AWanasoHax, M MCMOMb3yeMblX MpU UCCNenoBaHUN UCTOPUM CO3LaHMs
KapTuH, aTpubyuumn 1 pectaBpauun. OgHUM 13 aCneKTOB TaKUX UCCMEAOBaHUA SBMSETCS aHann3 MHopMaLmm,
CKPbITOW MO, BEPXHUMU KPACOYHbIMM CrosMu. Tak, Hanpumep, peHTreHorpamMma no3sonseT YBUAETb LeTanu
Cpasy BCEX CNOEB KapTWHbl: KPacouHble CMOW, CAENaHHble B pasHOe BPems aBTOPOM W pecTaBpaTopamu,
(hakTypy M gedekTbl XOrcTa, SNeMeHTbl KOHCTPYKUMK nogpamHuka u gp. [Kirsh, 2000]. Tsxenble meTannbl, He
MPOMYyCKalOT PEHTTEHOBCKME MNy4yM, YTO MO3BOMSET BWAETb KPACOYHbIE CIIOW, BbIMOMHEHHbIE, HaMpUMEP,
CBWHUOBbIMM Genunamu. VccnegoBaHns ¢ MHPpakpacHbIM M3NyYeHWeM MPOSIBNSIOT YrepoA0COAepKalLme
kpacuTenu (Habpocku, COenaHHbIe YrmeM, YepHunamu). YnbTpacnoneTtoBoe W3nyyeHne no3sBonseT YBUAETb
Y4YacCTKW, paHee MOABEPraBlUMECs pecTaBpaunn, U psg AedekToB kpacouHoro crnosi. [Ans 3dpekTMBHOMO
BbISIBNIEHNS MHAOPMALWK, CKPLITOI NOA BEPXHUMM CIIOSIMM Kpacku, Heobxoaumo aBToMaTi3npoBaTh onepawuu
COBMELLEHMS, CPABHEHWNS W aHanM3a COBMELLEHHbIX W300paxeHuii. B MUpOBOI My3eiHOW MpaKTWKe LUMPOKO
MPUMEHSIIOTCA  KOMMbIOTEPHbIE  TEXHONOMMW  aHanu3a  LMPOBbIX  MHOTOCMEKTPanbHbIX — M306paxeHui
npousBeaeHnin uckycctea [Martinez, 2002], [Maitre , 2001], [Stork, 2009], [Kirsh, 2000]. Tak B pabote [Heitz,
1990] npeacraBneH MeToL aBTOMATU3MPOBAHHOIO NMOUCKA CKPbITON MHApOpMaLMK No doTorpacum KapTuHbl U ee
peHTreHorpamme. CoBMeLLEeHe U30BpaxeHnin MPOU3BOANUTCS MO KOHTPOSbHBIM TOUKaM, BbIOMpaeMbIM BPYUHYIO.
B pabote [Kammerer, 2004] npeacTaBneHa nporpaMMHas cucTemMa [nsi CPaBHEHUs! M300pakeHUi BUANMBIX U
CKPbITbIX CroeB xuBonucy. Cuctema npegHasHadeHa Ans UccnegoBaHNs UCTOPUM CO3AaHUS NPOU3BEAEHUI Ha
OCHOBE aHanu3a NepBMYHbIX aBTOPCKMX 3CKM30B U CPABHEHMS C OKOHYaTeNbHbIMI BapUaHTamu kKapTuH. BxoaHoi
NHChopMaLMEN CUCTEMBI SBMSIOTCA LIGIPOBbIE LIBETHbIE M300paXeHUs B BUAMMOM AManasoHe 1 13obpaxeHus,
nomnyyeHHble B nHdpakpacHom (700-1100 Hm) ananasoHax cnektpa. /3obpaxeHns hopMupyoTCs OLHOM U TOM
ke CCD kamepon. CuCTeMON BbIMOSNHAKTCA oOnepauun (a) COBMELLEHWUSI M300paKeHUn W KoMMeHcauum
NCKa)XXEHWA, BO3HWKAMOWMX NPU CbEMKE, M KOoTopble MogenupytoTcs adduHHbIM npeobpasoBanuem; (0)
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kombuHMpoBaHWe wn300paxeHuii. B BonbluMHCTBE pa3paboTaHHbIX CUCTEM aBTOMATU3WMPOBaHbI OnepaLuu
COBMELLeHNs M300paxeHnii B BMOMMOM, WMH(PaKPacHOM W ynbTpachuoneToBoM AuanasoHax. PeHTreHoBCkue
n306paxeHns UMeKT psn O0COBEHHOCTEN, OCMOXHSIOLWMX aBTOMATU3ALMIO WX COBMELLEHUSt C APYrvMM
n3obpaxeHuaMn. 3afaya OCMOXHSETCA TeMm, YTO AN PEHTIEHOBCKMX IyYyel YacTb KPacouHoro cros
0Ka3bIBAETCA MPO3payHON, 1 Ha PEHTreHorpamMmax MoryT BbiTb BUOHbI (PaKTypa XONcCTa, CKPbITbIE KPacOYHbIE
Crov 1 kapaHgallHble Habpocky, aneMeHTbl paMbl U apyrue o6bekTbl. YkasaHHble 06CTOATENbCTBA OCNOXHAIT
MOWUCK KOHTPOMbHbIX TOYEK U COBMELLEHNE.

B paHHon pabote paccmaTpuBaeTcsl 3ajava NOCTPOEHUS aBTOMATW3MPOBAHHOW MPOLedypbl COBMELLEHMS
choTorpachnit M PEHTrEHOBCKUX M306paxeHuin npousseaeHuin xusonueu (cm. Puc.1.). CoBmelaemble LdpoBble
n3obpaxerus B popmate JPEG umetot pasmepsl okono 2800x4200 Touek v rmybuny 8 unm 24 6uta Ha nukcen.
Pa3mepbl n3obpaxeHuin u nons 3peHns pasnuuHbl U 06yCroBneHbl NapameTpamm PEHTTEHOBCKOM YCTAHOBKW U
006nacTblo MHTEpeca Xy[OXHWKOB-pecTaBpaTopoB. POTOCbEMKA KapTWH B BUAWMOM [OuanasoHe CrekTpa
npoussogunack CCD kamepoit. K ocobeHHOCTSM M30BpaxeHuit, 0ByCroBnMBAIOLLMX TPYAHOCTH COBMELLEHUS,
OTHOCATCS pasnuyMs B MOMSX 3PEHUs, OpUEHTaLMM W300paxeHuin, copepxaHun usobpaxeHun: Ha Puc. 2
rnoKasaH OAMH M TOT Xe pparMeHT Ha LMcpoBoil poTorpadun 1 peHTreHorpaMme.

dopmanbHO peluaemas 3ajaya COOTBETCTBYET TPaAMLMOHHOA 3ajadve NpuBA3KM M306paxeHWn, OpHaKo ee
PELLEHNE  OCMOXHSETC  ykasaHHbiMM  ocobeHHocTsMu.  [lpegnonaraeTcs, 4TO  MMEKTCA  MoZenb
u(x,y):R* - R' n usobpaxerne v(x'y'):R*> —>R' (1306paxeHns, nomnyYeHHble B BUOUMOM U

PEHTIEHOBCKOM auaniasoHax). Tpebyercs Haitu npeobpasosanue T :R’ — R®, Nepesofsliee TOYKM
n3obpaxerus v(x',y") B TOUKM MOAENM:

X =F(X"), (1)

me X=(xy) eR> n X'=(x"y')Y €eR® - Bektopbl KOOpAMHAT W30BpaXxeHWs W Moaenn, W
MUHUMU3UPYIOLLIEE CPeaHEKBaAPATUYHYHO OLUMOKY COBMELLIEHNS.

(a) (6)
Puc. 1. U306paxeHus, nonyyeHHble B BUAMMOM (@) U peHTreHOBCKOM (6) CnekTpanbHbIX AuanasoHax

Co3paBaemasi npouefypa COBMELLEHUs BKMYaeT aTanbl: (a) npegsaputenbHas obpaboTka coBMeLlaeMblX
n306paxeHuis, Ha KOTOPOM NMpOM3BOAMTCS hUnbTpaums n3obpaxeHuit W BolgeneHne obnacten uHTepeca Ans
Momcka KOHTPOSTbHBIX TOYEK; (6) MOMCK KOHTPOIBHBIX TOYEK HA COBMELLAEMBIX M300paxeHusx, HeoOXoaUMbIX Ans
noCTpoeHns Npeobpa3oBaHus U306paXKeHUI; (B) COMOCTABNEHME HAMAEHHBIX KOHTPOSbHBIX TOYEK C LENbH
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YCTaHOBEHWS MOMapHOr0 COOTBETCTBUS; (I) BblYUCTEHUE KO3(hULMEHTOB NpeobpasoBaHus N0 KOOpAMHaTam
KOHTPOIbHbIX TOYEK 1 COBMELLEHNE U30BpaxeHni.

B nocnegyrowwmx pasgenax 6ynyT npeanoxeHsl peLLeHUs NepeunCeHHbIX 3aaay.

(a)

Puc. 2. ®parmeHTbl n3obpaxeHuit Puc.1: (a) — B BuauMom u (6) — B peHTrEeHOBCKOM CNEKTpanbHbIX AnanasoHax

N3BecTHbIe Nnogxoabl K peLueHmnio

3apgaya CoBMELLEHUS MHOTOMOAANbHbIX M306PaXeHUA MPON3BEAEHNA XMBOMMUCK BO MHOTOM CXOXa C 3aAavamu
COBMELLEHNs MHOrOMOAArbHbIX M300paxeHnin B MeauLyHe, aspodoToCEMKE M APYIrMX NpUKNagHbIX obnacTsix.
TpaguumMoHHO 3apava COBMELLEHMs WM300paxeHuit, MOMyYeHHbIX B Pa3NMYHbIX CMEKTPamnbHbIX AvanasoHax,
BKIMIOYaeT YeTbipe 3Tama. (a) BblAENEHWE XapaKTEPHbIX MPU3HAKOB (B YACTHOCTM, KOHTPOMbHBIX TOYEK) Ha
COBMeLLaeMblx n300paxeHusix; (B) YCTAaHOBNEHWE COOTBETCTBUMS MEXOY HaMOEHHbIMM NpU3HaKaMKn C
UCMONb30BaHNEM  BblOpaHHOA Mepbl COOTBETCTBMSA; (B) NOCTpPOeHMe Mmogenu npeobpasosaHuin; (r)
npeobpasoBaHie n3obpaxeHun [Zitova, 2003].

Mpu3Haky, BblgenseMble Ha NEPBOM Luare, pa3fensioTcs no TUMy ODLEKTOB, BblAENSEMbIX HA COBMELLAEMbIX
1300paxeHmnsX; PErMOHaNBHBIE, NIMHENHDIE, TOYEYHbIE. MpU3HaKN CBA3aHbI C XOPOLLO PasnuunMbIMM 06 bEKTaMN
Ha n3obpaxeHnsx. OHM OMKHbI BbiTb MHBAPUAHTHBIMI OTHOCUTENBHO BbiBpPaHHON Mogenn Npeobpa3oBaHuii.
Ecnu un3obpaxeHue He COOEPKUT BbICOKOKOHTPACTHbIX AeTanei, MoryT ObiTb MCMONb30BaHbl MPU3HAKK, He
CBSA3aHHblE HEMOCPEACTBEHHO C OObekTamu, a SABMALLMECH WHGOPMALMOHHBIMKM  XapaKTepUCTUKaMm
n3obpaxeHuin. B npocTeliwem criyyae KOHTPObHbIE TOYKA OTMEYAIOTCS BPYYHYI0 B MHTEPAKTUBHOM pexume. B
pabotax [Schmid, 1997], [Delponte, 2006] 1 psige LpYrX KOHTPONbHbIE TOYKM HAXOLAATCA C MOMOLLbK AeTekTopa
Xappuca [Harris, 1988]. [JononHuTensHO MOryT BbiTh MCMONb30BaHbI TakWe Npu3Haku, kak anddepeHumuansHo-
reoMeTpuyecknue MHBapuaHTbl, MOMEHTHbIE WHBapWaHThbl U ap. Tak B [Delponte, 2006] ncnonb3ytoTcs NpusHaku,
WHBapUaHTHble K macliTabuposanuio (SIFT-npusHaku [Lowe, 1999]) B [Kammerer, 2004] npu coBmeLLeHUN
130BpaxeHmni, 3admKCPOBaHHbBIX B MHGPAKPACHOM W BULVMOM AyanasoHax, NCnonb3yeTcs Mogenb aduHHBIX
npeobpa3oBaHnin, a KOHTPOIbHbIE TOYKM BbIOMPAKITCA BPYYHYIO M YTOYHSIOTCS NPOLeAypoN Ha OCHOBE Kpocc-
koppensuuun. B [Cappellini, 2005] anroputm aBTOMaTM4ECKOTO COBMELLEHNS hoTorpaduin KapTH B BUAMMOM W
ynbTpahoneToBOM AMana3oHax OCHOBAH Ha PervoHarbHbIX MpusHakax M peanusyeT MeTod MakCUMM3aumu
Mepbl CTaTUCTMYECKON 3aBUCUMOCTH Mapbl M30bpaxeHnin (maximization of the mutual information). [ins noucka
Makcumyma paspaboTaHa 3BpuCTMUYECKas MTepauuoHHas nouckoBas npouedypa. [ouck ocyliecTBnseTcs B
MPOCTPaHCTBE YeTbipex MapamMeTpoB: CMeLleHWe NO ABYM HanpaBfeHuaM, koadduumeHT MmacwTaba (B
npegpenax 1%), yron nosopoTa.

Cnepytoweit 3afadeit, KOTOpYK Hafo PELINTb NPU COBMELLEHUN U30BPaKeHNI, SBNSIETCA MOUCK COOTBETCTBUS
MeXay KOHTPONbHbIMK TOYKaMK Ha M306pa>|<eHm|x. an 9TOM KONM4eCcTBO HaVI,CI,eHHbIX TOYeK Ha VI306pa)KeHVI9|X
MOXET pasnmnyaThCs, ¥ 4acTb U3 HUX MOXET He MEeTb Npoobpasa Ha Apyrom u3obpaxeHuu.
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B pabote [Schmid, 1997] npeanoxeHbl OMNMCAHUS KOHTPOMbHbIX TOYEK, HAWAEHHbIX C  MOMOLLBH
MoamdmumpoBaHHoro getektopa Xappuca [Harris, 1988], B Buge HabopoB 3HaueHuit auddepeHumarbHbIX
WHBapWaHToB. Kpome TOro, B Ka4eCTBe AONONHUTENbHbLIX FEOMETPUYECKMX MPU3HAKOB MCMONb3YIOTCA 3HAYEHMs
YIMOB MEXy HanpaBneHUsMM Ha CocepHue p Touek. TpuMeHsiemMble onucaHus obnafatoT MHBAPUAHTHOCTLIO
OTHOCWTENbHO BpALLEHUs, M3MEeHeHWst macluTaba, W3MEHeHWs TOUKM HabrniogeHus WU YaCTUYHON OKKMK3UM
00beKTOB.

OfHMM 13 pacnpOCTpaHEHHbIX anropuTMOB COMOCTABIEHUS SIBNSETCA anropuTM MTEPALMOHHOMO COBMELLEHNS
Brvxanumx Tovek napbl u3obpaxenni (lteration closest point registration - ICP) [Chen, 1992]. ICP anroputm
npegHasHayeH ANS HaxOXAeHWs XecTkoro npeobpas3oBaHus T, KOTOpoe MO3BOMSET Haunyywmm 0bpasom
COBMECTUTb 06MaKko ToueK Ha M300paxeHWM CLEHbl C ee reOMETPUYECKO MOoAenbi. Ha Kkaxzon utepauum
anropuTM HaxoauT npeobpasoBaHue W3 YCrOBWUS MUHUMYMa CPEAHEKBaAPaTUYHON OLUMOKM MEXOy TOuKaMu
npeobpa3oBaHHOTO M30OpaXeHUs1 1 COOTBETCTBYIOWMMI TOUKaMKU Mogenn. AnroputM obragaeT MOHOTOHHOM
CXOAMMOCTBIO K NTOKarnbHOMY MUHUMYMY. OrpaHU4eHNSMI anropuTMa sBNAKTCS (a) Heo6XoAMMOCTb JOCTATOYHO
XOPOLLEro HavanbHOro npubnmkeHust npeobpasosanus T; (b) kaxgon TOYKE CLEHbl JOMKHA COOTBETCTBOBATb
Touka B Mogenu. B pabotax [Sharp, 2002], [Rusinkiewicz, 2001] npeanoxeHsl mogudmkaumm ICP anroputma.
Ons ynyyweHus paboTtbl anropuTMa M COKpaLLEHWs Yncna WTepauuii UCnonb3yeTcsl OnucaHne TOYEK CLEHb
BEKTOPOM MPU3HAKOB, BKIMHOYAIOWMM MPOCTPAHCTBEHHbIE KOOPAMHATBI U 3HAYEHUS MHBAPUAHTHBLIX MPU3HAKOB
[Sharp, 2002]. B [Rusinkiewicz, 2001] cpaBHnBaloTCs pasnuuHble BapuanTbl ICP anroputma w uccnegytotcs
KOMOMHALMM anropuTMOB NS NOBbILEHUS ObICTPOAENCTBUS.

PaspaboTaH psin METOAOB COMOCTABMEHWS HA OCHOBE aHanM3a CreKTpanbHbIX XapakTepUCTMK MaTpuubl
B3BELLEHHbIX MOMapHbIX PAcCTOSHWA MeXay KOHTPOMbHbIMM Toukamu. B pabote [Scott, 1991] npegnoxen
anropuTM, YCTaHaBMWBAOWMA COOTBETCTBME MEXOy MpU3HakaMmu [BYX W300paxeHWh, OOHO M3 KOTOpbIX
ABNAETCH pe3ynbTaToM npeobpas3oBaHust ApYroro, Ha OCHOBE CBOWCTB CUHIYNSPHOTO PasnOXeHWs MaTpuLlbl
B3BELLEHHBIX MOMapHbIX PACCTOSHWA MexXJy BEeKTopamu MpU3HaKoBOTO onucaHus. Matpuua CooTBeTCTBUS
MPU3HAKOB (B 4YaCTHOCTW, KOOPAMHAT XapaKTepHbIX TOUEK N300paKeHUiA) onpeaenseTcs 13 ycrnosus MakcuMmyma
crnefa npou3BefeHUs B3BELIEHHOW MaTpulbl NOMapHbIX PacCTOSHUA W CaMOW MaTpuLbl COOTBETCTBUS.
lMokasaHo, YTO yCroBMEM MakCUMyMa crefa SBMSeTCS OPTOrOHanbHOCTb BEKTOPOB, COCTABMEHHBIX M3 CTPOK
MaTpuubl cooteeTcTBus. [onycTuMble npeobpasoBaHMs — CMeLieHue, CABWM, M3MeHeHWe MaclTaba.
MpegnoxeH cnocob opmupoBaHUst MaTpuubl COOTBETCTBUS. [laHHbIi anroputM He TpebyeT paBHOro
KOnM4ecTBa OMOPHbLIX TOYEK HA COBMELLAEMbIX M30BPaXeHUsIX U MPOCT C TOYKM 3peHns peanusaumu. B pabotax
[Pilu, 1997] u [Zhao, 2004] npeanoxeHbl MOANUDUKALIM AAHHOTO METOAA, UCMONbL3YIOLLME NOKASbHbIE MPU3HAKM.
B pab6ote [Delponte, 2006] npegnoxeHa mogudmkaums metoga [Scott, 1991], nossonsiowas pacwmpnts
AVanas3oH ero MpUMEHeHUs 3a CYET YMEHbLUEHUS YYBCTBUTENBbHOCTM K W3MEHeHWo MacluTaba W Touku
HabntopeHns. SeKTMBHOCTL METOLA MOBLILIAETCA 3a CYET NPUMEHEHUS! BMECTO KOOPAWMHAT KOHTPOINbHbIX
TOYeK, ucnonb3yembix B npototune, SIFT-npusHakoB (Scale Invariant Feature Transform), BbluMCREHHBIX B
TOUKax, HaldeHHbIX AeTekTopoM Xappuca. [poBedeHO cpaBHEHWE pPesynbTaToB 3KCMEPUMEHTOB, MOMYYEHHbIX
ANS PasnnyHbIX BECOBbIX (DYHKLMA, NPUMEHSIEMbIX AN NOCTPOEHUS MaTPULbl NOMapHbIX PACCTOSHNN.

B [Shapiro, 1992] conocTtaBneHne ABYX MHOXECTB TOYEK Ha MIOCKOCTW NMPOM3BOAMIIOCL HA OCHOBE CpaBHEHWS
COOCTBEHHbIX BEKTOPOB MaTpul, B3BELUEHHbIX MOMAPHbIX PACCTOSHUA MeXOy TOuKaMu Kaxgoro W3
conocTaBnseMbix MHoxecTB. B pabote [Carcassoni, 2003] ons aHanu3a cnekTpanbHbIX XapakTepUCTUK MaTpuL
nonapHbIX PAacCTOSHWIA CONOCTABMNSEMbIX MHOXECTB MPEAJIOKEHO NCNOoNb3oBaTh ABYXWwarosbin EM anroputm.

B kauecTtBe mMogeneit npeobpasosaHms 0bbi4HO MenonbaytoTest addmuHHble [Kammerer, 2004], [Cappellini, 2005]
Wnn npoekTuBHblE Mpeobpasosanns [Hartley, 2004], koTopble JOCTAaTOMHO XOPOLIO OMMCHIBAKT UCKAXEHUS,
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BO3HMKaKOWMe npu nonyyeHun u3obpaxeHuid. B psge 3agay aBTopamMu  paccMaTpuBAOTCS  HEXECTKUe
npeobpasoBaHus.

lMpoBedeHHbIt aHann3 nybnvkauuin nokasan, u4To: (@) 3agaya aBTOMATM3MPOBAHHOMO COBMELLEHMS
PEHTTEHOBCKUX W300paxeHWn C ApyrMMW Tunamu M300paeHuit Npou3BELEeHU XWBOMUCU B nUTepaType
OCBeLLeHa HefoCTaTOuHO MOMHO; (6) 0COBEHHOCTN PEHTTEHOBCKMX WM300paXeHUii 3aTPYAHSIOT WUCMONb3oBaHNe
MPU3HaKoB, OBbIYHO MCMOMb3yeMblX NPWU PELLeHWM 3adady COBMeELUEHUs; (B) 4OCTATOYHO 3(hEKTUBHbIE U
HecnoXHble B peanu3auum SVD-OCHOBaHHble METOAblI COMOCTaBMEHWUS! KOHTPOMbHbIX TOYEK COOTBETCTBYHOT
0COBEHHOCTAM peLLaemMoit 3aaayn U MoryT ObiTb MCMOMb30BaHbI B padpabaTtbiBaemoil npoueaype; (r) Moaens
MPOeKTUBHbIX Npeobpa3oBaHuii afekBaTHa pellaeMol 3ajadye COBMELLEHWS M NO3BOMSET KOMMEHCUPOBATh
NCKaXKEHWS1, XapaKTepHble 4N MCNONb3YeMbIX N30DpaKeHMIA.

Huxe paccmatpuBaeTcs 06Las cxema NoCTPOEHUs MpoLeaypbl 1 ee OTAENbHbIE 3Tarbl.

O6Lwan cxema nocTpoeHUsi npoueaypbl

HaxoxaeHue KOHTPOMbHBIX TOYEK MPW COBMELLEHWM peHTreHorpaMmbl W ¢poTorpacdui B BMOMMOM CBeTe
OCMOXHSIETCA TEM, YTO CoAep)aH1e M306paxeHnit MOXET CYLLECTBEHHO OTNNYATLCS. HallineHHbIe XapakTepHble
TOMKM B OOHOM W3 M300paxeHun MOryT He ObiTb HalaeHbl B ApyroM. Kpome Toro, Ha u3obpaxeHusix
Npon3BedEHNA XMBONUCK HEe BCerga YAaeTcs BblOenuTb reOMETPUYecKe MPUMUTUBLI W NPU3HAKK, KOTOpble
MOXHO MCMONb30BaTh NPY COBMELLEHMM.

Ha peHTreHoBCKUX W30DpaXeHMsX KapTWH XOPOLIO BUAHLI OOBEKTbI, HAMUCaHHbIE Kpackamu, COAEpXaliuMu
TSKEnble MeTannbl (B 4YacTHOCTW, CBUMHel). Ha u3obpaxeHun Takum yyacTku, HenpospayHble Ans
PEHTTEHOBCKOr0  U3NyyeHnsl, BbIrMSaaT cBeTnbiMu. OBbIMHO CBETMBIM y4acTkaM Ha  peHTreHorpammax
COOTBETCTBYKT CBETIbIE Y4aCTKM Ha KapTuHe. VIMEeHHO 3To CBOWCTBO BydeT NCMonb30BaThCs ANs NokanuaaLum
KOHTPOIbHBIX TOYEK MPW COBMELLEHUM. B kayecTBe KOHTPOMbHBIX TOYEK MpepraraeTcs MCronb3oBaTh TOYKM
NoKarnbHbIX SKCTPEMYMOB SIPKOCTM Ha CrMaxeHHbIX n30bpaxeHnsix. Makcumymbl spkocTi byayT COOTBETCTBOBATL
Haubonee CBETMbIM y4acTkaM KapTWHbI, rOe B KPacOYHOM Croe MPUCYTCTBYKT CBMHLOBbIE Oenuna. Takve
KOHTPOIbHble TOYKW 0BnagalT CBONCTBaMWN MHBAPUAHTHOCTM OTHOCUTENBHO CMELLEHUS, BPaLLEeHUs), N3MEHEHNS
MacliTaba, a Takke Bapuaumit spkoctu. Heobxogumo byaet BbIOpaTh BEMMYMHY CrMaxuBaHWs U300paxeHun,
ncxoas 3 Tpebyemoin TOUHOCTY COBMELLLEHMS.

B kayecTBe anroputMa COMOCTABNEHUS 1S pa3pabaTbiBaeMol NpoLeaypbl MOAXOAUT anropyuTM, OCHOBaHHbIN
Ha CMHIYNSIDHOM pAa3fOXEHWA MaTpuLbl MOMapPHBIX PaCCTOSHUA MEXay KOHTPONbHbIMA TOYKAMU ABYX
n3obpaxeHuit. AnroputM He TpebyeT OAMHAKOBOrO KONMWMYECTBA SMIEMEHTOB COMOCTABMSIEMbIX MHOXECTB
KOHTPOMbHBIX  TOYeK. [INs  WCKIMIOYEHWs JOXKHBIX COOTBETCTBUA, KOTOPblE BO3HMKAIOT Ha  pearnbHbiX
N306paXeHnsx, anropUTM HeoBXoAMMO AOMONMHMTL MPOLIEAYPON MPOBEPKM HaiAEHHbIX COOTBETCTBUMA. [lo
MHOXECTBY HaliieHHbIX nap Touek ByAeT BblUMCIATLCS MaTpuLa npeobpasoBaHms,, BbIYMCISATLCS (YHKLMOHAN
OLMGKM COBMELLEHIS! M OLEHMBATLCS BKIAA KaXaoi napbl B (hyHKLMOHAN OLNOKI COBMELLIEHMS.

3agaya noucka ONTMUMAnbHOTO Npeobpa3oBaHNMs W30OPaXeHW pelaeTcs TPagULUMOHHBIMKA - MEeTOLaMU.
HaubGonee o6Lel Mogenbsto npeobpa3oBaHuil, ONMCHIBAIOLLEN UCKAKEHMS NPK CbeMKe (hOTOKaMEPOR, SBNSETCS
npoekTuBHoe npeobpasosanue [Hartley, 2004].

B cnepyowmx pasnenax Gonee NoapoGHO PacCMOTpPeHbI aTanbl paspaGaTbiBaeMoit POLeaypb!.

MpeaBaputenbHas o6paboTka

Mpu noucke TOYEK NoKarbHbIX MaKCUMYMOB SIPKOCTM KaK Ha PEHTTEHOBCKWX CHUMKaX, Tak U Ha dhoTorpachnsix
KapTuH, (haKTypa XOncTa BHOCUT MCKaxeHUsi. [ns ocnabneHus nepuoguyeckux COCTaBMSHOLMX MPUMEHSIETCS
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onepauusi urbTpauuM B 4acToTHOW obmactn v, =d'(d(v)-/ ), rae v WM Vv, - WuCXopHoe W

OT(UMLTPOBAHHOE M30BPAXEHNA PEHTTEHOBCKOrO CHUMKA, ® u @' 0603HAYaloT ornepauum Mnpsamoro U
obpatHoro npeobpasosanns Pypbe, /- nsobpaxeHne mackv unbTpa, (-) - onepauus NO3NEMEHTHOro
YMHOXEHS.

[Ons  ynpolwieHuss anropuTMOB, WCMOMb3yeMblX B MpOLEAYPe COBMELLEHUS, LBETHble U306paxeHus
npeobpasytoTcs K NOMyTOHOBbIM.

C UErblo CHIKEHUS BbIYMCIIMTENBHBIX 3aTpaT WUCMONb3yTC MMpaMUAanbHble NPEACTaBIEHNs! N30BpaKeHMiA.
OcHoBHble mocriegylowpe aTanbl  NPOUEAYpbl  BLIMOMHATCS  ANS  YPOBHS  raycCoBOM  MMpamupbl,
COOTBETCTBYHOLLETO YMEHbLUEHHBIM B 8 pa3 U306paxeHnsM, a Ha 3aKMiOUUTENBLHOM 3Tane npoucxoauT obpaTHoe
MacLUTabMpOBaHWE KOOPAMHAT KOHTPOMbHBIX TOYEK M BO3BPAT K MOTHOPa3MepHbIM N30BpaXeHUsM.

MMockonbKy KOHTPOMbHbIE TOYKM CBA3aHbI C 06MacTsaMu, roe B KPacOYHOM Croe MPMCYTCTBYIOT CBUHLOBbIE
Benuna, HenpospauyHble ANs PEHTTEHOBCKOrO W3MyuyeHus U obpasyiolime CBeTnble 0b6nacTu Ha kapTuHe B
BMOMMOM CrEKTpanbHOM [uana3oHe, TO LenecoobpasHo npeaBapwuTenbHO BbiAENUTb Takue obnactu Ha
COBMeLLaeMblx 130bpaxeHnsix. [Ans BbiaeneHnss obnactein uHTepeca MpUMEHSIETCS Onepauusi MoporoBom
OvHapu3auum ¢ aBTomaTuyeckum onpegenednem nopora [Otsu, 1979], [Kittler, 1986], [Niblack, 1986] u ap.
MMonyyeHHble GUHApHbIE Macku NO3BONSOT UCKMHOYMTL MOKANbHblE 3KCTPEMYMbl, He CBA3aHHble C obnactamu
nHTepeca. buHapHble macku ans usobpaxenuit Puc. 1, nonyyerHble metogom [Niblack, 1986] n obpaboTaHHble ¢
MOMOLLBI0 onepauuii MOpONOrMiEeCKoro pasmblkaHns, 3aMblkaHWs W yaaneHns nepudepuiiHbix o6bEKTOB,
nokasaHbl Ha Puc. 3.

Puc. 3. (a), (6) - BriHapHble Macku n3obpaxeHuis, nokasaHHbIX Ha Puc. 1

MoucK KOHTPONbHBIX TOYEK M BbIYUCNIEHME MaTPULIbI Npeodpa3oBaHuiA

B kayecTBe kaHaMoaToB B KOHTPOJTbHbIE TOYKHU, Heobxogumble Ans COoBMeELLEeHUA M306pa)KeHVIl7I npeanaraetca
ncnonb3oBaTtb JlOKalbHblE€ MAKCUMyMbl APKOCTW Ha PEHTreHorpaMmme 1 nonyToHOBOM M306pa)KeHVIM B BUOMMON
4acCTu cnekTpa, COOTBETCTBYIOLLME CBETbIM CBA3HLIM KOMMNOHEHTAM, NPUCYTCTBYIOLLMM Ha obownx V|3o6pa>Kevax

LAns vcKnioYeHnst BRMSIHUSL OCTaBLUErocst nocie urbTpauuu Wyma, nopoxaaemoro akTypoil XomcTa,
N300paKeHus CrNaxu1BaOTCs CBEPTKON N300PaKEHMSI C rayCCOBbLIM SAPOM

G(x,y,0)=—

_ e—(x2+y2 y/26?
270

roe X,y - NPOCTPaHCTBEHHblE KOOPAUHATLI, O - NapaMeTp.

MapameTp o rayccoBa sapa BbiGMpaeTcs Takum 06pa3oM, YToBbl C OAHON CBA3HOI CBETNON 06NacTbio Bbino
CBA3aHO HeBOMbLUOE KONMMYECTBO FOKaNbHbIX MaKCMMYMOB. HaxoxaeHue mnoKanbHbIX — MakCUMMYMOB
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OCYLLEeCTBNSETCS anroputMoM, npeanoxeHHsiM B [Kuijper, 2002]. HaigeHHble TOUKM MakCMMyMOB NMOKa3aHbl Ha
Puc. 4(a, 6).

Mpu pasmbiBaHM OOBEKTOB M30OPAXEHUIA SKCTPEMArbHbIE TOYKM AperdiyioT. TpaeKTopuM MakCUMyMOB SIPKOCTM
ANs NONYTOHOBOrO 30BpaxeHns Ha Puc. 1(a) n pextreHorpammsl Puc. 1(6) nokasaHel Ha Puc. 4 (8, r). MoaTomy
ANs YMEHbLUEHUS OLUMOKM COBMELLEHNS!, 0DYCMOBMNEHHOM CMELLEHNEM 3KCTPEMAanbHbIX TOYEK, HYXHO BblbpaTth
ONTUManbHbIE 3HAYeHWs napameTpa o . 3HauyeHus o BblOMpaKOTCs, Ucxoas M3 obecneyeHns Haumydllen
TOYHOCTW COBMELLEHUS KOHTPOMBHBIX TOYEK:

I(0')=id,]2.(0')—> min,

djz :(Xj _X7)2 +(yj _y;-’)z;
unm
max(|d/|)—>min, 1<j<p,

L - . H H
F,El,er, yj - KoopauHatbl j—OW KOHTPOJIbHOM TOYKM B NEPBOM M306pa)|(eHMI/I, X]- s y]- - KoopAauHaTbl

Npeobpa3oBaHHO! KOHTPOMbBHOWM TOUKM M3 BTOPOro U30BpaxeHust K KoopauHaTam nepsoro; d; - eBKNUA0BO

paccTosHUe MeXay TOYKaMu j—Oi Mapbl COOTBETCTBYIOLMX KOHTPOSBHBIX TOYEK; P — YMCTIO Map KOHTPOMbHbIX
TOYEK Ha COBMELLAEMbIX U30GPaXEHUSX.

(a) (6)
Puc. 4. (a), (6) — nokanbHble MakCcUMyMbl SPKOCTH, M3 KOTOPbIX OTOMPAKTCS KOHTPOIbHbIE TOUKY; (B), (1) —
TPaAEKTOpUIN MAKCUMYMOB SIPKOCTW NMpU U3MEHEHMM NapameTpa rayccosa sapa o B uHTepsane 2 - 10

[ns conocTaBneHns HaMAEHHbIX XapakTepHbIX TOYEK COBMELLAEMbIX M300paKeHuin npumeHseTcs metog [Scott,
1991]. Kak ynomuHarnocb paHee, METOZ OCHOBaH Ha CUHIYNSPHOM Pa3noXeHun B3BELIEHHON MaTPULbI NOMapHbIX
B3BELLIEHHbIX PACCTOSHUIA MEXAY KOHTPOMbHBIMM TOUKaMI ABYX U300paXeHuit:

W (k,l)=exp(-d*(x,,x,)/2r?),

roe d (X,,X,) - paccTosiHWe Mexay TOUKOW k n3obpaxeHus u W Toukoi | nsobpaxeHus v ; r - napametp,

XapaKTepu3yloWwuin AONYCTUMOE PacCTOsiHWE Mexay Toukamu. B gaHHoi paboTe npumeHsieTcs cnepyrowiast
BecoBas (OyHKLMS, MO3BONSIOLLAs NONyYMTb NyyLlme pesynbTatel conoctasneHus [Delponte, 2006]:

W(k,1) = exp(-|d(x,, x,)/|r]).
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3HaueH1e napameTpa BbIGPaHO Npu HacTpoiike NpoLeaypb! r =25.

PesynbtaToMm fBRSETCS MaTpuLa COOTBETCTBUS, B KOTOPOA MakCUMarbHbIA arieMeHT B CTpoke i W cTonbue |
yKa3blBaET Ha COOTBETCTBME SNEMEHTA i OJHOTO N300paxeHUs anemeHTy j apyroro. Metoa [OCTaTOMHO NPOCTON
B peanuaauuu, Ho Npu paboTe Ha peanbHbIX M306paxeHnsaX NosBAATCS OWUBKK. Mpu pelleHnn NpakTUYecKux
3afay 4Nns YMEHbLUEHUS KONMYecTBa OLIMBOK Npu CONoCcTaBneHn HabopoB KOHTPONbHbIX TOYEK COBMELLAEMbIX
n300paxeHuii 0BbIYHO WCMOMb3YKTCH pasnuyHble MOKamnbHble MPU3HAKW, BbIYMCISEMblE B OKPECTHOCTM
KOHTPOMbHbIX  ToYek. Pasnuums  paccmaTpuBaeMblX  M306paxeHWd He MO3BOMSKOT  BOCMONb30BAThbCA
[OMOMHUTENbHBIMA  NOKaNbHbIMU Mpu3Hakamu. C Lenbi MCKIKYEeHUst OWMBOYHO BbIGPaHHBIX Map TOueK
nNpeanoXeHa cregytllas UTepalmoHHas npoueaypa, kotopas no3BONsSeT WUCKMKYUTL NOXHbIE COOTBETCTBUS.
Co0TBeTCTBME CYMTAETCS NOXKHBIM, €CAM OLIMOKA COBMELLIEHNS 3TOI Napbl TOYEK BHOCUT MaKCUManbHbIl BKIag
B KBagpaTu4HbIA (hyHKUMOHAN kayecTsa. [ycTb KauecTBO COBMELLEHMS KOHTPOIbHbIX TOYEK M300paxeHui Ha
nTepauuy i BbipaxaeTcs yHKLMOHANIOM

L=3d2,
=0

2 H \2 H\2
dij:(xg‘_xg‘) +(y/j_yij)!
roe j - HOMep uTepaunn, j — HOMEp TOYKWM, p — HavallbHOE KOJIIMYEeCTBO KOHTPOJbHbIX TOYEK, X;-’, y}‘-’ -

KOOpAMHATbI KOHTPOMbHOM TOUKM, NPeobpa3oBaHHOM C MOMOLLLIO HaOEHHO! Ha uTepauun i matpuusl H. Mapa
TOYeK C HOMEepOM k 0TOpackiBaeTCs, €M BbIMOMHAETCS YCIOoBMe

Al =max(l; - 1.,,),
roe
p—i
l,=).d, j=k,
j=0
Al - BKnag napbl TO4EK C HOMEPOM K B (hyHKLOHan /.

Mpouecc 3akaH4MBAETCS MpU mjax(‘dg. ‘)<d roe d_, - ponyctumas abcomoTHas olwmbka COBMELLEHMs

max ’

wwm I < onpeaenseTcs AonyCTMMOi CpeaHeKBaapaTUIHON OLLMOKON.

max ’ Imax

TOYHOCTb COBMELLIEHNS OLIEHNBAETCS MO CPeHEKBAAPATUHHON OLUMOKE B KOHTPOMbHBIX TOUKAX, MaKCUManbHbIM
abCoMnTHbIM  3HAaYeHMeM OLWMOKM B  KOHTPOMbHbIX TOYKaX W BW3yanbHO. [pacuku  3aBUCUMOCTEN
cpefHeKBagpaTMYHON M abCconoTHON oWwMBOoK (B MWKCenax) OT mapameTpa rayccoBa sgpa o W KonuyecTsa
NCMONb3yeMbIX KOHTPOMbHbLIX TOYEK MpeacTaBrneHbl Ha Puc. 5. MuHuManbHble owmbkM nonyyeHbl npu 0=4,
O[IHaKO BM3yanbHbI KOHTPOMb NOKa3as, YTo HaunyyLMin pe3ynbTaT COOTBETCTBYET 0=6 1 n=6. [laHHbIi 3¢hhekT
00BbACHAETCH BNWSHWEM SPKUX MENKuX feTaneil Ha NOMOXEeHWe mNOKanbHbIX MaKCUMyMOB SIPKOCTW npu
OTHOCUTENBHO HEGOMBLLOM CrnaXuBaHUM M306paXeHUN.

Kak Obino oTmeueHo B npeablaylimx pasgenax, noaxoasiuei Mogenbsto npeobpasoBaHuii B peluaemolt 3agave
SIBNSIETCA NPOEKTUBHOE Npeobpa3oBanue. 3agada HaxoxaeHUs npeobpasoBaHns n300paxeHuii popMynmpyeTcs
cneayowmum obpasom. lNpegnonaraeTcs, YTo MMeOTCA Mogenb u(Xx,y) u usobpaxerne v(x',y"') (B gaHHOM
cryyae 9T0 M300paxeHUsi, MOMyyeHHble B BMOMMOM W DEHTTEHOBCKOM AumanasoHax). Tpebyetcs Haitw
npeobpasoBaHue H , nepesogsLLee ToukM n3obpaxeHns v(x',y") B Touku mogenm U(X,y):

X =HX", (1)
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rae X =(x,y,1)" u X'= (x",y",1)" - ojHOPOAHbIE KOOPANHATLI MOfIENK U U306paxeHns, H - oaHOpPoaHas
3x3 matpuua. lMpu atom TpebyeTcs MUHMMW3MPOBATb CPEAHEKBAApPaTWYHY OWWBKY coBMelieHus. [ns
BbluMCNEHUs MaTpuLbl npeobpasoBannsa (1) H HeobXxoaumo pewwnTb cuctemy 2n NMHEMHbIX anrebpanyecknx
YPaBHEHWIA, FA€ N —4MCMO Map COOTBETCTBUIA KOHTPOMbHbIX ToYeK. TpebyeTcs MMeTb Kak MUHUMYM YeTbIPe napbl
cootseTcTBUiA [Hartley, 2004]. Mpn n>4 cuctema peluaeTcs METOAOM HaMMEHbLUMX KBaApaTOB, pean13oBaHHbIM
anroputmom JleBeHbepra-Mapkeapata [Madsen, 2004]. 3toT meton obrnagaeT XOpOLIEN CXOAMMOCTBLIO W
UMPOKO MpUMeHsieTc B NOAOOHbIX 3agayax. [lonyyeHHoe npeobpasoBaHWe obecneynBaeT TOYHOCTb
COBMELLieHs B Mpefenax 0O4HOro nNuKCena, YTo COOTBETCTBYET aHaoryHbIM U3BECTHBIM NpoLeaypaMm.

2 n 3
1,5 :| ——5 2 :I —e—5
e 14 —=—6 E -6
O e . ' ij?‘\céi 7
> 8 or— 8
4 5 55 6 65 4 5 55 6 65
o o

(a) (6)
Puc. 5. 3aBucumocTu (a) cpegHekBagpaTuyHoi € 1 (6) abcontoTHOM E ownbok COBMELLIEHNS! KOHTPOIbHBIX TOYEK
OT MapameTpa rayccoBa fipa o U KOMMYeCTBa UCMOMb3yeMbIX MPW COBMELLEHUM KOHTPOMBHBIX TOYEK N

Ha sakniounTensHoM aTane npoleaypbl NPOM3BOAMTCS MaclUTabupoBaHWe KOOPAMHAT KOHTPONbHBLIX TOYEK M
npeobpa3oBaHie NOMHOPa3MepPHbIX N306PaKEHNI.

PesynbTat coBmelleHuns LmdpoBon oTorpadmm nopTpeTa W ero peHtreHorpamMmbl (M. Puc. 1) ans 6
KOHTPOSIbHbIX TOYEK, NONYYEHHbIX Npu 0=6, Noka3aH Ha Puc. 6.

Puc. 6. CoBmeLLeHHble n306paxeHus, nokasaHHble Ha Puc.1

3aknioyeHue

PaspaboTaHa npolieaypa aBTOMaTM3MPOBAHHOMO COBMELLEHNS poTorpacmii M PEHTTEHOrpamMM MPOU3BEAEHNN
XvBonucu. B kavyecTse KOHTPOIbHBIX TOYEK WUCNONb3YKTCA NOKaNbHbIE 3KCTPEMYMbI APKOCTH, Ha|7|,qe|-||-|b|e Ha
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pasMbITbIX rayccoBbiM SiAPOM M30bpaxeHusix. BoibpaH napameTp rayccosa sapa. [onyyeHHble KOHTPOMbHbIE
TOYKM CBSI3aHbl C AETANsMKU KPaCOYHOTO CMOsi, BUAWMBIMM Ha 0OOMX COBMELLaeMbiX M30DpaxeHusx. [Ons
COMOCTaBNEHNS HaMAEHHbIX XapakTepHbIX ToYek 13obpaxeHui ncnonb3ayetcs anroputm [Scott, 1991] Ha ocHose
CUHTYNSIPHOTO Pa3noXeHUs MaTpULbl B3BELLEHHbIX NOMAPHbIX PACCTOSHUIA MEXZY KOHTPOIbHBIMU TOYKaMU [BYX
n306paxeHuit, LOMNOMHEHHBIA UTEPALMOHHON NpoLedypoi BbISBAEHUS NOXHBIX COOTBETCTBUW. Moamdukaums
anropuTMa no3sonuna nonyyuTb NPUEMIIEMYI0 TOYHOCTb COMOCTABMEHWS Ha peanbHbiX U3obpaxeHnsx 6e3
NCMIONb30BaHNS  [OMOMHUTENbHBIX NPU3HAKoB. [N COBMELEHMst WCMONb30BaHa MOAEMNb  MPOEKTUBHBIX
npeobpa3oBaHWi, COOTBETCTBYKOLIASA MPOLECCY MOMyveHnst wn3obpaxeHuin. PaspabotaHHas npoueaypa
noasonseT obecneynTb TOYHOCTb COBMELLEHUS M30DpaeHUit B npegenax OOHOTO MUKCENa B KOHTPOMbHbIX
Toukax. pouenypa peanvsoBaHa B BMAE NPOrPAMMHOTO MOAYNSA W UCMOMb3YETCA NPU PeLLEHM NPaKTUYECKMX
3agau.

B panbHerwem npegnonaraeTcs MCCnegoBaTb BO3MOXHOCTb WMCMOMb30BaHUS B MpoLeaype ApYrux MeToAoB

nokanu3auun MHBapUaHTHbIX KOHTPOMBbHbIX TOYEK U MPUMEHUTb KOMGMHVIpOBaHHbIe MeTo[bl CONOCTaBNeHNAa ansa
NOBbILLUEHNA TOYHOCTN.
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PACMO3HABAHWE OBEKTOB C HEMOJIHOW UHOOPMALIMEN N UCKAXKEHHbIX
MPEOEPA30BAHUAMMU U3 3A0AHHOW rPYNMbI B PAMKAX IO UKO-
MPEOMETHOW PACNO3HAIOLLEN CUCTEMbI

TaTbaHa KocoBckas

Abstract: B pamkax nozuko-akcuomamu4eckol pacno3Harwel paccMompeHb! 3adaya  pacno3HasaHust
06bekmog ¢ HenonHol UHgopmayuel, 8 yYacmHOCMU, YacmUYHO 3AaC/IOHEHHbIX 06bekmoe, U 3adada
pacnosHasaHusi 06bekmos, nodgepeHymbIX UCKaXeHusM u3 3adaHHOU epynnbi npeobpa3osaHuli npu ycroguu,
ymo Knaccbl 06LEKMO8 3aMKHymMbI OMHOCUMEbHO 3moll epynnbl. [pueedeHb! aneopummbl PEUEHUST 3MUX
3aday. [JokasaHb! OUEHKU Yucna wazoe 3mux aneopummos npu pasiudHbIX cnocobax peLeHusi cmaH0apmHou
3adayqu pacnosHasaHus.

Keywords: pacnosHagaHue 0b6pa30s, HenosHas UHopMayus, UH8apuaHmHoCcMb K 2pynne npeobpasogaHul,
CIIOXHOCMb ameopummos.

ACM Classification Keywords: 1.2.4 Knowledge Representation Formalisms and Methods — Predicate logic,
1.5.1 PATTERN RECOGNITION Models - Deterministic, F.2.2 Nonnumerical Algorithms and Problems -
Complexity of proof procedures.

BBepgeHue

Moz noruko-npeaMETHON pacnosHaroLLen CUCTEMON NoHuMaeTcs cnegytowas [1]. MycTb uMeeTcs MHOXeCTBO O
KOHEUHbIX MHOXECTB @ = { @y, ... , @y, KOTOpPble B AanbHeiwem OyayT HasbiBaTbCA Pacno3HaBaeMbIMu
obbekramu. YacTblo 7 00bekTa @ HasbiBaeTcs Nboe ero NoAMHOXECTBO. [ycTb Takke Ha YacTax 7 3ajaH
Habop npeauKaToB p,...,On, XaPAKTEPU3YIOLLMX CBOWCTBA W OTHOLIEHUS MEXOY dreMeHTaMu pacno3HaBaemoro
obbekta w. MycTb 3a4aHo pasbueHne MHOXeCTBa (2 Ha K KnaccoB 2= U1K €.

Jloeuyeckum onucaHuem S(w) pacno3HasaemMo20 ob6bekma @ Ha3blBAaeTCs Habop BCEX WMCTMHHbIX
NOCTOSIHHbIX (POPMYN BUAA pi(7) WM —pi(z), BbINUCAHHBIX AN BCEX BO3MOXHbIX YacTen 7 obbekta .
OnucaHuem Knacca Ha3blBAaeTCS MHOXECTBO YCIOBUA, 3aAalolumx HeobXoauMble W AOCTATOYHbIE YCOoBUS
MPUHaANEXHOCTI ATOMY Kraccy.

3pech 1 fanee yepe3 x Gyaem 0603HauaTh CMIMCOK 3NIEMEHTOB KOHEYHOr0 MHOXECTBA X, COOTBETCTBYHLLMIA
HEKOTOPOW MepecTaHOBKE HOMEPOB €ro 9neMeHTOB. TO, YTO 3NeMEHTaMu Chucka X  SBMAKOTCS SNEMEHTh
MHOXecTBa ¥, Byaem 3anucbiBaThb B BUAE X <.

Ons Toro, ytobbl 3anuUcaTh, YTO 3HAYEHMS [N NEPEMEHHBIX CTMCKA X , YAOBReTBopsitowme dopmyne A(x),
pa3nuyHbl, ByaeT ucnonb3oBaThcs 0603HaYeHe 7 X, A(X).

Jlo2uyeckum onucaHuem knacca (X HasbiBaeTcs Takas qopmyna A(X), 4to Ax(X) COOEpPXUT B KayecTse
aToMapHbIX TOMbKO opmynbl BuAa pify) (npu ¥y < X; AxX)), He COLEPXUT KBAHTOPOB W €CMM UCTUHHA
topmyna Ax(@), To @ € .

OTMeTIM, YTO NOTMYECKOE ONMCaHWe Knacca BCeraa MOXeT ObiTb 3anuCaHo B BUAE AU3BIOHKLNW dreMeHTapHbIX

KOHBIOHKLMI aTOMapHbIX ¢hopMyr. C NOMOLLBbO MOCTPOEHHBIX ONMCaHUI NpeanaraeTcs pellatb crnegytollme
3afjaun pacnosHasaHus 0bpa3os.

3adaya udenmucpukayuu. MpoBepUTb, NPUHAANEXUT NN @ WU r0 YacTb Knaccy €2 .
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3adava knaccucgbukayuu. HainTn Bce Takme HoMepa KIaccoB K, 4To @ € (.

3adayva aHanu3a cnoxHo20 o6bekma. Haittu u knaccuduumpoBaTh BCe YacTh 7 00bekta @, Ans KOTOPbIX 7
e 0.

PelleHne 3afay WAOEHTU(MKALMM, KnaccudvkauuW M aHanusa CcriokHoro obbekta B [1] cBedeHO K
[0Ka3aTenbCTBY COOTBETCTBEHHO (hOpMYI

S(w) = Fx.Adx), (1
S(w) = Vi Ada), (2)
S(w) = V. Tx. Ax). 3)

Pacno3HaBaHue 06beKTa B yCNOBUAX HEMONHOW MHGOpMaLUK

Mpn pacnosHaBaHWUM 0BbeKTa B YCMOBUAX HEMOMHOM MH(OPMALMW 3aaHO He MOSHOe onncaHue obbekta S(w),
cofepxaliee BCe WCTMHHble HA @ aTtoMapHble OpMyMbl MMM WX OTPULAHMS, @ NULb HEKOTOPOEe ero
noAMHOXeCTBO S-(m)c S(w).

Tak kak onucaHme knacca SBnaeTCs AU3bIOHKLMEN SNEeMEHTapHbIX KOHBIOHKLWIA, TO BBeAEM 0603HaueHne Ay(x)
= V% Ad(yé) , roe ans kaxgoro j (1 < j < Jk)  yd 9BNSeTcs NoACTPOKOW Crmcka nepemeHHbIX X. [pu
pelleHnn 3adad WAEHTUUMKaLMKM, KnaccudukaLum M aHannusa CnoxHoro obbekta C HEMomHbIM OnUCaHWEM
o0bekTa BMECTO NPOBEPKM cnpaBeanvMBocTh cneacteuii (1), (2) v (3) COOTBETCTBEHHO MMEETCS BO3MOXHOCTb
MPOBEPKM NN TOr0, 4T0 S-(w) = FX.AX), S(w) = V.~ Ad@), S(0) = V., TFx.A(x). 310
PaBHOCUITBHO TOMY, YTO XOTb NpU OAHOM 3HaYeHun | (1 < j <Ji) (1 XOTb Npu OQHOM 3HaveHun ana k(1 < k
<K) ans 3afayv knaccudukaLyi 1 aHanusa CnoxHoro obbekTa) cnpaseanBo S-(w) = Fyd - A/(yi), S(w)
= A, S(e)= Ty Ay

Myctb A(X) — anemeHTapHas KOHBLIOHKLWS aToMapHbix chopmyn, A-(x-) — HekoTopas ee noadopmyna (x- —
MOACMMCOK CMUCKA MEPEMEHHbIX X), a W & — KONW4YecTBO atomapHbix opmyn B A(x) u 8 A(x)
COOTBETCTBEHHO, M 1 M~ — KONUYECTBO NPEAMETHbIX NepeMeHHbIX B A(X) U B A-(X-) COOTBETCTBEHHO.

Yucna g W r BblMMCAAKOTCA NO OpMynam g = a /a, r= m-/m W XapaKkTepusylT CTeneHb COBnafeHus
topmyn A(x) n A-(x-).Mpu atom 0<q <1, 0<r <1. Kpome Toro, q = r=1 TOrga u TONbKO TOraa, Koraa A-(x-)
coBnagaet ¢ A(x).

Mpw Takmx 06o3HaueHusx dopmyny A-(x-) Byaem HasoiBaTh (q,r)-hparmeHTom dpopmynbl A(x).

3ameyvaHue. BoamoxeH Criedylolwmin BapuaHT onpedenexus uucen q W r. Kaxgomy npegukaty W Kaxgon
npeaMeTHON nepeMeHHoN dopmynbl A(x) MOXHO npunmucatb "Bec”, onpefensiembii nubo akcneptamu, Nnbo n3
BEPOATHOCTHbIX coobpaxeHuin. Torga q=w /MW, r= v /¥ ,rge w mu w — cymma "BecoB" npeaukaTHbIX
dopmyn B A(x) u A(x), v n» v — cymma "BEcOB" NpPeAMETHbIX NepemMeHHbiX B A(x) u A-(x’)
COOTBETCTBEHHO.

Ecnv cnegcTene S-(w) = Fx.A(x) He uMeeT MecTa, HO NS HekoToporo (q,r)-pparmeHta A-(x-) (npu q #
1) umeeT mecTo cneactene S(w) = Fx.A(x), 10 Bynem roBoputh, uto S(w) = Fx.A(x) saBnsetcs
4acTU4HO (q,r)-BbIBOANMON.

®opmyna {DA}(X) HasbiBaeTCA HeraTMBHbIM AONONHeHneM ¢opmynbl A(x) 4o ee parmeHTa A-(x
), €cru OoHa SBNSETCS SNEMEHTApPHOW AWU3LIOHKUMEN, COCTOALEN M3 OTPULAHUIA KOHBIOHKTMBHBLIX YIEHOB
dopmynbl A(x), He Boweawmx B pparment A (X"), TO ecTb A™(X") & —{DA}(X) < A(X). Hnxe Gyoet
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ncnonb3oBaTbcs 06o3HaveHne {DA}(X)|(X",7) Ans pesynbTata 3aMeHbl NepeMeHHbIX Crmcka
X~ Ha CMUCOK KOHCTaHT 7.

Ecnm SFw) = F x.A(X) 4acTu4HO (q,r)-BbIBOAMMA WM HW ANS Kakux HAbOPOB pasnMuHbIX KOHCTAHT T, ANs
KOTOPbIX M3 UCTUHHOCTU S(w) CnegyeT UCTUHHOCTb A-(7), HeT cneacteus S-(w) = T x. {DA}(X)|(x",z) , To
S(w) = Fx.A(x) HasbiBaeTcs (Q,r)-BBLIBOXHMOI.

Ecnn chopmyna (q,r)-BbiBogMMa Npy HEKOTOPLIX G U r, TO ByAeM roBOpUTb, YTO Y HEE MMEETC HEMOMHbIN
BbIBOA.

Mo cytn pena, noHsTMe (q,r)-BbiBOAMMOCTM Ans S-(w) = 7 Xx.A(x) O03Ha4aeT, yTo UMeeTcs Habop
PasnNYHbIX KOHCTAHT 7= (@it,...,0ia-), KONIMYECTBO KOTOPbIX COCTABMSET LOMO r OT 0OOLWEro Konmyectsa
nepemeHHbIx hopmyrbl A(x), Anst KOTOPOro UCTUHHA opmyna A-(z), KONMYECTBO aToMapHbIX DOPMYN KOTOPOIA
COCTaBMsEeT AOM0 1 OT 06LLEro KonMYecTBa atoMapHbIX opmyn dopmynbl A(X), a Takke HeT MHopmaLmm o
TOM, YTO hopmyna A(X) He BbINOMHUMA Ha @.

Anroput™M NpoBepkn (q,r)-BbiBOgMMOCTM AN S-(w)=7 x.A(x) nogpobHo onwcaH B [3] M cocTouT B
nocnegoBaTensHOM BblaeneHun noadopmyn A-(x-) 3neMeHTapHOM KOHBLIOHKUMM A(X) M HaXOXOEHUM TaKux
CMWCKOB 3HAYEHW T [N1S ChKUCKa NepeMeHHblX X- , 4To S(w) = A~(r ), HO HeeepHO S-(w) = 7
X {DA}x)|(x-,z). Tlpn 3TOM HaxoXOeHWe CMWUCKOB 3HAYeHWAd 7 UM NpoBepka crefcmeus S (w) = X.
{DA}(X)|(X",7) MOXET OCYLIECTBMATLCA KaK MOMHbIM nepebopoM BCeX pasrvyHbIX 3HaveHuin Habopos ¢ a
Pa3nUYHBIMU 3HAYEHUAMM U3 @, Tak U NOCTPOEHWEM BbIBOAA B MCUUCTEHUN NPESNKATOB.

MycTb f — YMCMO 3NMEMEHTOB B MHOXECTBE @, M — YUCMO aprymeHToB B A(X), a — MakcuMarbHOe 4ncno
aToMapHbIx hOpMyn (BXOXAEHWA NPKU3HAKOB) B A(X), |A| - YCIIO BXOXOEHMIA NPeaMETHbIX NepeMeHHbIX B A(X),
|S| - uncno BxoxaeHU NpeaMETHbIX KOHCTaHT B S~(w).

Teopema 1. Yucro waeos peweHuss 3adayu udeHmugpukayuu 0bbeKkma C HENoMHbIM onucaHueMm npu
Ucnosnb308aHUU NepebopHOE0 aneopumma nposepku HenonHol ebigodumocmu cocmaensem O(tm 22 | S| |A|).

Mpu amom 0ns ebideneHHbIX yacmel pacno3Hasaemoeo obbekma @, Oy0ym 6blHUC/EHb! 3HaYeHUs
napamempog q U r, onpedensioujue cmeneHb Y8EPEHHOCMU G Mo20, Ymo 3ma Yyacmb obbekma cocmasnsem
r-ywo 0omo obbekma 3adaHHo20 Knacca.

MMycTb S — MaKCUManbHOE YMCNO aToMapHbiX OpMyN B S(@) C OQHUM U TeM Xe NpeaukaTtoMm, a — Yucro
aTtomapHbIx popmyn B A(X), Jk — YMCNO AM3BIOHKTUBHBIX YNIEHOB B ONCaHWK Kracca.

Teopema 2. Yucro waeos peweHus 3adayu udeHmugpukayuu obbekma C HEnosHbIM onucaHueM npu
UCNOoMb308aHUU NOCMPOEHUS 8b1800a 8 ucyuc/ieHuU npedukamos Ofi NPOBEPKU HenosnHoU 8b180OUMOCMU
cocmassnsiem O(Jy S).

Mpu amom 0ns ebiOeneHHbIX 4Yacmell pacnosHagaeMo20 obbekma @, OyOym 8bIMUCIEHbI 3HAYEHUS
napamempog q U I, onpedensoujue CmeneHb Y8ePEeHHOCMU ¢ Mo20, Ymo 3ma Yacmb 0bbekma cocmagnsem
r-yro 0on 0bbekma 3adaHHO20 Kracca.

[okasatenbcTBa TeOpeM OCHOBaHbl Ha OLEHKaX yYucna waroB paboTbl anropuTMOB pacrnosHaBaHMs 06bEKTOB
NOMMKO-aKCMOMAaTUYECKOW pacno3HaroLLEen cucTemon [2].

Mpumep pacno3HaBaHMs YaCTUYHO 3aCNIOHEHHOrO 06BLEKTa

MMycTb MMeeTCs MHOXECTBO KOHTYPHbIX M30BpaXeHUi, COCTABMEHHbIX M3 OTPE3KOB MPAMbIX, 3aAaBaeMbliX
CBOMMM KOHLamMW. 3apaHbl ABa npeaukata V u L, onpegensemble cnefyowmm obpasom: V(x,y,z) < “Z yxz <

i

7, Lxyz) < “xvexgy y n Z'.
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3afaHbl ABa Kracca KOHTYPHbIX M300paeHuiA, STanoHbl KOTOPbIX MMEKT BUL, NPEACTABMNEHHbIN Ha puc. 1.

TokapHbIit CTaHOK CBepnunbHbIi CTaHOK

—
=

Puc. 1. 31anoHHble n3obpaxeHns 06bEKTOB

Onucaxus KIaccoB, COCTaBIIEHHbIE NO 3TUM 3TaNOHaM, WUMEKT cnedylolwne napameTpbl: m = 10, mp = 22, ms
=15; ar =22, 8, = 52, a3 = 35: |A| = 228, |Ag| = 537, |A| = 357.

[ns pacnosHaBaHus npefcTaBrneHa CLeHa, M30DpaxeHHas Ha puc. 2, u nocTasneH Bomnpoc: "MimeeTtcs nu Ha
CLiEHE CBEPMUIIbHbINA CTAHOK?".

o (s

. -
o R
a4 ﬂ,e.ﬂ e h
3l " : :
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Puc. 2. CueHa ¢ 4aCTMYHO 3aCMOHEHHbIM 0O BEKTOM.

PacnosHaBaembliii 06bekT nmeeT 32 anemenTa (t=32). OnucaHue CueHbl copepxut 79 aTomapHbIx dopmyn,
Kaxkgas U3 KOTOpbIX UMeeT no 3 aprymeHTa (s=76, |S|=79-3=237)

[Mpwv nonbITke fokas3aTh BbIBOAUMOCTb S(w) = T X.. A3(X) NONY4MM YaCTUYHYIO BbIBOAUMOCTb 3TON CEKBEHLIMN,
a UIMEHHO BbIBOAUMOCTb S-(w) = 7 X . As™(x") , NpuyeM B Ka4eCTBE 3HAYEHWN AN X~ BbICTYNAOT KOHCTaHTbI
(ai,..., ars, A), 0O (ay,..., a4, B). Mpn 3TOM B 060MX Criyuasx q = 24/26, r=1.
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HeratueHoe pononHeHue dopmynbl As™=(x-) 80 As’(x) Ha STUX 3HAYEHWUSIX MMEET OfWH U3 CreayoLLMX BIUOOB
—V(a1, a4, A) v =V(A, as, ar) i —\V(aw,a9,B) v —V(B, a1, as). B 0boux cnyyasx HeraTuBHOE JOMOSHEHWE He
BbIBOAMMO M3 S(w). CnegoBatenbHo, CO CTeneHblo yBepeHHOCTM 12/13 MOXHO yTBEpKAATh, YTO YacTb CLEHbI
(as,..., ars, A), 0O (ay,..., @14, B) npepnctaBnseT u3 cebs YacTb CBEPNULHOMO CTaHKa.

WNHBapnaHTHOCTL CUCTEMbI K 3aAaHHOI rpynne npeo6Gpa3oBaHuiA

MycTb Ha MHOXECTBe {2 3afaHa COBOKYMHOCTb Npeobpa3oBaHuit G, 0ToOpaxatoLmx 3T0 MHOXECTBO Ha cebsi.
OGosHaumm nocpefcTeoM G(@) MHOXecTBO TepMoB Biaa g(w), rae g € G, o € Q.

Torvko-npeamMeTHas pacnosHaroLlas cMCTEMa HasblBaeTCs MHBAPUAHTHOW OTHOCUTENIbHO COBOKYyNMHOCTU G,
€CMM OHa OAMHAKOBO MAEHTMMUMpYeT Nobble aBa 00bekTa, OTAMYaKLMECs TOMNbKO NpeobpasoBaHMsMU U3
COBOKYNHOCTK G.

Knacc 06bekToB (2 Ha3biBaeTCSH 3aMKHYTbIM OTHOCUTENBHO COBOKYMHOCTM nMpeobpa3soBaHuit G, ecnn niobble
ABa o6bekTa, OTNMyaloWMecs Tonbko npeobpasoBaHMAMM U3 COBOKYMHOCTM G, OOHOBPEMEHHO MpUHaanexar
(Mnn He NpuHagnexar) aToMy Knaccy.

Hanbonee npocTbiM Cry4yaem MOCTPOEHWUS! MHBAPUAHTHOM FOTMKO-aKCMOMATUYECKO pacno3HatoLen CucTeMbl
ABNSETCA CUCTEMa, MOCTPOEHHAs HAa OCHOBaHMM WMHBApWaHTHOrO Habopa MCxogHbIX npuaHakoB. OpHako,
3a4acTyo NPU3HaKK, afeKBaTHO ONMChIBAOLLE KracCsl 0BbEKTOB, He 0BnagatoT 3T M CBOMCTBOM.

[anee bymem paccmaTpuBaTb COBOKYMHOCTb MpeobpasoBaHWi, SBMAOLLYIOCS TPYNMNOiA C KOHEYHbIM YMCIIOM
obpasytowmx. Mpu aToM MHOXeCTBO obpasylowumx rpynnbl Gyaem obosHayatb nocpeactsom G = {gy,...,g7}, a
camy rpynny G* Ob6pasytowume rpynnbl G* 6yaem HasbiBaTb SieMeHTapHbIMK NPeobpas3oBaHNsaMM.
MycTb ANS KAXJO0ro 3neMeHTapHoro npeobpasoBanus gj (j = 7, ..., T) MOXHO yka3aTb, kak U3MEHSIIOTCS 3HaYeHus
OTZENbHbLIX MPU3HAKOB WM UX COBOKYMHOCTEN MpW BO3AEACTBUM MpeobpasoBaHns g Ha pacno3HaBaembii
00beKT. [1N9 Kaxgoro gj Takux U3MEHEHWN MOXET ObITb HECKONbKO (0603HaUMM KONMYECTBO TaKUX U3MEHEHMIA
nocpescTaoMm [). AT N3MEHeHUs oNpeaensoTCcs SKBUBANEHTHOCTAMN BUAA

Bi(x) < C/(gi(x)), (4)
roe Bi(x) n Cj(gj(x)) — anemeHTapHble KOHBIOHKLMW aToMapHbIX dopmyn, I=1,...,J. PaBHocunbHoCTY Buaa (4)
Oyaem HasbiBaTb onucaHusamu npeobpasoBaHns g. MHOXeCTBO onucaHui Ans Bcex npeobpasoBaHuii Byaem
o6o3HayaTb nocpeacTsom 7x).

Teopema 3. [lycmb Ha (2 3adaHa epynna G* ¢ KOHeYHbIM Yuciom obpasyrouwux G = {gy,...,g7}, 0ns Kaxdo2o
npeobpa3osanusi gj komopol cnpasednuebi | onucanuli npeobpasosaHus suda (4).

Ecnm ona kaxgoro j onucanme k-ro knacca Ax(x) BMECTe C KaXabIM AWU3bIOHKTUBHBIM YNIEHOM, B KOTOPbI BXOLUT
B'(x) &...&Bj"(x) conepuUT AM3BIOHKTVBHBIN YneH ¢ anemeHTapHon koHbloHkumen Gi'(x) &...&Cj"(x), npuyem Bce
OCTanbHbIE KOHBIOHKTVBHBIE UNEHbI 3TWUX AW3BHOHKTOB OAMHAKOBbI U MHBAPUAHTHBI OTHOCUTENBHO g, TO Ax(X)
WHBAPWAHTHO OTHOCUTENBLHO rpynMbl Npeobpasosaqun G*,

Onucanus npeo6pasoBaHMl7| No3BOJIAKOT PaCLUMPUTL  MOHATNE NOTMKO-aKCMOMaTUYECKON pacnosHaromePI
CHUCTemMbl BBeAEHNEM B Heé paBHOCVIﬂbHOCTelZ Buaa (4) I'Ipl/l 9TOM 3aavu MHBAPWUAHTHOIO pacrno3HaBaHUa MOryT
BbITb CBEZEHbI K CTIEAYIOLLMM 3aia4aM.

3adayva uHeapuaHmHol udeHmugbukayuu: NMpoBepuTh, NPUHAANEXUT N OBGLEKT @ UMK €0 YaCTb KNacey
€2, €CTI KNace €2 3aMKHYT OTHOCUTEMNBHO FPYNMbl NPeoBbpasoBaHmit G* ¢ KOHEYHbIM YiCIOM 0Bpasylowmx G =
{g1,...97-

JTa 3afada CBOANTCA K oKa3aTesbCTBY q)OpMyﬂbl



New Trends in Classification and Data Mining 201

S(w) & TX) = Fx.A(X)
3apava HBapMaHTHON Knaccudmkauumn. Haintu Bce Takne HoOMepa KnaccoB k, UTO @ € €2, ecnu knacc £
3aMKHYT OTHOCUTENbHO rpynnbl Npeobpa3oBaHuii G* ¢ KOHEUHbIM Yncnom obpasylwmx G = {gy,...,g7.
OTa 3aava CBOAMTCA K [JoKasaTenbCTBy hopMyIbl
S(@) & ITX) = Vi A(®)
C yKa3aHMeM BCEX TaKX HOMEPOB K, NSt KOTOPbIX COOTBETCTBYIOLLMIA AN3BIOHKTUBHBINA YNEH UCTUHEH Ha .

3apaya MHBapMaHTHOTO aHanu3a crnoxHoro obbekta. HailTu u knaccupuumpoBath BCE 4YacTh 7
pacno3HaBaemoro 00bekTa @, AN KOTOpbIX 7 € (2, €CcrM KnacC £, 3aMKHYT OTHOCWUTEMbHO Tpynmbl
npeobpasoBaHuin G* ¢ KOHEYHbIM YMcrioM obpasytowmx G = {gs,...,g7}.

Ota 3apava cBOAMTCA K A0Ka3aTenbCTBy (hopMyribl

S(@) & ITX) = V" TIX. A(X)
C yKa3aHueM BCex YacTel 00bekTa @, NoAAaLWMXCs Knaccudukalmmn, n NaeHTUgMLMPOBaTL UX.
[ns npon3sonbHON rpynnbl G* ¢ KOHEYHbIM YMCHIOM 0BpasyioLLnX 3TW 3a4aun anropuTMUYECKN HepaspeLLmMMmbl.
Ho ecnu rnybuHa BNOXeHHOCTW Tepma, 3agatoLero npeobpa3osaHus U3 G He NPEBOCXOAWT 3a4aHHOro YMcna,
TO MOXHO NPEANOXUTL CrieyIOWMA anropuTM peLLeHns 3agayu HBapUaHTHON MAEHTUDUKALN.
Mposepsiem cnpaBegnuBoCTb S(w) = 7 X.AxX). Ecnn cdopmyna BepHa, TO NOAMHOXeCTBA ),
BbINOMHSOLLME hopmyny A(X), npuHaanexat knaccy £2.

Co3naem ouepenb 13 onncannii SY(w) obbekta @, nogBeprHyToro npeobpasoBaHMsM ¢ HOMepamm K13 cnucka J .
lepBoHayanbHO B OYepean HaxoauTcs ucxogHoe onucanme S(w) (1. e. J nyct). Pesynbtar nmpunucbiBaHus
Homepa j K cnucky J obosHaumm nocpeacteom J||j.

Ecnv gnuHa cnncka J  MeHblue 3agaHHoro yucna R, To Ans Kaxgoro j (1 <j < T) u Kaxgon aneMeHTapHom
KOHbIoHKUMM C/(x) (I=1,...,]), Bxoaswed B paBHOCUNBHOCTb BUaa (4), To M3 SY(w), HaxopsLlerocs nepsbIM B
ovepeou, BblgensieM BCe €ro MOAMHOXeCTBa 7 oObekta gy(w), Ana KoTopbix SY(w) copepxuTt BCe
KOHBIOHKTVBHbIE YNEHbl 3TOW SNEMEHTAPHOM KOHBIOHKLMY; B SY(w) 3aMeHsieM BCe KOHBIOHKTUBHbIE YneHbl Cf(7)
Ha KOHBIOHKTUBHbIE uneHbl Bj(z), nonyyeHHoe onucaHne obosHauyaem Sl(w); npoBepsiem CnpaBemnMBOCTb
Si{w) = T x.Aqx). Ecnn bopmyna BepHa, TO MOAMHOXECTBA Quj(w) , BbINOMHAOLWME opmyny Ax(x),
npuHagnexar knaccy £ ; B NPOTMBHOM cryyae 3aHocum SUli(w) B ouepepp.

Ecrm j=T, 10 6epem cneaytLLee onucaHne U3 04epeay OnucaHui n NoBTOPSEM NPeabIayLLMA Lwar.

AnropuTtM 3akoH4MT paboTy, ecnv Ans Hekotoporo cnucka J BepHo S (@) = 7 x.A(x). B aTom cnyyae
HamgeHo npeobpasoBaHue gy, OTNMYalOLiee pacno3HaBaembli OObEKT OT 3TanoHHOrO, W Te yvacTu
pacno3HaBaemoro 0bbekTa, KOTOpbIE NPUHALNEXAT Knaccy (), Unu HU Ans ogHoro cnucka J AnuHbl He bonee
R He BbinonHsetcs SY(w) = T x. Ax(x) (B 3TOM Criyyae pacno3HaBaeMblii OBbEKT He ABNSAETCS 0ObEKTOM,
OTNIMYAIOLWMMCS OT COAEPXaLLEero YacTi u3 knacca £ npeobpasoBaHneM C rny6uHOI BNIOXEHHOCTU TepMa, He
npesocxogswein R, u3 rpynnbl G* ¢ KOHEYHBIM YMCIOM 0OPa3YHOLLX.

Teopema 4. Ecnu Onsa dokazamenscmea opmynbl guda S(w) = T X. A(X) ucnonb3osaH anzopumm
nonHoe2o nepebopa, MO Yucno waeo8 UHeapuaHmHol udeHmugpukauuu Ons  Knacca, 3aMKHymo2o
OmMHOCUMesbHO 2pynnbl G* ¢ KOHeYHbIM qucnoM obpasyowux G = {g4,...,97} npu oepaHuyeHuu, Ymo enybuHa
8/10XKeHHOCMU mepmos, 3adarwux npeobpasosaHus u3 epynnbi G*, He npegocxodum 3adaHHO20 4ucra R,
cocmaensiem

O(TRRIS| (t" |A| + £ |C| L)+ A(t™ |A|+t |C| L)),
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20e t — 4uC/IO 3MEeMEHMO8 8 MHOXECmee @, M — MaKCUManbHOe YUCO ap2yMeHmos 8 OU3BbIOHKMUBHBIX
ysleHax onucaHus Knacca, |A| — 4ucro 8xox0eHul npeOMemHbIX NEPEMEHHBIX 8 onucaHue kiacca, |S| — yucio
8xoxdeHuUll npedMemHbIx KOHCmaHm 8 S(w), ¢ — MaKkcumarnbHoe 4ucno apaymenmos e popmynax Cj(x), |C| -
yucno 8xox0eHull npeOMemHbIx nepemeHHbIx 8 chopmynbl Cl(x), A — MakcumarnbHass pasHoCmb Konuyecmea
pa3nu4HbIx 8XoxAeHul npedmemHbix nepemenHbix 8 C/(x) u Bj(x).

Teopema 5. Ecnu dnsa dokazamenscmea chopmynbl euda S(w) = Fx.A(X) ucCnonb3osaH aneopumm noucka
8big00a 8 UucyuCneHUU npedukamos, MO YUCO Waz208 UHBapuaHMHoOU udeHmugukayuu Ons Kracca,
3aMKHYmOo_20 OmMHOCUMENbHO epynnbl G* ¢ KOHeYHbIM yuciom obpasyrowux G = {gi,...,gr} Npu 02paHu4YeHuU,
ymo 2nybuHa 8r1oXeHHOCMU mepmos, 3adarwux npeobpa3ogaHus u3 epynnel G¥ He npegocxodum 3adaHHo20
yucna R, cocmasnsiem
O(TR(Jk (stRP+(stR ),

20e Jk — yucro OUSbIOHKMUBHBIX Y/IEHO8 8 ONUCAHUU Kfacca, S — MaKCUMasbHOe YUCo amomapHbIX
¢opmyn 8 S(w) ¢ 00HUM U meM xe npedukamom, a — Yucio exoxdeHull amomapHbIx hopmyn 8 A(x), ¢ —
MaKCUMalibHOe KOIU4ecmeo 8X0XAeHUl amoMapHbIX (hopMmyn 6 aneMeHmapHble KoHbloHkyuu Cf(x), s —
MaKCUMasbHOEe KOmu4ecmeo 8xox0eHull 00HO20 U moe2o xe npedukama 6 S(w), & — MakcumarbHoe
U3MeHeHUe Konuyecmea amomapHbiX ¢opmyn ¢ 00HuM u mem xe npedukamom e mHoxecmee Sli(w) no
cpagHeHur ¢ SY(w) .

[okasaTenbCcTBa TEOPEM OCHOBaHbI Ha OL|EHKaxX Yucra LUaroB anropuTMOB pacno3HaBaHWsi OBBLEKTOB MOTMKO-
aKCMOMaTMYECKON pacno3HatoLLemn cucTemon [2].

anIMepr MHBAPUAHTHbIX pacno3HaWmX cucTem ¢ HeMHBapMaHTHbIMU NPU3HaKaMK

1. TlycTb MMEeTCs MHOXECTBO KOHTYPHbIX M306PaKEHWN, COCTABMNEHHBLIX 13 OTPE3KOB MPAMbIX, 3a[aBaeMbIX
CBOVMMM KOHUamu. 3afaHbl ABa npeaukata V v L, onpegensieMbix crnegytowmum obpasom.

Y P

- [ T Z e ay o~

OGa 3Tv npeaukaTa MHBAPUAHTHbI OTHOCUTENBHO TakuX adMHHbIX NpeoBpa3oBaHuil Kak g/ — casur Ha |, g,” —
rMoBOPOT Ha yron ¢ W g — pacTaxeHue B k pas. Mpeaukat L MHBapUaHTEH Takke OTHOCUTENBHO 3epKanbHOro
oTOGpaxeHus gm. [pemukat V He WHBApUaHTEH OTHOCUTENbHO m. [lpeaukar gm  WMEEeT onucaHue
npeobpa3soBaHus

V(x.y,2) < V(gn(x),gn(2).gn(V))-

B atom npumepe A = §=0. Kpome Toro, rnybuHa BNOXEHHOCTM Tepma ¢ npeobpa3oBaHneM g, He npesbiwaeT 1,
TaK KaK gm(gm(X))=x. Bpems pacnosHaBaHus M30BpaxeHUs MHOrOrpaHHMKa, OTAMYAIOLLErocs OT 3TarOHHOTO
aMHHbIM NpeobpasoBaHMeM, YBENUYMTCS pa3Be NMWLLb BABOE NO CPABHEHWIO C pacno3HaBaHWeM 3TanoOHHOMO
n3obpaxeHus.

2. TlycTb MMeeTCs MHOXeCTBO M30DpaxeHuit Ha akpaHe Aucnnes, 3afaHHbIX MaTpuuen sapkoctu. Takue
n300paxeHus MOryT ObITb OMMCaHbI C MOMOLLBKD OAHOMO MpeaukaTa p(x,ij) <> “nukcenb ¢ koopauHatamu (ij)
NMeeT ApKOCTb X”. 3TOT MpedukaT He MHBapWaHTEH OTHOCWUTENbHO adMHHbIX NpeobpasoBaHWi, HO NS HEro

MOXHO BbINMUCaTb UX ONUCaHNA HDGOGPHSOBaHMVI. MpuBeaemM NpuUMep OMMUCaHUS PaCTSKEHWUS B ABa pasa Mo OCu
(0)¢

p(xij) < p(x2i))& p(x,2i+1,))
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W NpUMEP ONMCaHMs CxaTtus B ABa pasa no ocu OX

p(x1,2ij) & p(xz,2it 1)) < p((xr+x2)/2,i)).
B atux npumepax A =0, 6=1.
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