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ARSIMA MODEL 

Vitalii Shchelkalin 

Abstract: In presented work the further development of Box-Jenkins technique for models constructing and 
improvement of themselves ARIMA models is produced. A novel autoregressive – spectral integrated moving 
average (ARSIMA) model founded on joint use of the Box-Jenkins method (ARIMA models) and "Caterpillar"-SSA 
method with model trained on competitive base is developed. 

Keywords: modeling, filtering, forecasting, control, "Caterpillar»-SSA method, ARIMA model, "Caterpillar»-SSA – 
ARIMA – SIGARCH method, ARSIMA model, ARSIMA – SIGARCH model, heteroskedasticity, Levenberg-
Marquardt method. 

Introduction 

The research progress constantly develops economic, technical, social, medical and other systems, complicating 
their structure and enlarging amount complex their internal intercoupling and external factor, from which they 
hang and majority from which take into account impossible. Therefore, it is actual to develop and use the 
universal mathematical models and techniques allowing to modeling, forecast and control the wide class of the 
processes since this will allow to raise efficiency of control and planning state of working complex systems, spare 
the significant facilities and resources not by development of new energy-saving resources, but by way of any 
mathematical subterfuges, as well as offloads the work of the personnel of various organizations and allows to 
anticipate emergencies and brings many other benefits. 
The main requirements to the mathematical models construction in 70 - 90 of the last century, is an economical 
number of parameters, the velocity of the model determination and its resource-intensive for use on available 
then computers with low productivity. However, modern computer technology and mathematical modeling 
methods provide a great possibilities for analysis, modeling and forecasting time series of the different nature. 
Therefore, at present these requirements are not crucial and modern computing tools and systems allow to stand 
on the first plan the requirement of modeling accuracy, quality of the analysis and forecasting.  
One of the most widely used models that corresponding to above requirements are the models ARIMA. ARMA 
method works only with pre-reduced to the stationary form time series. Nonstationary series are usually 
characterized by the presence of high power at low frequencies. However, in many practical applications of 
interest information may be concentrated at high frequencies. In such cases, all that was done - it is filtered out 
non-stationary low-frequency components and was used the remainder of the series for further analysis. At the 
same time as a filter to eliminate low-frequency component in the ARIMA model used a filter of the first 
differences or maximum second. Watching the gain of the filter can be seen that low frequency considerably 
weakened and, therefore, be less visible at the filter output. So the method of seasonal ARIMA model was 
satisfactorily predicted only with a relatively simple structure time series. 
In the 80's years of last century Granger and Djoyo [Granger 1980] proposed a new class of ARFIMA models is 
convenient to describe the financial and economic time series with the effects of long and short memory. 
2000's years are characterized by the using for a wide range of models for time series analyzing and forecasting, 
as well as ensembles of models with different structures. With the advent of high-speed computer  was occurred 
the transition from ensembles of predictive models to its combination. The difference between the combined 
models and its ensembles lies in the simultaneous adjustment of model parameters. 
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The most important characteristics of models at analysis and choice of the most appropriate mathematical 
models of the following main important features are: 

• method of modeling the trend component of the time series; 
• method of nonlinear modeling of time series; 
• method of modeling the random component of the time series; 
• way of accounting for the influence of external factors on the process. 

Therefore, the priority type of models are combined probability and deterministic prediction models with 
nonlinear complexity, because In this models simultaneously used as statistical and deterministic components 
that allows to reach the best quality of the forecasting [Седов, 2010] . Among the deterministic models the priority 
variant is a deterministic model of the spectral decomposition, which implements simulation-based expansion in 
the deterministic orthonormal basis different from that of harmonic functions. While the most priority among the 
probabilistic models is the model of auto regression - integrated moving average. 
In the scientific literature have long been known combined probability and deterministic model presented in 
[Седов, 2010] . In given paper is offered next modification of the ARIMA and the GARCH models and at first 
proposed "Caterpillar"-SSA – ARIMA – SIGARCH method and combined probabilistic and deterministic model of 
auto regression – spectrally integrated moving average with spectrally integrated generalized autoregressive 
heteroskedasticity (ARSPSS – SIGARCH) and the method of its construction, which allows greater flexibility in 
analyzing, modeling and forecasting time series in comparison with the ARIMA – GARCH models. 

Summary of the main material of the study 

The essence of the method was at first in a multi-dimensional decomposition of exogenous time series, and the 
propagated time series for basic latent components, including their extents and combinations, obtained by the 
principal (PCA), smooth (SCA) and independent components (ICA), in the selection of the basic components of 
design method of fast orthogonal search (FOS), one of the most effective and economical methods for time 
spent, and cutting off the destructive, thus forming the transfer function of a mathematical model of the process, 
to further identify the noise of a mathematical model of the process due to the seasonal autoregressive models –- 
moving average, and the simultaneous parameter identification of model structure obtained by the Levenberg-
Marquardt algorithm [Щелкалин, Тевяшев, 2010]. As it became known later, the proposed method is similar to the 
decomposition method of modeling (DMM) [Седов, 2010] . The method of "Caterpillar"-SSA also uses the 
decomposition of time series of singular values (SVD).  Known publications using the "Caterpillar"-SSA method in 
various branches of science and technology as a method of fairly good description of non-stationary time series 
with linear, parabolic or exponential trend with not always stable oscillatory component, however studies have 
identified a number of significant shortcomings of the method, greatly limiting its applicability. Method for 
modeling uses suboptimal in terms of accuracy of some time series of orthogonal basis vectors of the trajectory 
matrix. Therefore, the main idea of the origin of the proposed method was first concluded in joint use the 
"Caterpillar"-SSA method and models of autoregressive - moving average, trained on a competitive base, with 
account generalized criterion of the accuracy and adequacy. Using such combination was dictated by the fact that 
individually, these approaches have several disadvantages, but their joint use brings synergy, increasing their 
efficiency, robustness and adequacy. However, the trend separation by "Caterpillar"-SSA method, as well as any 
other method, the residual component of the series in most cases is non-stationary, and therefore hereinafter 
"Caterpillar"-SSA method has been used in combination with the model of autoregressive - integrated moving 
average (ARIMA). In this case, joint use of the above methods imply that the parametric identification computes 
the parameter estimates ARIMA and nonlinear generalizations of principal components of the autoregression, 
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minimizing the sum of the squares error modeling, taking into account the time series, obtained by the 
"Caterpillar"-SSA, which during modeling does not have the model and parameters, respectively, and Levenberg-
Marquardt method, calculating the parameters of the remaining parts of the additive model helps to define the 
exterior of a time series of "Caterpillar"-SSA method, acting as assistant to the definition of a deterministic (trend) 
component of the process. 
The proposed approach is a variant of the priority to date combined probability and deterministic approaches, 
because herewith are simultaneously used as statistical and deterministic components that allows to reach the 
best quality of the forecasting. It also implemented the so-called trend approach, where the process is modeled 
as the deviation of actual values from the trend (which is presented here as time series obtained by the 
"Caterpillar"-SSA method), and which ensures the stability of the model and obtained the required accuracy of 
modeling, whereas previously the probabilistic model ARIMA tried to describe the entire process. Thus, a 
successful attempt made after more than thirty years after the establishment of the Box-Jenkins method and the 
"Caterpillar"-SSA method to combine them. However, for satisfaction of such requirements to models, as: 
learning rate, labor content, resource use, presentation models, ease of use and interpretability, time- and 
resource-consuming method "Caterpillar"-SSA was later offered to be used only for preliminary structural 
identification and rough parametric identification of the so-called integrating a polynomial of the operator of the 
delay L  of proposed model as well as for a rough structural and parametric identification of a polynomial of the 
delay, whose presence is distinguishes more general polynomial model from the Box-Jenkins model, structure 
and whose coefficients are equal to those of recurrence prediction model of the "Caterpillar"-SSA method. 
The "Caterpillar"-SSA method is also offered to use for preliminary generalized co-integration of multiply time 
series modeling processes, as well as for separation for a finite and separately for deadbeat regulators in the 
case of use the proposed model in control theory [Щелкалин, Тевяшев, 2011]. It is also possible nonlinear 
complication of the model transfer function of one of the ways: FOS, GMDH, RBF, LARS, built on the principal 
component of their degrees and combinations. So, first of all, the author proposed a model aimed at the 
automatic control theory, modeling and forecasting of technical systems and technological processes, due to the 
fact that their transfer functions are more determined and have a complex nonlinear structure. 

Description of the proposed mathematical models 

A mathematical model of the processes that depend from several exogenous factors in the operator form can be 
presented as a model of the seasonal autoregressive - integrated moving average (SARIMA) [Евдокимов, 
Тевяшев, 1980] : 
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recursive method of SSA-forecasting – vector SSA-prediction [Голяндина, 2004], which in some cases provides 

more accurate forecasts. ( ) ∑ ⋅=
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The process of finding such combined models (2) of the joint use of ARIMA and of the "Caterpillar"-SSA method 
can be prolonged due to the resource-intensive of the "Caterpillar"-SSA . Therefore, the "Caterpillar"-SSA method 
analysis is proposed to use only for pre-structural identification and rough parametric identification of integrating 
polynomial ( )Lw  (hence the name of an autoregressive model - spectrally integrated moving average) of the 
delay operator L  of model, which can also be interpreted as an transfer operator into the state space. 
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and the recursion SSA-forecasting method for gross-structural and parametric identification of a polynomial 
( )Lf , whose structure and coefficients are equal to those of first recurrence prediction model of the 

"Caterpillar"-SSA method and the presence of which distinguishes the more general polynomial model from the 

Box-Jenkins model and in conjunction with ( )Lw (
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determining the long-term memory model, describing a more wide class of processes of long-term memory than 
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modeling and forecasting processes in a long memory - loss (distortion) of long-term information in the when 
taking the incrementations. Polynomials ( )Ld  and ( )Lc , in turn, determine the short-term depending of the 
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ARIMAX model (or ARIX - integrated auto regression with exogenous variables), which was originally obtained by 
the "Caterpillar"-SSA method and, subsequently, adjustable by the optimization method with competitive learning 

of model; ( )Lω  – integrating polynomial that takes the time series j
tx  in time series 

jx
tŵ~  – an approximation of 

the time serie 1~ +N
txkw  by ARIMA model; the initial rough values of the polynomials coefficients ( )Lf y , 

( )Lf ix   and their number can be taken equal to the coefficients y
jf  и ix

jf , Nj ,1=  of models SSA-

recursive prediction method ( ) ∑ ⋅=
−

=

+
−+

1

1

1~ˆ
yL

j

N
jit

yy
j

SSA
t wfiy  and ( ) ∑ ⋅=

−

=

+
−+

1

1

1~ˆ
kx

kkL

j

N
jit

xx
j

SSA
t

k wfix  respectively; 

yL  and ixL   – appropriate lengths of windows, and then iteratively tune with the rest of the coefficients of model 
(4) using of Levenberg-Marquardt method. Model (4) benefits significantly by the time training a combined model 
of sharing seasonal ARIMAX model and the method of "Caterpillar"-SSA (2), but slightly inferior to it by the 
statistical properties with regard to the manner of its construction is called as seasonal autoregressive model - 
spectrally integrated moving average model with exogenous variables ( ARSIMAX) and can be written as follows: 
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To account for heteroskedasticity of the process (changing the variance in time) applied the generalized model 
with autoregressive conditional heteroskedasticity GARCH ( )rm, , which has the form [Перцовский, 2003]: 

( ) ( ) 222
ttt LLw σϕεθσ ++= , 
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where 2
tσ  – a time series of process dispersion changes ty , ( ) m

p LLLL θθθθ +++= K2
21 , 

( ) r
r LLLL ϕϕϕϕ +++= K2

21 , 2
tε  – the remainders of model. The GARCH ( )rm,  model can be 

expressed through the ARMA model as follows [Bollerslev, 1986]: 
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Fractal integrated GARCH process can be written as follows: 
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where H  – the Hurst factor. 
The proposed spectrally integrated generalized model with autoregressive conditional heteroskedasticity 

is as follows: 
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, 

where ( )L
2εω  – integrating polynomial of delay operator, with which approximated the time series variance of 

the noise 2
tε  into transformed smoothed by the “Caterpillar”-SSA method time series 

2
t

twε , and preliminary 

structural identification and a rough parametric identification of a polynomial of delay ( )Lf
2ε , With which 

approximated itself series 2
tε  is made in determining the coefficients of the recursive prediction formula 

“Caterpillar”-SSA method; w  – the average value or the level of time series 2
tε . 

Thus, the autoregressive - spectrally integrated moving average with the spectrally integrated generalized 
autoregressive conditional heteroskedasticity and exogenous variables model (ARSIMA – SIGARCH model) 
takes the form: 
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( )1,0~ Nzt , 
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The model can be generalized to the multidimensional case. 
 

Results 

Testing the proposed model (4) was carried out on real data of daily consumption of gas from air temperature 
changes over a three year period.  

 
Fig. 1. The graph of daily changes in air temperature data 

 
Fig..2. The graph of daily natural gas consumption data 

Factoring time series corresponding to large and close-largest Eigen values of the information matrix of data 
can be judged weekly and yearly seasonal components of time series data.  

 
Fig. 3. Some of factor graphs of time series of given processes 
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Was obtained for the prediction SARIMAX model of natural gas consumption, taking into account changes in air 
temperature. The average percentage forecast errors was 1.87%.  

 
Fig. 4. Charts of forecasts of natural gas consumption by model SARIMAX and 95% confidence intervals 

The average percentage error of forecasting natural gas consumption, taking into account changes in air 
temperature with proposed model was 1.12%. Together with a decrease in forecast errors and confidence 
intervals are narrowed.  

 
Fig. 5. Charts forecasts natural gas consumption of the proposed model and the 95% confidence intervals 

 

In [Щелкалин, Тевяшев, 2011] presented the application of these models in various fields of science: 
• operational forecasting of target products consumption processes in a housing and utilities 

infrastructure; 
• simulation, prediction and control quasi–steady mode of gas–transport systems; 
• automatized control for the construction of plants growing single crystals;  
• for analysis and forecasting time series in economics;  
• to describe and predict the physiological and psycho–physiological processes;  
• to simulate the radio–processes and processes in the noise radar, etc; 

Conclusion 

Thereby, to obtain adequate models of the complex processes, high-quality forecasts it is necessary to combine 
the models with miscellaneous structures, including nonlinear models, which are complementary in their 
competitive learning. The proposed method of "Caterpillar"-SSA – ARIMA – SIGARCH is a modification of the 
method of "Caterpillar"-SSA with automatic separation of short-term memory and periodic components and can 
be interpreted as the development of models in state space and the proposed model ARSIMA – SIGARCH – as a 
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model ARFIMA – FIGARCH is a next modification of the model ARIMA – GARCH, a method of constructing the 
proposed model is an extension of the method of Box-Jenkins, but to build a broader class of models. 
The proposed model ARSIMA – SIGARCH and method of its construction some intermediate approach boundary 
classical regression and modern neural networks, but more formalized at the choice of structure, being herewith 
optimum in detail with provision for existing on the date of mathematical, human and machine as the strengths 
and achievements and shortcomings and limitations. 
Summing up the above-described advantages of the proposed method, once again it should be noted that the 
basic idea is the effect of synergy, which arises from the combined use of two methods: the "Caterpillar"-SSA 
method and the Box-Jenkins method. 
The main advantage of the proposed method of constructing an adequate model of the process under study is its 
rigorous formalization and, consequently, the ability to fully automate all phases of construction and use of the 
model. 
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