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RANK CODES OVER GAUSSIAN INTEGERS AND SPACE TIME BLOCK CODES

Hafiz M.Asif, Ernst Gabidulin, Bahram Honary

Abstract: Maximum rank distance (MRD) codes have been used for the construction of space time block code

(STBC) using a matrix method. Like orthogonal STBC’s in most popular cases, MRD-STBC’s can also achieve full

diversity. Though an OSTBC is known to yield the best BER performance, a unique case is described where MRD-

STBC performs better than Alamouti code (OSTBC). Moreover, the viability of Gabidulin’s decoding algorithm has

been established by decoding complex symbols generated from MRD-STBC’s. Under this decoding scheme, MRD-

STBC’s have been shown to be preferred candidate for higher antenna configuration as the decoding complexity of

Gabidulin’s algorithm is far less than that of maximum likelihood (ML) decoding algorithm.
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Introduction

The design of error-correcting codes for two dimensional signal spaces has been widely considered. Different

authors have constructed new error-correcting codes over quotient rings of Gaussian integers by using the Mannheim

measure as it was introduced in [Huber, 1994]. Complex constellations based on graphs allow to construct rank

codes over Gaussian integers. In turn, such codes can be used as space time block codes.

The idea of exploiting transmit diversity was introduced by Vahid Tarokh et al. [Tarokh et al., 1998] and it was

later on adopted for much simpler structure by Alamouti [Alamouti, 1998]. His work was later on extended and

formally developed to originate space time block codes (STBC) [Tarokh et al., 1999]. In addition, for 2× 1 scenario,
Alamouti code achieves full diversity gain. In [Lusina et al., 2003], the application of rank codes for forming STBC

was introduced. Rank codes [Gabidulin, 1985], due to rank distance property, make themselves useful candidate for

STBC’s. The construction of rank codes is presented based on direct matrix method as MRD-STBC’s. MRD-STBC

codes performs better than orthogonal STBC (OSTBC) under certain criteria. Moreover, little work was found on

decoding MRD-STBC except ML scheme which is extremely complex for higher antenna configuration. Therefore,

first, the idea of using interleaved MRD codes (I ) is introduced to construct MRD-STBC’s forNtx > 4. Second, a
decoding algorithm has been described that can effectively decode MRD-STBC.

The Gaussian integers

The set Z[i] of Gaussian integers is the subset of the complex numbers C with integer real and imaginary parts,

i.e.,

Z[i] := {a + bi | a, b ∈ Z}.

If 0 6= π = u + vi ∈ Z[i], then we denote, Z[i]π , the ring of the classes of Z[i] modulo the ideal (π)
generated by π. Therefore, we write β ≡ β′ (mod π) if β and β′ belong to the same class modulo (π). It
is well known that the cardinality N of Z[i]π equals N = u2 + v2. From now on, we consider the case when

0 < u < v and u2 + v2 = p ≡ 1 (mod 4), p is a prime. Zπ is a set of representatives of the residue classes

Z[i]π . These constellations have been previously modeled by quotient rings of Gaussian integers, [Huber, 1994],
[Costa et al., 2004], [Nóbrega et al., 2001]. Constellations and the metric based on associated graphs were intro-

duced in [Martínez et al., 2005]. We denote byMZπ the constellation defined by K.Huber [Huber, 1994] and by

GZπ the constellation based on graphs. In general, for a given π they are different as well as associated metrics.
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The Mannheim constellationMZπ

For a given π and any Gauss integer α = a + bi, define the projection α onMZπ as ρα := α − qαπ where,

qα :=

[

απ

p

]

.

The operation [c + di] denotes rounding in Gaussian integers and is defined by [c + di] = [c] + [d]i with [c]
denoting rounding to the closest integer.

Next statements are evident.

1. ρα(ρα) = ρα.

2. The Mannheim setMZπ is the image of the set {0, 1, . . . , p − 1} under the projection ρ∗.

3. For any α ∈ MZπ , ρα = α.

For α = a + bi ∈ MZπ , the Mannheim weight is defined by wM (α) = |a| + |b|. For any α = a + bi, the

Mannheim weight is defined by wM (α) = wM (ρα). The Mannheim distance between two elements α and β in

Z[i]π is defined as dM (α, β) = wM (α−β). In fact, the Mannheim distance is not true distance as it was shown
first by example in [Martínez et al., 2005]. We give more general explanations.

Let π = u + vi, 0 < u < v, u2 + v2 = p. Introduce

r =
v + u − 1

2
, m = v − r =

v − u + 1

2
, & s =

⌊

v(u − 1) − u2

2v

⌋

.

Lemma 1. Let p be a prime such that u = 1, or, u = v − 1. Then the Mannheim distance is a true distance.

Proof. In this case the setsMZπ and GZπ associated metrics coincide. The proof for the graph based metric

can be used (see, [Martínez et al., 2005]).

Theorem 1. Let p be a prime such that u 6= 1 and u 6= v−1. Then the Mannheim distance is not a true distance.
More precisely, it does not fulfil the triangular inequality.

Proof. First show that v(u−1) > u2. Since u 6= v−1, it follows that u ≤ v−2. It is impossible that u = v−2
since the left and the right parts must have the different parity. Hence u ≤ v − 3, v ≥ u + 3. If we assume that
v(u − 1) < u2, we obtain v < u + 1 + 1/(u − 1), or, v ≤ u + 1 with contradiction to v ≥ u + 3. Therefore
the integer s introduced above is non negative.

For a true distance function and any three elements x, y, z must be d(x, z) ≤ d(x, y) + d(y, z) (the triangular
inequality). We present three elements x, y, z ∈ MZπ such that dM (x, z) > dM (x, y)+dM (y, z). Namely, let
x = u+(m+s)i, y = −i, z = 0. By direct calculation, one can show that ρx = x. Hence all three x, y, z are in

MZπ . We have dM (x, z) = wM (x−z) = wM (x) = u+m+s and dM (y, z) = wM (y−z) = wM (−i) =
1. Also we have x−y = u+(m+ s+1)i and by direct calculation ρx−y = x−y−π = −(v−m− s−1)i.
Thus dM (x, y) = wM (x − y) = wM (ρx−y) = wM (−(v − m − s − 1)i) = v − m − s − 1. Finally,
dM (x, z) − dM (x, y) − dM (y, z) = u + m + s − v + m + s = 1 + 2s > 0. The triangular inequality
fails.
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Figure 1: Constellations Z2+5i, p = 29.

The graph constellation GZπ

For β, γ ∈ Z[i]π , consider x+ yi in the class of β − γ with |x|+ |y| minimum. The distanceDπ between β and

γ isDπ(β, γ) = |x| + |y|. This distance function is called the graph distance since it coincides with the distance

function of the following graph.

Given π = u + vi ∈ Z[i] we define the graph Gπ = (V,E) where:

1. V = Z[i]π is the node set, and

2. E = {(β, γ) ∈ V × V | Dπ(β, γ) = 1} is the edge set.

We callGπ the Gaussian Graph generated by π.

The constellation GZπ consists of Gaussian integers in the square with vertices (ri, r,−ri,−r) and in four
triangles with vertices (r+ i, r+(m−1)i, r−m+2+(m−1)i), (−r− i,−r− (m−1)i,−(r−m+2)−
(m− 1)i), (ri− 1, ri−m+1, (r−m+2)i−m+1), (−ri+1,−ri+m− 1,−(r−m+2)i+m− 1).
ConstellationsMZπ and GZπ are presented below for π = 2 + 5i, p = 22 + 52 = 29.

Rank codes over Gaussian integers

The constellation GZπ can be considered as a representation of the finite field GF (p). Extension fields of
degree n over Gaussian integers can be represented as n-tuples of GZn

π . Also they can be defined in the matrix

representation. Let f(x) = xn + fn−1x
n−1 + · · ·+ f1x + f0 be a primitive polynomial overGF (p). Then the

companion matrix

Mn =























0 1 0 . . . 0 0
0 0 1 . . . 0 0

0 0 0
. . . 0 0

...
...

...
...

. . .
...

0 0 0
. . . 0 1

−f0 −f1 −f2 . . . −fn−2 −fn−1























(1)

represents a primitive element of the extension field GF (pn). Matrices M i
n, i = 1, . . . , pn

− 1, represent all
non zero elements of the extension field. To obtain an extension field over GZπ , one can replace each entry by
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corresponding value of GZπ . Afterwards all matrix operations should be fulfilled modulo π.

Example. Let π = 1 + 2i, p = 5. Then GZπ consists of {0,±1,±i}. Let f(x) = x2 + x + 2 be the primitive
polynomial overGF (5). We have,

M2 =

[

0 1
−2 −1

]

, M2
2 =

[

−2 −1
2 −1

]

, . . . ,M23
2 =

[

2 2
1 0

]

, M24
2 =

[

1 0
0 1

]

.

The corresponding matrices over GZπ are as follows:

˜M2 =

[

0 1
−i −1

]

, ˜M2
2 =

[

−i −1
i −1

]

, . . . , ˜M23
2 =

[

i i

1 0

]

, ˜M24
2 =

[

1 0
0 1

]

.

A rank code with rank distance d is a set of n × n matrices over GF (p) such that the difference of two code
matrices has rank not less than d. This property holds true, if elements of GF (p) are replaced by elements of
GZπ .

Rank codes as space time codes

Code construction

It was investigated that if a linear code of block size 4 is formed in such a way that the absolute value of the
determinant of each pairwise difference is equal to 4 then rank code (and all its coset codes) performs better than
Alamouti code. The construction of such is described as follows.

Let x2 + x+ 1 be a primitive irreducible polynomial over GF(2), then the elements ofGF (22) form an MRD code

of block size 4. The direct matrix construction (using Eq.(1)) is obtained as follows:

[

0 0
0 0

]

,

[

0 1
1 1

]

,

[

1 1
1 0

]

,
[

1 0
0 1

]

.

Having mapped 0 to 1 and 1 to -1 (BPSK), the code becomes

[

1 1
1 1

]

,

[

1 −1
−1 −1

]

,

[

−1 −1
−1 1

]

,

[

−1 1
1 −1

]

.

Two important observations can be made on the above MRD; (1) The sum of square modules in each is equal to 4

and (2) The absolute value of the determinant of each pairwise difference is equal to 4. From physical point of view,

the first condition is a transmitting power for a matrix while the second condition is a measure of difference between

code matrices.

Next we consider orthogonal STBC (OSTBC) construction and select four such codes which fulfil the above mentioned

two properties.

LetG = {0, 1, α, α2 , α3, ..., α14
} be an additive group of 16 elements. Let GS = {0, 1, α, α2

} be a subgroup

of G comprising 4 elements. The first coset of GS is equal to GS , i.e., addition of 0 to GS which in turn yields

GS . Now, 16 different Alamouti codes (16 blocks) can be constructed out of which the following four are selected:
[

0 −0∗

0 0∗

]

,

[

0 −α∗

α 0∗

]

,

[

α2
−1∗

1 α2∗

]

,

[

1 −1∗

1 1∗

]

.

The symbol {.}∗ indicates conjugate of the element. It can easily be verified that the blocks are orthogonal blocks

(i.e., the determinant is identity matrix). After modulation or the mapping (0, 1, α, α2) to (1, j,−1,−j), which has

been selected by exhaustive search approach, we obtain:

[

1 −1
1 1

]

,

[

1 1
−1 1

]

,

[

−j j

j j

]

,

[

j j

j −j

]

.

It can be checked the above four OSTBC blocks satisfy the above mentioned two conditions. Hence, the two sets,

each of 4 different 2 × 2 block, can be compared.
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Figure 2: Orthogonal codes vs. MRD over GF(22) for 2 × 1 scenario

Simulation analysis

Simulation was carried out for comparing all described configurations of MRD with the corresponding OSTBC’s

described in the previous section. 2 × 105 symbols per SNR value were transmitted in each case.

The channel matrix HC was calculated based on Rayleigh fading. The received signal y is calculated as y =
HCc + n, where c is the transmitted block code (2 × 2) and n is AWGN . Maximum likelihood decoding was

used to decode the transmitted symbols in both cases (MRD and orthogonal). Each received signal is compared

against all possible blocks (qNtx ) to select the block with minimum error, i.e., with minimum Euclidean distance.

Fig.2 shows BER performance comparison of 2× 1 OSTBC and 2× 1 MRD-STBC which were designed based on
the construction given in Section . First, it is important to note that MRD-STBC achieves full rate diversity because

its slope is parallel to that of OSTBC. Second, there is a coding gain of about 1.8 dB over OSTBC which can
further be multiplied by using different primitive polynomial or so. It is to be noted that OSTBC performs better than

MRD-STBC for general case, i.e., if the above two conditions are not fulfilled.

Rank codes, when used as complex symbols, may lose the rank of the code block if traditional modulation schemes,

such as n − PSK , are applied. As mentioned earlier, Gaussian integers can be used to map rank codes to

corresponding complex constellations. In what next follows we describe how Gaussian integers can improve MRD-

STBC’s performance to some extent, especially in low SNR region, in two systems, i.e., 3 × 3 and 5 × 5 systems
over GF(53) and GF(55) respectively.

3 MRD-STBC over GF(53)

Let x3 + 3x + 2 be the primitive polynomial of degree 3, where the coefficients of the polynomial are from GF(5).
Then the first non-zero companion matrix, with extension degree 3, can be written as follows (i.e., the elements of
GF(53):

C =





0 0 3
1 0 2
0 1 0




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Let β be a root of the above polynomial then the above companion matrix, in vector form, is as follows:

Cvec = G =
[

β β2 β3
]

(2)

where,

β3 = 2x + 3 and note that it is our generator matrix,G, as well. We can calculate the corresponding parity check
matrix,H , by using the relationship GHT = 0. The corresponding calculatedH is as follows:

H =

[

h1 h2 h3

h5
1 h5

2 h5
3

]

=

[

1 β103 β98

1 β19 β118

]

(3)

Afterwards, MRD-STBC symbols are mapped to complex domain using Gaussian integers, and finally Gabidulin’s

decoding was applied on the received signal which will be discussed shortly.

5 MRD-STBC over GF(55)

Let x5 + 2x4 + 2x2 + x + 2 be the primitive polynomial of degree 5, where the coefficients of the polynomial are
from GF(5). Then the first non-zero companion matrix, with extension degree 5, can be written as follows (i.e., the
elements of GF(55):

C =













0 0 0 0 3
1 0 0 0 4
0 1 0 0 3
0 0 1 0 0
0 0 0 1 3













Let β be a root of the above polynomial then the above companion matrix, in vector form, is as follows:

Cvec = G =
[

β β2 β3 β4 β5
]

(4)

where,

β5 = 3x4 + 3x2 + 4x + 3 and note that it is our generator matrix, G, as well. The corresponding parity check
matrix (H) is as follows:

H =









h1 h2 h3 h4 h5

h5
1 h5

2 h5
3 h5

4 h5
5

h25
1 h25

2 h25
3 h25

4 h25
5

h125
1 h125

2 h125
3 h125

4 h125
5









=









1 β3011 β1464 β1459 β2348

1 β2559 β1072 β1047 β2368

1 β299 β2236 β2111 β2468

1 β1495 β1808 β1183 β2968









(5)

Interleaved MRD

A 4 × 1 MRD-STBC code can easily be constructed for 4 transmit antennas, i.e., Ntx = 4. In order to increase
the code length Ntx to certain extent, we can use a direct concatenation of consecutiveM matrices such that the
concatenated code is also a unique MRD [Sidorenko and Bossert, 2010], i.e.,

I =
[

M (1) M (2) M (3) . . . M (i)

]

, M i
∈ M, (6)
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Algorithm 1 Decoding MRD-STBC (qm;n, k, d)

1: Input: Received y ∈ GF(qm)Ntx

2: Demodulate received signal, y, use Eq.(7) to nullify channel effect and then write the result in vector form.

3: Compute syndrome s = yHT whereH is parity check matrix.

4: Compute matrixMi using Eq.(8) such thatMi 6= 0 starting with i = t, t − 1, .... The value of i determines
rank of the error vector,m.

5: Solve Eq.(9) to find σi ∀ i = 0, 1, . . . ,m− 1, wherem =rank of the error vector. Also, write σ(x) as shown
by Eq.(10).

6: Solve Eq.(10) using Berlekamp-Massey type algorithm [Berlekamp, 1968] in order to findm number of roots of

this equation. Represent these roots as z1, z2, . . . , zm.

7: Solve Eq.(11) for any value of i to find Ei, where i = 1, 2, . . . ,m.
8: Solve Eq.(12) using again Berlekamp-Massey algorithm to find Y .

9: Calculate error vector, e, using Eq.(13).

10: Codeword c = y − e or decoding failure

11: If success, write c again in matrix form to find BER etc.

whereM is defined by Eq.(1) and i = 1, 2, 3 . . . , i is the interleaving order. The matrix I is known as interleaved

MRD code [Sidorenko and Bossert, 2010]. Based on this definition, three MRD-STBC’s were constructed forNtx =
4, 8, and 12 respectively. Finally, the advantage of using I codes is to increase the error-correction ability of the
algorithm while the time complexity of the algorithm becomesO(id2

r) (i is the interleaving order) which is still better
than ML decoding. If dr be the rank distance, then number of errors that can be corrected (t) in I code, for i

interleaving order, is i(i + 1)/(dr − 1) [Sidorenko and Bossert, 2010]:

Decoding 4 × 1 MRD-STBC using Gabidulin’s algorithm

In this section, it is presented how Gabidulin’s algorithm [Gabidulin, 1995] can be used to decode MRD-STBC which

is symbolically written as MRD(qm;n, k, d). The complete steps of the algorithm to decode STBC blocks have
been shown in Algorithm I.

Followings are the equations which have been referred to in Algorithm 1:

yrec = H⊤(c + n) = c + H⊤n H is parity check matrix. (7)

Mi =











s0 s2−1

1 . . . s2−i+1

i−1

s1 s2−1

2 . . . s2−i+1

i
...

...
...

...

si−1 s2−1

i . . . s2−i+1

2i−2











. (8)

(σ0, σ1, ..., σm−1)Mm = −

[

sm, s2−1

m+1, ...s
2−m+1

2m−1

]

. (9)

σ(x) =
m

∑

i=0

σix
2i

, σm = 1. (10)

m
∑

j=1

Ejz
2i

j = si, i = 0, 1, ..., d − 2. (11)

Zt = Y Ht. (12)

e = EY. (13)

The complexity of this decoding algorithm is O(d2
r) where dr = n − k + 1 = 4 is the rank distance of the

code. It guarantees to correct all errors with rank ≤ ⌊
dr−1

2
⌋ [Sidorenko and Bossert, 2010]. It can easily be seen

that the decoding complexity is far less than that of ML decoding which runs full search and compares all possible
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Figure 3: Gaussian integers vs 5-PSK for mapping 3 × 3 MRD-STBC.

combinations, i.e., O(qNtx) where Ntx is the number of transmitting antennas. Furthermore, Interleaved MRD

codes (I ) that have been used to construct Ntx > 4 STBC’s are based on MRD-STBC for Ntx = 4, i.e., for
Ntx = 8, andNtx = 12.

First, simulation was run to analyze the performance of 3 × 3 and 5 × 5 mentioned above. Gaussian integers
were used to map the blocks to complex symbols. At the receiver, Gabidulin’s decoding algorithm was used to

decode the symbols. 2 × 105 symbols per SNR value were transmitted in each case. The noise was AWGN and

Rayleigh fading was used to model channel response of the system. Fig.3 shows performance curves for 3 × 3
MRD-STBCs that were constructed according to the above described procedure. The system was first modulated

by 5−PSK followed by Gaussian integers mapping. The figure shows the comparison of MRD-STBCs under two

complex mapping schemes. It is evident from the figure that slight performance gain can be obtained in low SNR

region by the use of Gaussian integers. The rank conservation property is better maintained by these integers in

low SNR region. Furthermore, it is also clear from the graph that the gain reduces with the increase in SNR and

Gaussian integers do not perform well for high SNR values. More or less, the same can be said for 5 × 5 system
as depicted in Fig.4. Further experiments are required to investigate these integers for modulation. For instance,

Gaussian integers over different fields (GF(7), GF(11) etc.) may produce better results. These investigations are
left for future work.

Second, simulation was carried out to assess the viability of Gabidulin’s decoding scheme for MRD-STBC especially

under higher antenna configuration due to its low complexity. Because Gabidulin’s decoding scheme requires vector

form to function, 4×4MRD-STBC has been constructed to exhibit 4-transmit antenna configuration. The 4-receiving
antennas increase the rank of the channel matrix and thus help to nullify channel effect and convert received symbols

in a vector for the decoding scheme. In a similar fashion, 8 × 4, and 12 × 4 MRD-STBC’s were constructed using
interleaved MRD codes represented by Eq.6.

Fig.5 shows BER comparison of 4 × 4, 8 × 4, and 12 × 4 MIMO systems. In each case, Gabidulin’s algorithm
was used to decode recovered received symbols. We can see a gradual performance improvement due to I codes

with incremental increase in interleaving order. From the curves in Fig.5, we can see that almost over 1.5dB gain
of 12 × 4 system is observed over 8 × 4 system. Similarly, there is a gain of 4dB of 12 × 4 over 4 × 4 system.
The performance will be much better if the same system is decoded using ML scheme but decoding complexity

increases significantly. Asymptotically, Gabidulin’s algorithm is far better than ML decoder because its complexity

isO
(

d2
r

)

whereas that of ML isO
(

qNtx)
)

. This implies that (1) ML is not suitable to delay sensitive applications

or the applications which cannot afford high computational complexity and (2) ML-decoder is almost impractical for

higher antenna configuration (Ntx ≥ 4) as its complexity grows exponentially with increase in Ntx. Hence, it
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Figure 4: Gaussian integers vs 5-PSK for mapping 5 × 5 MRD-STBC.

Figure 5: BER Performance Comparison of Gabidulin’s Decoding Scheme forNtx = 4,Ntx = 8, andNtx = 12.

is reasonable to say that depending upon the trade-off between computational complexity and antennas number

(Ntx), I with Gabidulin’s decoding may be an elegant replacement to traditional ML-decoder for STBC’s. We
observe that Gabidulin’s algorithm is approximately 5 times faster than ML-decoder.

Concluding Remarks

In this paper, the direct matrix construction of MRD-STBC has been presented and it was shown that the rank

codes can achieve full diversity gain much like OSTBC’s. Though, the performance of OSTBC is generally better

than MRD-STBC yet it does outperform OSTBC provided the absolute value of the determinant of each pairwise

difference is equal to 4 for both types of block code. The role of Gaussian integers has been highlighted especially
low SNR region by exhibiting two STBC cases. Furthermore, we have also evaluated the viability of Gabidulin’s

decoding algorithm to decode MRD-STBC. The algorithm is well-suited to higher transmit antenna codes which

have been constructed using interleaved MRD-STBC’s and which output reasonable BER performance at the cost

of low complexity.
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SELECT AREAS IN COMMUNICATIONS, vol. 16, no. 8, pp. 1451Ű1458, October 1998.
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