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AUTOMATIC CONTROL SYSTEMS 

POSITIVE STABLE REALIZATIONS OF CONTINUOUS-TIME 

LINEAR SYSTEMS 

Tadeusz Kaczorek 

Abstract: The problem for existence and determination of the set of positive 

asymptotically stable realizations of a proper transfer function of linear continuous-time 

systems is formulated and solved. Necessary and sufficient conditions for existence of 

the set of the realizations are established. Procedure for computation of the set of 

realizations are proposed and illustrated by numerical examples. 

Keywords: positive, stable, realization, existence, procedure, linear, continuous-time, 

system. 

Introduction 

Determination of the state space equations for given transfer matrix is a classical problem, 

called realization problem, which has been addressed in many papers and books [Farina 

and Rinaldi 2000, Benvenuti and Farina 2004, Kaczorek 1992, 2009b, 2011c, 2012, 

Shaker and Dixon 1977]. An overview on the positive realization problem is given in 

[Farina and Rinaldi 2000, Kaczorek 2002, Benvenuti and Farina 2004]. The realization 

problem for positive continuous-time and discrete-time linear systems has been 

considered in [Kaczorek 2004, 2006a, 2006b, 2006c, 2011a, 2011b, 2011c] and the 

positive realization problem for discrete-time systems with delays in [Kaczorek 2004, 

2005, 2006c]. The fractional positive linear systems has been addressed in [Kaczorek 

2008a, 2009a, 2011c]. The realization problem for fractional linear systems has been 

analyzed in [Kaczorek 2008b] and for positive 2D hybrid systems in [Kaczorek 2008c]. 

A method based on similarity transformation of the standard realization to the discrete 

positive one has been proposed in [Kaczorek 2011c]. Conditions for the existence of 

positive stable realization with system Metzler matrix for transfer function has been 

established in [Kaczorek 2011a]. The problem of  the existence and determination of the 
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set of Metzler matrices for given stable polynomials has been formulated and solved in 

[Kaczorek 2012]. 

It is well-known that [Farina and Rinaldi 2000, Kaczorek 1992, 2002] that to find 

a realization for a given transfer function first we have to find a state matrix for given 

denominator of the transfer function. 

In this paper necessary and sufficient conditions for existence of the set of positive stable 

realizations of a proper transfer function of linear continuous-time systems are established 

and a procedure for computation of the set of realizations is proposed. 

The paper is organized as follows. In section 2 some preliminaries concerning positive 

linear systems are recalled and the problem formulation is given. Problem solution for 

systems with real negative poles of the transfer function is presented in section 3. The 

problem of the existence and computation of the set of positive asymptotically stable 

realizations for systems with complex conjugate poles is addressed in section 4. 

Concluding remarks are given in section 5. 

The following notation will be used:   - the set of real numbers, mn  - the set of 

mn  real matrices, mn
  - the set of mn  matrices with nonnegative entries and 

1
  nn , nM  - the set of nn  Metzler matrices (real matrices with nonnegative  

off-diagonal entries), nsM  - the set of nn  asymptotically stable Metzler matrices,  

nI - the nn  identity matrix, TA  - transpose of the matrix A,  )(smn  - the set of 

mn  rational matrices in s.  

Preliminaries and the problem formulation 

Consider the continuous-time linear system 

 )()()( tButAxtx                                                                  (2.1a) 

)()()( tDutCxty                                                                  (2.1b) 

where ntx )( , mtu )( , pty )(  are the state, input and output vectors and 

nnA  , mnB  , npC  , mpD  . 

Definition 2.1. [Farina and Rinaldi 2000, Kaczorek 2002] The system (2.1) is called 

(internally) positive if ntx )( , pty )( , 0t  for any initial conditions 

nxx  0)0(  and all inputs mtu )( , 0t . 

Theorem 2.1. [Farina and Rinaldi 2000, Kaczorek 2002] The system (2.1) is positive if and 

only if  
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nMA , mnB 
 , npC 

 , mpD 
 .                                           (2.2) 

Definition 2.2. [Farina and Rinaldi 2000, Kaczorek 2002] The positive system (2.1) is 

called asymptotically stable if  

0)(lim 


tx
t

 for any nx 0 .                                                        (2.3) 

Theorem 2.2. [Farina and Rinaldi 2000, Kaczorek 2002]The positive system (2.1) is 

asymptotically stable if and only if all coefficients of the polynomial 

01
1

1 ...]det[)( asasasAsIsp n
n

n
nn  

                                        (2.4) 

are positive, i.e. 0ia  for 1,...,1,0  ni . 

Definition 2.3. [Kaczorek 2002] A matrix nnP 
  is called the monomial matrix 

(or generalized permutation matrix) if its every row and its every column contains only one 

positive entry and its remaining entries are zero. 

Lemma 2.1. [Kaczorek 2002] The inverse matrix A-1 of the monomial matrix A is equal to 

the transpose matrix in which every nonzero entry is replaced by its inverse. 

Lemma 2.2. If nM MA   then nMM MPPAA  1  for every monomial matrices 

nnP 
  and  

]det[]det[ MnMn AsIAsI  .                                                      (2.5) 

Proof. By Lemma 2.1 if nnP 
  then nnP 


 1  and nMM MPPAA  1  

if nM MA  . It is easy to check that 

]det[det]det[det

}][det{]det[]det[

1

11

MnMn

MnMnMn

AsIPAsIP

PAsIPPPAsIAsI









                              (2.6) 

since 1detdet 1 PP .  

The transfer matrix of the systems (2.1) is given by  

DBAsICsT n  ][)( .                                                   (2.7) 

The transfer matrix is called proper if 

mp

s
KsT 


)(lim                                                        (2.8) 

and it is called strictly proper if K = 0. 

Definition 2.4. Matrices (2.2) are called a positive realization of transfer matrix T(s) if they 

satisfy the equality (2.7). 
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The realization is called asymptotically stable if the matrix A is an asymptotically stable 

Metzler matrix (Hurwitz Metzler matrix). 

Theorem 2.3. [Kaczorek 2002] The positive realization (2.2) is asymptotically stable if and 

only if all coefficients of the polynomial 

01
1

1 ...]det[)( asasasAsIsp n
n

n
nA  

                               (2.9) 

are positive, i.e. 0ia  for 1,...,1,0  ni . 

Lemma 2.3. The matrices 

nskk MPPAA  1 , mn
kk PBB 

 , np
kk PCC 


  1 , mp

kk DD 
 , 

k = 1,…,N     (2.10) 

are a positive asymptotically stable realization of the proper transfer matrix 

)()( ssT mp  for any monomial matrix nnP 
  if and only if the matrices 

nsk MA  , mn
kB 

 , np
kC 

 , mp
kD 

 , k = 1,…,N                  (2.11) 

are a positive asymptotically stable realization of )()( ssT mp . 

Proof. By Lemma 2.1 if P is a monomial matrix then nnP 


 1  is also monomial matrix. 

Hence nsk MA   if and only if nsk MA  , mn
kB 

  if and only if mn
kB 

  and 

np
kC 

  if and only if np
kC 

 . 

Using (2.10) we obtain 

).(][

][}][{

][][)(

1

111111

1111

sTDBAsIC

DPBPAsIPPCDPBPAsIPPC

DPBPPAsIPCDBAsICsT

kkknk

kkknkkkknk

kkknkkkknk













    (2.12) 

Therefore, the matrices (2.10) are a positive asymptotically stable realization of T(s) if and 

only if  the matrices (2.11) are also its positive asymptotically stable realization.  

The problem under considerations can be stated as follows: Given a rational proper matrix 

)()( ssT mp  , find a set of its positive asymptotically stable realizations (2.11). 

In this paper necessary and sufficient conditions for existence of the set of the positive 

asymptotically stable realizations for a given T(s) will be established and a procedure for 

computation of the set of realizations will be proposed. 
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Systems with real negative poles 

In this section the single-input single-output linear continuous-time linear systems with 

the proper transfer function 

01
1

1

01
1

1

...

...
)(

asasas

bsbsbsb
sT

n
n

n

n
n

n
n










                                                     (3.1) 

having only real negative poles (not necessarily distinct) – α1, – α2, …, – αn, i.e. 

n

nnnnnnn

n
n

n
nn

a

aa

asasasssssp







...

,...,...)...()...(,...

,...))...()(()(

210

14323212211

01
1

121












   (3.2) 

will be considered. 

First we shall address the problem for n = 1 with the transfer function 

as

bsb
sT




 01)( , a > 0.                                                              (3.3) 

Theorem 3.1. There exists the set of positive asymptotically stable realizations 

1 PPAA kk , kk PBB  , 1 PCC kk , kk DD  , k = 1,2                      (3.4) 

for any positive parameter P > 0 and Ak, Bk, Ck, Dk having one of the forms 

][],[],1[],[ 1110111 bDabbCBaA                                  (3.5) 

or 

][],1[],[],[ 1221022 bDCabbBaA                                 (3.6) 

of the transfer function (3.3) if and only if  

0,0,0 101  abbba .                                                    (3.7) 

Proof. It is easy to check that the matrices (3.5) are a realization of (3.3). The matrix 

sMA 11  and 11
1


C , 11

1

D  if and only if the conditions (3.7) are satisfied. 

By Lemma 2.3 the matrices (3.4) are a positive asymptotically stable realization of (3.3) 

for any P > 0 if and only if the matrices (3.5) are its positive asymptotically stable 

realization. Proof for matrices (3.6) is similar.  

Theorem 3.2. There exists the set of positive asymptotically stable realizations 

sMkMk MPPAA 2
1  , 12

 kk PBB , 211 


  PCC kk , 11
 kk DD , 

k = 1,2    (3.8) 
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for any monomial matrix 22
P  and AMk, Bk, Ck, Dk having one of the forms 

0,0

],[,
1

0
,

)(
,

1

0
2

11

211

211

20110

1

1

0
2

1
1







































aaaaaa

bDC
bab

baaaabb
B

aa

aaaaa
A T

M
           

(3.9a) 

0,0

],[,
)(

,
1

0
,

1

0
2

11

22

211

20110

22

10
2

1

12







































aaaaaa

bD
bab

baaaabb
CB

aaaaaa

a
AA TT

MM

         (3.9b) 

of the transfer function 

01
2

01
2

2)(
asas

bsbsb
sT




                                                            (3.10) 

if and only if 

04 0
2
1  aa                                                                   (3.11) 

and  

0,0)(,0 211201102  babbaaaabbb  for 10 aa  .                    (3.12) 

Proof. The matrix sM MA 21  if and only if its characteristic polynomial 

01
2

1

10
2

12
1

]det[ asas
aas

aaaaas
AsI M 




  

has negative real zeros and this is the case if and only if the condition (3.11) is met and 

10 aa  . The matrix 

11
21 ][)(lim 




 bsTD
s

 

if and only if b2 ≥ 0. The strictly proper transfer function has the form 

01
2

01
1)()(

asas

bsb
DsTsTsp




                                                   (3.13) 

where 2111 babb  , 2000 babb  . Assuming C1 = [0 1] we obtain 
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01
2

121112

12

11

1

1

10
2

1
1

121
1

]10[][)(
asas

abbsb

b

b

aas

aaaaas
BAsICsT Msp





























 .          

(3.14) 

From comparison of (3.13) and (3.14) we have 

211112 babbb  , 

2011021120012011 )()( baaaabbbababababbb  .        (3.15) 

From (3.15) it follows that 12
1


B  if and only if the conditions (3.12) are satisfied. 

The proof for (3.9b) is similar. By Lemma 2.3 the matrices (3.8) are a positive 

asymptotically stable realization for any monomial matrix 22
P  if and only if 

the matrices (3.9) are its positive asymptotically stable realization.  

Example 3.1. Compute the set of positive asymptotically stable realizations (3.8) of 

the transfer function 

65

26122
)(

2

2






ss

ss
sT .                                                  (3.16) 

The transfer function (3.16) satisfies the conditions (3.11) and (3.12) since 

014 0
2
1  aa  and 

02,0214)(,2 211201102  bababaaaabbb  for 70  a . 

Using (3.9) we obtain 

]2[],10[,
2

214
,

51

65
111

2

1 






 













 DC

a
B

a

aaa
AM          (3.17a) 

and 

]2[],2214[,
1

0
,

565

1
22222 





















 DaCB

aaa

a
AM            (3.17b) 

for the parameter a satisfying 32  a . The desired set of positive asymptotically stable 

realizations of (3.16) is given by 

]2[,]10[,
2

214
,

51

65
1

1
11

1
2

1 






 













  DPC

a
PBP

a

aaa
PAM      

(3.18a) 

and 



Artificial Intelligence Methods and Techniques for Business and Engineering Applications 16 

]2[,]2214[,
1

0
,

565

1
2

1
22

1

22 




















  DPaCPBP

aaa

a
PAM    

(3.18b) 

where 22
P  is any monomial matrix. 

Theorem 3.3. Let the transfer function 

01
2

2
3

01
2

2
3

3)(
asasas

bsbsbsb
sT




                                               (3.19) 

have only real negative poles – α1, – α2, – α3, i.e. 

01
2

2
3

3213 ))()(()( asasasssssd                                (3.20a) 

where 

32103232113212 ,)(,   aaa .                        (3.20b) 

There exists the set of positive asymptotically stable realizations 

sMkMk MPPAA 3
1  , 13

 kk PBB , 311 


  PCC kk , 

11
3][ 

 bDD kk , k = 1,2  (3.21) 

for any monomial matrix 33
P  and AMk, Bk, Ck, Dk having one of the forms 

][,])([)(

)(

,

1

0

0

,

00

10

01

31

322

312122211

3
2
120112

2
1110

11

3

2

1

1 bD

bab

baabb

baaabbb

CBA T
M 

































































 









   

(3.22a) 

or 

12121212 ,,, DDBCCBAA TTT
MM                                         (3.22b) 

of the transfer function (3.19) if and only if the conditions 

0)( 3
2
120112

2
1110  baaabbb                                        (3.23a) 

0])([)( 312122211  baabb                                         (3.23b) 

0322  bab                                                              (3.23c) 

are met. 

Proof. The matrix sM MA 31  if and only if 0k  for k = 1,2,3. The matrix 

11
31 ][)(lim 




 bsTD
s
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if and only if b3 ≥ 0. The strictly proper transfer function has the form 

01
2

2
3

01
2

2
1)()(

asasas

bsbsb
DsTsTsp




                                               (3.24) 

where 3222 babb  , 3111 babb  , 3000 babb  . 

Assuming ]100[1 TB  we obtain 

01
2

2
3

3212112132
2

3

21

1

01
2

2
3

321

1

3

2

1

3211
1

131

)]([

))((

1
][

1

0

0

00

10

01

][][)(

asasas

cccsccsc

ss

s
asasas

ccc

s

s

s

cccBAsICsT Msp





















































































      

(3.25) 

From comparison of (3.24) and (3.25) we have 

.)(

,])([)()()(

,

3
2
120112

2
11102131230001

31212221121331121312

32223

baaabbbccbabbc

baabbcbabcbc

babbc











      

(3.26) 

From (3.26) it follows that 31
1


C  if and only if the conditions (3.23) are met. The proof 

for (3.22b) follows immediately from the equality that  

.][

][]][[)()(

22
1

232

11
1

13111
1

131

DBAsIC

DCAsIBDBAsICsTsT

M

TT
M

TT
M

T









         (2.27) 

By Lemma 2.3 the matrices (3.21) are a positive asymptotically stable realization of (3.19) 

for any monomial matrix 33
P  if and only if the matrices (3.22) are its positive 

asymptotically stable realization.  

Theorem 3.4. There exists the set of positive asymptotically stable realizations 

nsMkMk MPPAA  1 , 1
 n

kk PBB , n
kk PCC 


  11 , 11

 kk DD ,  

k = 1,2          (3.28) 

for any monomial matrix nnP 
  and AMk, Bk, Ck, Dk having one of the forms 
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][,

...

,

1

0

0

,

...000

...

0...10

0...01

1

1

2,12

0,13202100

11

2

1

1 n

n

nnnn

nn

T

n

M bD

b

cab

cacacab

CBA 

























































































   

(3.29a) 

or 

12121212 ,,, DDBCCBAA TTT
MM                                            (3.29b) 

of the transfer function (3.1) with only real negative poles – α1, – α2, …, – αn if and only if 

the conditions  

0...

0

0

0,1320210001

2,1221

11













nnn

nnnnnnn

nnnn

cacacababc

cababc

babc


                                (3.30a) 

where 

nnn

nnnnnnn

a

aa

aaaaaa

















...

,...,...)...()...(,...

,,)(,,,,

212,1

14323211,1210,1

3213232321313213021212120110



     (3.30b) 

are met. 

Proof. The matrix nsM MA 1  if and only 0k  for k = 1,2,…,n. The matrix 

11
1 ][)(lim 




 n
s

bsTD                                                           (3.31) 

if and only if bn ≥ 0. The strictly proper transfer function has the form 

01
1

1

01
1

1
1

...

...
)()(

asasas

bsbsb
DsTsT

n
n

n

n
n

sp









                                      (3.32a) 

where  

nkkk babb   for k = 0,1,…,n – 1.                                                  (3.32b)  

Assuming 1
1 ]10...0[ 

 nTB  we obtain 



19 ITHEA 

)(

)(...)(

)(

)(

1

)(

]...[

1

0

0

...000

...

0...10

0...01

]...[][)(

1121

1

11

1

2

1

11
1

11

sd

spcspcc

sp

sp

sd

cc

s

s

s

ccBAsICsT

n

nn

n

n

n

n

nMnsp
























































































             

(3.33a) 

where 

....,,...,...

,...))...()(()(

,,,))(()(

,,)(

,...)(

1210,11212,1

0,11,1
2

2,1
1

1211

212021212021
2

212

1101011

01
1

1
























nnnnn

nn
n

nn
n

nn

n
n

n
n

aa

asasasssssp

aaasassssp

aasssp

asasassd










             

(3.33b) 

From comparison of (3.33a) and (3.32a) we have 

....

,

,

0,132021001

2,1222,121

111

nn

nnnnnnnnnnn

nnnnn

cacacabc

cababcabc

babbc














                                   (3.34) 

From (3.34) it follows that nC 
 1

1  if and only if the conditions (3.30) are met. The proof 

for (3.29b) follows immediately from (2.27). By Lemma 2.3 the matrices (3.28) are 

a positive asymptotically stable realization of (3.1) for any monomial matrix nnP 
  if 

and only if the matrices (3.29) are its positive asymptotically stable realization.  

From above considerations we have the following procedure for computation of the set of 

positive asymptotically stable realizations (3.28) of the transfer function (3.1) with real 

negative poles. 
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Procedure 3.1. 

Step 1. Check the conditions (3.30). If the conditions are met, go to Step 2, if not then 

does not exist the set of realizations. 

Step 2. Using (3.29) compute the matrices AMk, Bk, Ck, Dk for example for k = 1 or  

k = 2. 

Step 3. Using (3.28) compute the desired set of realizations. 

Example 3.2. Compute the set of positive asymptotically table realizations of the transfer 

function 

412136

8.74.126.82.22.0
)(

234

234






ssss

ssss
sT .                                            (3.35) 

The transfer function (3.35) has two real double poles 121   , 

243   . Using Procedure 3.1 we obtain the following. 

Step 1. The conditions (3.30) are satisfied since 

.02

,01

,02

,01

4303202104001

4313214112

4324223

4334









cacacababc

cacababc

cababc

babc

                                      (3.36) 

Step 2. In this case the matrices (3.29a) have the forms 

]2.0[],1212[,

1

0

0

0

,

2000

1200

0110

0011

1111 















































 DCBAM .              (3.37) 

Step 3. The desired set of realizations of (3.35) is given by 

]2.0[,]1212[,

1

0

0

0

,

2000

1200

0110

0011

1
1

11
1

1 















































  DPCPBPPAM      

(3.38) 

for any monomial matrix 44
P . 
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Systems with complex conjugate poles 

In this section the single-input single-output linear continuous-time system with 

the transfer function (3.1) having at least one pair of complex conjugate poles will be 

considered. 

Theorem 4.1. There exists the set of positive asymptotically stable realizations 

sMkMk MPPAA 3
1  , 13

 kk PBB , 311 


  PCC kk , 

11
3][ 

 bDD kk , k = 1,2       (4.1) 

for any monomial matrix 33
P  and the matrices AMk, Bk, Ck, Dk having one of the 

forms 

011321212231212121213

311

322

3
2
120112

2
1110

3221
2
22221

1

2

231

13221

1

)(,))((

],[],100[

,)(

)()(

,

01

0

1

apappppaaappppppaa

bDC

bab

bpaapabpbpb

bpaaabapb

B

p

ap

aapp

AM





















































                 

(4.2a) 

or 

12121212 ,,, DDBCCBAA TTT
MM                                            (4.2b) 

of the transfer function  

01
2

2
3

01
2

2
3

3)(
asasas

bsbsbsb
sT




                                                       (4.3) 

if and only if the coefficients of the polynomial 

01
2

2
3

3 )( asasassd                                                       (4.4) 

satisfies the conditions 

02792,03 021
3
21

2
2  aaaaaa                                           (4.5) 

and 

0

,0)(

,0)()(

322

3
2
120112

2
1110

3221
2
22221







bab

bpaapabpbpb

bpaaabapb

                                      (4.6) 

are where p1, p2 are positive parameters satisfying 0 < p1 + p2 < a2. 
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Proof. If the matrix sM MA 31  if and only if its characteristic polynomial 

01
2

2
3

2

231

13212

133

01

0

1

]det[)( asasas

ps

aps

appas

AsIsd M 







    

(4.7) 

has the coefficients satisfying the conditions (4.5) [19] and 0 < p1 + p2 < a2. 

The matrix 

11
31 ][)(lim 




 bsTD
s

                                                       (4.8) 

if and only if b3 ≥ 0. The strictly proper transfer function has the form 

01
2

2
3

01
2

2
1)()(

asasas

bsbsb
DsTsTsp




                                          (4.9a) 

where  

3222 babb  , 3111 babb  , 3000 babb  .                                     (4.9b) 

Assuming ]100[1 C  we obtain 

.
)(])([

]))((1[

01

0

1

]100[][)(

01
2

2
3

13121211112132211
2

13

13

12

11

01
2

2
3

12121

13

12

11

1

2

231

13212

1
1

131

asasas

bpppabpbsbpabsb

b

b

b

asasas

psppasps

b

b

b

ps

aps

appas

BAsICsT Msp







































































 

(4.10) 

From comparison of (4.9a) and (4.10) we have 

.)()(

,)()()(

,

3
2
120112

2
1110131212111012

3221
2
222211322111

322213

bpaapabpbpbbpppabpbb

bpaaabapbbpabb

babbb







     (4.11) 

From (4.11) it follows that 13
1


B  if and only if the conditions (4.6) are met. The proof 

for (4.2b) is similar. By Lemma 2.3 the matrices (4.1) are a positive asymptotically stable 
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realization for any monomial matrix 33
P  of (4.3) if and only if the matrices (4.2) are 

its positive asymptotically stable realization.  

Remark 4.1. The matrix AM1 in Theorem 4.1 can be replaced by the matrices [19] 
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and the matrix 2MA  by T
M

T
M AA 43, . For AM3 the matrices B3 and C3 have the forms 
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and for AM4 the matrices B4 and C4 have the forms 
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From above considerations we have the following procedure for computation of the set of 

positive asymptotically stable realizations. 

Procedure 4.1. 

Step 1. Check the conditions (4.5) and (4.6). If the conditions are met, go to Step 2, if not 

then does not exist the set of realizations. 

Step 2. Using (4.2) compute the matrices AMk, Bk, Ck, Dk for example for k = 1 or k = 2. 

Step 3. Using (4.1) compute the desired set of realizations. 

Example 4.1. Compute the set of positive asymptotically table realizations of the transfer 

function 
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Using Procedure 4.1 we obtain the following. 

Step 1. The transfer function (4.13) satisfies the conditions (4.5) and (4.6) since 
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 for 0 < p1 + p2 < 9. 

Step 2. Using (4.2a), (4.13) and (4.14b) we obtain 
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 where 

8)()(9)](8[

,25))]((9[

2
2121212123

21212113





ppppppppa

ppppppa
 

 and p1, p2 are arbitrary parameters satisfying 0 < p1 + p2 < 9. 

Step 3. The desired set of positive stable realizations is given by 
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1

1111
1

11 ,,, DDPCCPBBPPAA MM                                           (4.16) 

for any monomial matrix 33
P . 

Theorem 4.2. There exists the set of positive asymptotically stable realizations 
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for any monomial matrix 44
P  and the matrices AMk, Bk, Ck, Dk having one of the 

forms 
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and 
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or 
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of the transfer function  
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if and only if the coefficients of the polynomial 
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are where p1, p2, p3 are positive parameters satisfying 0 < p1 + p2 + p3 < a3. 

The proof is similar to the proof of Theorem 4.1. 

Remark 4.2. The matrix AM1 in Theorem 4.2 can be replaced by the matrices 
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and the matrix 2MA  by the matrices T
M

T
M

T
M AAA 543 ,, . 

In general case let us consider the transfer function 
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with at least one pair of complex conjugate poles. 

Theorem 4.3. There exists the set of positive asymptotically stable realizations 
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for any monomial matrix nnP 
  and AMk, Bk, Ck, Dk having one of the forms 
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(4.26a) 

where p1, p2, …, pn - 1 are positive parameters satisfying 0 < p1 + p2 +…+ pn - 1 < a n – 1 

or 
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of the transfer function (4.24) if and only if the coefficients of the polynomial  
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satisfies the conditions  
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Proof. It is well-known [Kaczorek 2012] that there exists nsM MA 1  if and only if 

the coefficients of the polynomial (4.27) are positive and satisfy the conditions (4.28). 

The matrix 
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if and only if bn ≥ 0. The strictly proper transfer function has the form 
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where  

nkkk babb   for k = 1,2,…,n – 1.                                              (4.31b)  
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From comparison of (4.31a) and (4.32a) we have 
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From (4.33) it follows that 1
1


 nB  if and only if the conditions (4.29a) are met. 

The proof for (4.26b) follows immediately from (4.27). By Lemma 2.3 the matrices (4.25) 

are a positive asymptotically stable realization of (4.24) for any monomial matrix 

nnP 
  if and only if the matrices (4.26) are its positive asymptotically stable 

realization. 

Remark 4.2. The matrix AM1 in Theorem 4.2 can be replaced by the matrices 
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         (4.23)  

where p1, p2, …, pn - 1 are positive parameters satisfying 0 < p1 + p2 +…+ pn - 1 < a n – 1 

and the matrix 2MA  by the matrices T
Mn

T
M AA 23,...,  . 

To compute the desired set of positive asymptotically stable realizations (4.25) of (4.24) 

Procedure 4.1 with slight modifications can be used.  

Conclusion 

The problem of existence and computation of the set of positive asymptotically stable 

realizations of a proper transfer function of linear continuous-time systems has been 

formulated and solved. Necessary and sufficient conditions for existence of the set of 

realizations have been established (Theorems 3.1 – 3.4 and 4.1 – 4.3). Procedure for 

computation of the set of realizations for transfer functions with only real negative poles 

and with at least one pair of complex conjugate poles have been proposed 
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(Procedures 3.1 and 4.1). The effectiveness of the procedures have been demonstrated 

on numerical examples. The presented methods can be extended to positive 

asymptotically stable discrete-time linear systems and also to multi-input multi-output 

continuous-time and discrete-time linear systems. An open problem is an existence of 

these considerations to fractional linear systems [Kaczorek 2011c].  
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