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Abstract: The main goal of this paper is to present and evaluate the possibility of using 

the methods and tools of Artificial Intelligence and Data Mining to analyze marketing data 

needed to support decision-making in the process of market segmentation. This paper 

describes the application of Kohonen’s Neural Networks and Classification Trees 

(including tools such as CART-Classification and Regression Tree, Chi-squared 

Automatic Interaction Detector (CHAID) and Boosted Tree) to solving problems of 

classification and grouping of data. The main part presents the results of market 

segmentation that can be used by the company producing household products. Finally 

conclusions and further research plans have been described. 
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Introduction 

In order to effectively run a modern enterprise operating on international markets, 

in conditions of intensive and constantly growing competition, there is a need for 

knowledge that is often hidden in massive data sets. Every organization conducts its 

business with the use of huge amount of information. This information constitutes 

the sources of knowledge regarding firm’s processes and functions, and is essential for 

making informed decisions. 

Today the words of Philipp Kotler, well-known specialist in the field of marketing become 

more and more important. As he says: "If the data cannot be transformed into information, 

which will be the basis of knowledge, and knowledge - the source of wisdom, we lose far 

more than we get." [Kotler Ph., 1984]. These words show the importance and the need to 

develop modern tools and systems for the processing and analysis of all these huge 

streams of information in order to obtain the knowledge necessary to make optimal 

decisions in the process of firm’s management. 
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The main responsibility of marketing analysis is to provide managers with very important 

market knowledge which concerns the potential markets, specificity of demand and 

the trends related to pricing as well as advertising effectiveness. It gives a manager an 

opportunity to learn how the characteristics of the market, distribution channels and 

strategies to stimulate sales look like.  

Traditionally, marketing data analysis uses statistical methods such as regression and 

correlation analysis or discriminant and factor analysis. As noted by Stanimir 

"The effectiveness of marketing activities may be multiplied by interpreting customer 

behavior using modern IT solutions." [Stanimir, 2006]. This is why nowadays marketing 

research is supported by advanced tools, methods and techniques of artificial intelligence. 

In recent years, the field of research known as "data mining" has been developing very 

intensively. Data mining is primarily focused on automating the analysis of large data sets 

stored in databases and/or data warehouses. Data mining is about finding hidden patterns 

or relationships in large data sets. The knowledge regarding these discovered patterns 

may be used as a basis for decision making processes. Data mining is also known as an 

intelligent analysis of the data, because the paradigm is based on the use of artificial 

intelligence methods and techniques (neural networks, genetic algorithms) [Hand David et 

all, 2005], [Larose , 2006], [Cios K., 1998]. 

In this paper the evaluation of the possibility of using the methods and tools of Artificial 

Intelligence and Data Mining to analyze marketing data, needed to support decision-

making in the process of market segmentation has been presented. The paper describes 

the study of the application of Kohonen’s Neural Networks and Classification Trees 

(including CART-Classification and Regression Tree, Chi-squared Automatic Interaction 

Detector (CHAID) and Boosted Tree) to solving problems of classification and grouping of 

marketing data. The main part presents the results of market segmentation that can be 

used by the company producing household products. Finally conclusions and further 

research plans have been described. 

Theoretical foundations 

Classification and grouping belong to basic tasks of the data mining. Problems of 

classification are very common (which products should be offered on which markets, 

which customers are credible and which are not, recognition of signals and images etc.) 

and are being solved in the everyday business activity, in the process of managing 

organization, in the medical or technical diagnostics, and in data analyses as well as 

measuring experiments.  

http://www.albertus.pl/index.php?i=3&a=szukaj&sz_gr_id=3&sz_info=Redakcja%3A+Agnieszka+Stanimir&ss=autor
http://www.albertus.pl/index.php?i=3&a=szukaj&sz_gr_id=3&sz_info=Redakcja%3A+Agnieszka+Stanimir&ss=autor
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Especially significant are the developments of tools and systems that are able to 

effectively support the problem solving in situations of high complexity, large number of 

problem’s parameters or time constraints imposed on the solution. Problems of 

classification and grouping of marketing data belong to the above mentioned categories 

and usually require sophisticated computational techniques and methods [Migut, 2010], 

[Mynarski, 2010] , [StatSoft, 2010]. 

Classification is about assigning the object to one of the model classes based on selected 

distinctive features. The process may be called classification when the categories to which 

elements of input set will be assigned are determined in advance. The term classification 

is also defined as an automatic determination of objects affiliation to specified class on the 

basis of their images [[Adamczak, 2001], [Hand David et all, 2005], [Stąpor, 2011], 

[Szczuka, 2000]]. Classification is the most frequently solved problem both in technology 

and economy. Formally, classification is defined as the process of mapping data into the 

set of predefined classes. 

 

(1) 
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  is the finite set of classes, whereas the set R

pX  is the 

attribute space, and the decision about the classification result is based on these 

attributes. Classification mapping fc divides space X into n decision areas, grouping 

the attributes patterns that belong to one category [Zieliński, 2000]. Input data is the set of 

examples, observations and samples which are the list of the descriptive features values. 

Output data constitutes a model (classifier). The main aim of data classification is to build 

formal classifier. The classification process consists of two stages: building a model and 

testing unknown values.  

Grouping also known as clustering is a primal in relation to classification because is 

responsible for defining classes. The process may be called grouping when the number of 

groups and the ranges of distinctive features values are not known before the division of 

the input set. Grouping is about matching similar and separating different objects [Hand 

David et al., 2005], [Li S., 2000], [Żurada et al., 1996]. It also means the division of set of 

elements into subsets on the basis of distinctive features detected during the process of 

division. 

Neural networks are widely used as classifiers [Jang et al., 1997], [Moon et al., 1998], 

[Takagi et al., 2000], [Setlak G., 2004]. Classification and clustering problems have been 

addressed in many research works and disciplines such as statistics, machine learning as 

well as databases. The basic algorithms of the classification methods are presented in 

[Nauck et al., 1997], [Stąpor, 2005], [Żurada et al., 1996]. 
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The applications of the clustering procedure can be divided into following categories 

[Hand David et all, 2005]: 

 hierarchical form trees in which the leaves represent particular objects, and 

the nodes represent their groups. The higher level concentrations include the 

lower level concentrations. In terms of hierarchical methods, depending on 

the technique of creating hierarchy classes (agglomerative methods and divisive 

methods); 

 graph-theoretic clustering, 

 fuzzy clustering, 

 methods based on evolutionary methods, 

 methods based on artificial neural networks. 

The most often used classification methods, also applied to marketing data analysis, are 

the following: decision trees (aka classification trees) [Li S., 2000], [Mynarski, 2010], 

methods of naive Bayes classification [Migut, 2010], [Stanimir et al., 2006], memory 

classification (e.g. nearest neighbor method or neural networks [Li S., 2000], [Szczuka, 

2000]). Nowadays for solving problems of classification and grouping scientists are using 

also artificial neural networks [Hand David et al., 2005], [Larose, 2006], [Setlak, 2000], 

[Stąpor, 2011] and algorithms of fuzzy grouping (aka fuzzy clustering algorithms) [Czogala 

et al., 2000], [Jang, 1997]. What is more, the solutions that are combination of several 

artificial intelligence tools (neural networks, fuzzy logic, genetic algorithms) are applied, 

what enables to create more efficient hybrid neuro-fuzzy classifiers in which genetic 

algorithms are used for a teaching process [Nauck, 1997], [Rutkowska, 2000], [Setlak, 

2001], [Setlak, 2008], [Lotfi Zadeh, Rutkowska, 2000]. 

In this research, artificial neural networks and decision tree algorithms have been used as 

a basic tool for creating classifiers. Neural Networks have been selected because they 

possess such characteristics as approximation abilities, interference immunity and 

adaptability. However, it is worth to remember that it may be good idea to use neural 

networks along with other AI tools such as decision trees, expert systems, and fuzzy sets 

as well as fuzzy logic. Such combination enables to design more efficient support 

systems, free from neural networks deficiencies. 

Experiment 

An experiment includes several tasks of vacuum cleaners market segmentation. Market 

segmentation is about dividing market into smaller parts called segments. Segments are 

created according to segmentation criteria. These criteria may be related to customers’ 

http://www.albertus.pl/index.php?i=3&a=szukaj&sz_gr_id=3&sz_info=Redakcja%3A+Agnieszka+Stanimir&ss=autor
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preferences, method of purchase, gender, age or other characteristics selected by 

marketer.  

After segmentation is done, company has to choose the segment that is best suited for 

specific product. The primary goal of segmentation is customer preferences analysis. 

The secondary is the product positioning, which is the process of giving the product 

specific features that will differentiate it from similar products offered by competitors 

[Migut, 2010], [Stanimir et al., 2006]. 

Before the segmentation is performed the criteria of segmentation have to be determined. 

Next important step is to identify, if it is possible, optimal number of segments (groups or 

classes). In specialist literature two types of segmentation are distinguished: descriptive 

segmentation and predictive segmentation. 

Descriptive segmentation is usually used in situations where: 

• there is lack of criteria used for groups selection, 

• all the variables (attributes describing objects) are independent variables, 

• there is a lack of information allowing the use of methods of learning with the 

teacher, and one can use only the methods of so-called not-directed data mining 

(learning without a teacher) [Migut, 2010]. 

Descriptive market segmentation may be conducted with the use of such methods and 

tools as agglomeration method, the method of K-means and one of the modern methods 

– Kohonen’s Neural Networks. 

Table 1. Characteristics of the products (vacuum cleaners) 

The attribute Description The data type 

ENGINE_W Engine power, W Numerical 

PRICE Price Numerical 

FILTR_SYS Advanced filtration system {yes, no} 

AUTOFUNC Automatic power control {yes, no} 

AUTOCORD Auto cord rewinder  {yes, no} 

SPD_CTRL Electronic adjustment of suction strength {yes, no} 

NOISSYS Noise suppression system  {yes, no} 

WASH Wet cleaning option {yes, no} 

VIEW Style and design {yes, no} 

FEATURE Additional features {yes, no} 

BRAND Brand {yes, no} 

SERVICE After sales service {low, medium, high} 

 

http://www.albertus.pl/index.php?i=3&a=szukaj&sz_gr_id=3&sz_info=Redakcja%3A+Agnieszka+Stanimir&ss=autor
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Predictive Segmentation is used in situations where: 

• it is possible to determine the criterion of segmentation, 

• the variables are independent, 

• directed data mining methods based on learning with the teacher may be used. 

The data sets used in the study have been developed as a result of marketing research 

(surveys) conducted for company producing vacuum cleaners in years 2003-2005. 

The data includes vacuum cleaners characteristics. For these products, according to 

research goals, the tasks of classification and grouping have been carried out. Table 1 

contains the input parameters (products’ characteristics) for the classification and 

grouping processes. 

An output parameter, in a prepared data set, is one of the market segments that is 

selected in the process of classification. It is marked in the training set with CLASS label. 

Descriptive segmentation with Kohonen’s Neural Networks 

At first, the process of data clustering has been done in Statistica Neural Networks 

environment with the use of Kohonen’s Neural Network. 

Kohonen’s Neural Network is also called the self-organizing maps (SOM) due to the way 

of learning – it uses unsupervised learning approach. Neural Networks developed by 

Teuvo Kohonen in 1982 [Kohonen,1989], [Kohonen,1990] constitute the special category 

of Artificial Neural Networks. These are unidirectional networks, made up of two layers. 

In the first layer (input layer) are only neurons corresponding to the input signals for 

transmission from the data source to the network. Each neuron of the input layer is 

connected to all output neurons (so called full network). Output layer acts as both 

computing and presenting the results. Neurons form a topological map, thanks to which, 

data clusters found in the data set may be observed.  

The basic method of self-organizing networks learning, including Kohonen’s network, 

is a competitive learning method [Kohonen,1989]. The method is based on competitive 

learning in which only one output neuron in the group is active at a given moment. 

All output units compete with one another, so this rule is sometimes called the "winner 

takes all". Purpose of this type of network is grouping or classification of input patterns. 

It is done in accordance with the principle that similar input signals trigger the same output 

units of the neural network. Groups are defined based on the correlation of the input data. 

Kohonen’s network is able to process complex input signals and thanks to this it may be 

used to test a set of products that may have both quantitative and qualitative attributes. 

It was decided that during the learning process, the CLASS attribute is not taken into 

account. It will be treated as an attribute, which the groups found by the network will be 
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compared with. Disabling CLASS variable in the process of learning is necessary 

to ensure that the comparative analysis of clusters found by the network and market 

segments gathered in CLASS attribute is reliable. Besides CLASS attribute, all other 

variables have been selected for analysis. 

The data that will be used by the neural network has to be properly prepared in advance. 

All the records in the data set should contain all values of attributes. In addition, 

all the values should be stored in the same structure for all records. The data set has met 

these assumptions. Therefore, the initial stage of data processing (called preprocessing) 

is limited to encoding the attributes’ values. In the case of continuous attributes 

(ENGINE_W and PRICE) their maximum and minimum values in the data set are known. 

In addition, it is assumed that the network learned will be used to group objects which 

attributes’ values do not exceed the scope defined in the training set. For encoding 

continuous attributes min-max normalization method was used. It allows to normalize the 

value of the variable that will belong to <0,1> interval. It is done according to the formula 

(2): 

  
(2) 

where: 

 X*  - Scaled continuous value attribute of the record, 

 X - The attribute value of the record before scaling, 

min(x)   - Minimum value of the attribute in the data set, 

range(x)=max(x)-min(x)  - The range of attribute values in the entire data set. 

In the case of SERVICE attribute, neural network uses three input neurons corresponding 

to one of three possible attribute states: "service = low", " service = medium ",  

"service = high". The possible tags’ values are true (1) or false (0). All other attributes are 

encoded using two values: 0 and 1. In the next step, the data set used for the analysis 

has been divided into three subsets: for learning, for validation and for testing. Training 

set is responsible for the proper modification of neuronal weights during learning process. 

A validation set controls learning error value, what allows the selection of the best network 

training algorithm, and stops the process if the symptoms of network over-training have 

been identified. 

The validation set is a basis for an independent test to check the correctness of the 

network operation and will be used at the end of the learning process. For the validation 

and test sets, 39 cases have randomly been selected. The remaining 116 records 

constitute training set. Table 2 shows the number of cases of each segment divided into 

training, validation and testing sets. 
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Table 2. Number of cases in the collection used in Statistica Neural Networks 

CLASS attribute value (market segments) 
Sum 

Set m1 m2 m3 m4 

Training  25 47 27 17 116 

Validation  8 11 10 10 39 

Testing 13 14 5 7 39 

Sum 46 72 42 34 194 

 

The assumption related to data division into training, validation, and testing sets was to 

keep similar proportion of training cases to total number of cases for every value of 

CLASS attribute. Thanks to drawing process that has been used for data set division, this 

assumption has been met. The result is that the training set is as representative as the 

entire data set. Such prepared data set was analyzed with the use of Kohonen’s network. 

The structure of the network is shown in Figure 1. It includes one input neuron for each 

quantitative and binary attributes and three neurons for SERVICE attribute (one neuron 

for each possible value of this attribute). In the output layer there are 98 neurons arranged 

according to 14 × 7 configuration.  

The size of the output layer has been determined experimentally. The minimum number of 

neurons needed to create a topological map that reflects the market segments is four 

(each neuron corresponds to a different segment). However, after learning the network 

with 2×2 output layer and analysis of its behavior it turned out that the error it makes is not 

acceptable. Every neuron was the winner for the cases related to different market 

segments. Therefore it was not possible to tag every neuron with market segment label. 

Extending the size of topological map enabled the identification and tagging of clusters 

recognized by the network. 
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Figure 1. Architecture of Kohonen’s network developed for the research 

Teaching the Kohonen’s network in Statistica Neural Networks environment was 

conducted with the Kohonen’s algorithm. Learning consists of three stages. In the first one 

(called preliminary learning) network "is reading" the data set and initially arranges 

clusters on the topological map. The second stage is called tutoring or fine tuning, and 

provides a better fit of the output layer neurons to the training set by appropriate 

adjustment of the position of individual neurons. For both phases the values of three 

learning parameters have been experimentally determined (Table 3). 

Table 3. The parameter values Kohonen network learning 

 Number of 

epochs 

(periods) 

Learning rate Neighborhood 

 
Initial 

value 

The final 

value 

Initial 

value 

The final 

value 

Initial 

learning 
200 0.50 0.10 7 6 

Tutoring 500 0.10 0.01 6 0 

 

Number of epochs is the number of iterations of the learning algorithm. During a single 

iteration the network examines the training set and modifies the weights. It was assumed 

that in the first two stages of learning there is a need for 200 periods. In the second step, 

for more precise clusters identification, this number was increased to 500. Adoption of 
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smaller number of epochs resulted in deterioration in cluster recognition done by network. 

However, the greater number of iterations resulted in only a slight reduction of the error. 

Learning rate is responsible for a speed of learning. The higher this value is, the stronger 

the network weights are modified after every iteration of the learning algorithm. It was 

determined that during the initial learning this factor had the greatest value. Over 

the iterations, the learning rate was decreasing linearly. During the process of network 

training the value of learning rate adopted was five times smaller than during the first 

stage of learning. This allows the Kohonen’s network to learn more slowly but more 

accurately. 

Neighborhood size determines the number of neurons within the winning neuron, which 

are involved in the adaptation process. After selecting the winner from the training set for 

a particular case, the weights of the winner and all neurons within the neighborhood have 

been modified. It causes that these neurons have a greater chance of winning 

the competition in the future, when similar case occurs in the training set. In the first stage 

of learning greater value of neighborhood has been adopted in order to enable the 

creation of clusters on the topological map. In the second stage of learning 

the neighborhood size was decreased to 0. As a result only weights of winners were 

modified, what has made the clusters boundaries more clear. 

After learning process the Kohonen‘s network has been run for all cases from the data 

set. A large number of wins of the neuron indicates the existence of the center of cluster 

in the given place of the topological map. All the neurons of the output layer, which won 

at least once, have been named. For labeling the neurons the CLASS attribute values 

were used (label "mn" denotes winning neuron for the cases in the segment tagged "n"). 

The results of labeling process are shown in Figure 2. 

 

Figure 2. The topological map of Kohonen’s network with segments’ labels next to winning neurons 
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On the topological map presented in figure 2 it is possible to observe the regions, which 

include neurons that won for the cases from one specific market segment. However, 

in some areas of the map it is quite difficult to clearly determine the boundaries between 

clusters, because some neurons that are next to each other and have labels of different 

segments. What is more, some neurons won for cases belonging to two different 

segments of the market. Therefore, in the next step the cases that belong to hardly 

recognizable areas of the map have been analyzed. 

During the comparative analysis of maps regions it turned out that there are groups of 

products with similar characteristics, yet belonging to different segments of the market. 

This is the reason why the map has been labeled again. The new labels reflect 

the boundaries of clusters identified by the Kohonen’s network and now take into account 

the results of the comparative analysis in the areas that have initially been difficult to 

interpret. A topological map after re-labeling is shown in Figure 3. 

In order to distinguish neurons after re-labeling, they have been marked with "cn" labels, 

where "n" is a number of recognized market segment. Then, based on new topological 

map for each case from data set new market segment has been assigned. Information 

about which product belongs to which market segment is stored in the data set as the 

CLUSTER attribute’s value. This attribute is the second dependent variable (apart from 

CLASS variable). All analyzes have been conducted with the use of decision trees for 

both dependent variables. It enabled to assess what was the impact of Kohonen’s 

network on decision trees built. 

 

Figure 3. Kohonen’s network topological map after re-labeling neurons 
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Classification and Regression Trees 

Statistica Data Miner contains a wide range of techniques for classification as well as 

construction and implementation of appropriate models. For classification task one can 

use such techniques as: Classification Trees Models, General Classification and 

Regression Trees (GTrees), general CHAID models, cluster analysis, cluster analysis 

using generalized EM and k-means (with a cross test). In the study presented in 

the paper, the first models have been developed with Classification and Regression Trees 

(CART). 

The main idea behind the classification and regression trees is to present a set of data in 

the form of a decision tree. Algorithms that allow to generate decision trees belong to the 

teacher based learning algorithms category (also known as supervised learning). In these 

algorithms the training set with the qualitative goal variable that divides cases from the 

training set into classes has to be provided. The algorithm learns what values of attributes 

correspond to each class of goal variable. Generated tree can classify not only cases from 

the training set, but it should also have the ability to generalize the knowledge gained. 

This allows to classify new cases, that are not present in the training data. Thus it can be 

a part of a decision support system. 

The decision tree is a directed graph consisting of decision nodes and leaves, 

interconnected by branches. Each decision node corresponds to an attribute of the data 

set.  The branches coming out from the node symbolize the possible values of a given 

attribute. Each branch may lead to the next decision node or a leaf node. Decision nodes 

divide the data set into subsets. The leaves contain a solution of the classification 

problem, which assigns a specific class to the subsets of cases. In the decision nodes 

there are variables that are able to divide the data set according to the goal variable. 

Classification and Regression Tree (CART) is an algorithm that can generate a strictly 

binary tree, where each node can divide the data set into two subsets only. Trees of this 

kind are rarely used in solving marketing problems. Nevertheless it was decided to 

compare the predictive abilities of the CART trees created for CLASS and CLUSTER 

dependent variables. For every variable the distinct trees with the similar level of 

complexity (with regard to number of decision nodes and leaves) have been selected for 

analysis. 

Program generated 8 CART decision trees with different degree of pruning for both 

CLASS and CLUSTER dependent variables. The pruning of decision tree protects it from 

overfitting, the situation in which tree depends too much on irrelevant features of the 

training instances, with the result that it performs well on the training data but relatively 
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poorly on unseen instances. CART algorithm is able to properly trim the nodes and 

branches of the tree. The resulted tree makes bigger classification error but it is less 

complicated. Lower tree complexity results in the ability to knowledge generalization, what 

allows for better classification of unknown cases during learning. In order to select 

the best pruned tree V-fold cross-validation was used. It is designed especially for small 

data sets, because it does not require a separate set of test cases isolated from 

the training set. It draws the V samples from the training set, which will serve as test sets. 

Then they are tested with varying degrees on trees with different degree of pruned 

branches. The result is the cost of cross-validation calculated on the basis of the results of 

classification of each of the trees. As best pruned tree is selected the one that is the least 

complex and at the same time its cost of cross-validation is the smallest one. The program 

has selected the models for CLASS and CLUSTER variables with regard to the selection 

criteria described above. Table 4 presents the results. 

Histograms placed in the leaves nodes represent the distribution of the dependent 

variable for training cases assigned to the leaf. In case of tree for the dependent variable 

CLASS, the highest classification uncertainty may cause the leaves with numbers 18, 26, 

30, 31. Their histograms show that with such complexity of the decision tree, several 

cases are classified into other segments of the market than they have nominally been 

assigned. It was decided to analyze these training cases. They have been compared with 

the cases put by the Kohonen’s network in the areas of the topological map that were 

difficult to describe. It turned out that several records assigned to four of these leaves also 

belong to these regions of a topological map of the network. This example shows that 

both the Kohonen’s network and the CART algorithm have found a group of products that 

are difficult to unambiguously classify to one of the four segments described in CLASS 

variable. 

Histograms placed on the tree for the CLUSTER dependent variable show that cases 

have been classified with higher level of certainty. None of them indicates that to one leaf 

similar number of cases belonging to different classes has been assigned. Although 

the CART algorithm used the same predictors during the creating of both two trees, 

variables that were included in the decision nodes are different. PRICE is the attribute that 

differentiates CLASS variable the most. For the CLUSTER variable there is SPD_CTRL 

attribute located at the root of the tree. This also reflects the different approach to 

the classification of products for both trees. 

Comparing the performance of CART trees presented in Table 4 it can be concluded that 

a better ability to predict has a tree created for CLUSTER variable. It is backed by cross-

validation cost which is twice lower than the cost of CLASS variable. In addition, 

the model for the CLUSTER variable is simpler. The CART algorithm found more easily 
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the interdependences between attributes when analyzing a set of data for the CLUSTER 

dependent variable. In the case of CLASS variable, the algorithm needed more attributes 

to map the data set, and despite of this the tree makes larger predictive error. 

Table 4. Summary of selected parameters CART trees 

Dependent 
variable 

Number of 
leaves 

Number of 
nodes making 

The cost of cross-
validation 

CLASS 12 11 0,288660 

CLUSTER 8 7 0,113402 

Two trees have been generated with the use of the same algorithm, where each of them 

describes the same data sets. Only difference is in the dependent variable values. Despite 

the fact that the dependent variable of the second CLUSTER was created on the basis of 

CLASS dependent variable, these two trees vary considerably with regard to nodes 

arrangement as well as the number of erroneous predictions.  

Chi-Squared Automatic Interaction Detector 

CHi-squared Automatic Interaction Detector (CHAID) is one of the oldest algorithms to 

create decision trees [Kass, 1980]. CHAID tree can be used for classification and 

regression tasks. CHAID algorithm is very efficient for large data sets. It creates non-

binary trees, that is those in which from decision node can go more than two branches. 

This is the primary feature that enables to distinguish CHAID trees from CART trees. 

To select the variables that are included in decision nodes, the algorithm uses the chi-

square test. Important parameters that should be defined in the construction of tree are 

stop conditions. The modification of these parameters affects the degree of pruning the 

tree. These parameters include such values as: the minimum number of training cases in 

the node, which is subject to division, the probability of splitting and merging categories 

and the maximum number of tree nodes. It is assumed that the minimum number of cases 

for the divided node will be 19. Other parameters have been determined experimentally. 

The aim was to generate the tree which has the size similar to the size of CART tree 

previously created for CLASS dependent variable.  

It was determined that the probabilities of splitting and merging categories are the same 

and equal 0.01. These values allowed to generate trees for the CLASS and CLUSTER 

variables.  

When analyzing the CHAID tree for the CLASS variable it can be seen that the histograms 

placed in the leaves of the tree reveal the relationship, which has already occurred in the 
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CART tree for this variable. Some leaves allocate cases belonging to different market 

segments to the same class. This trend has been preserved despite the fact that both the 

trees are different with regard to nodes arrangement and the variables selection. The root 

of CHAID tree is the VIEW attribute. CHAID algorithm used to build the tree such 

variables as BRAND and SPD_CTRL. These variables were not present on the CART 

tree. Comparing CART and CHAID trees for the CLUSTER variable few differences may 

be observed. There are the sizes of the trees, the ways the attributes have been selected 

in the nodes and the presence of leaves that connect cases belonging to different classes. 

These leaves cause greater prediction uncertainty, already recorded in the CLASS 

variable. Analyzing the number of cases attributed to the wrong class, it can be said that 

the CART tree better adapted to the training data. A common feature of two trees is their 

binary nature, because the CHAID algorithm has not created decision nodes that divide 

the data set into more than two parts. In case of CHAID trees V-fold cross validation 

provides the value which is known as the risk of estimation. This measure substitutes the 

cost of cross validation which is used for CART trees validation. The basic parameters of 

both trees are presented in table 5.  

Table 5. Summary of selected parameters of CHAID trees 

Dependent 
variable 

Number of 
leaves 

Number of 
nodes making 

Risk of estimation 
for cross-validation 

CLASS 14 10 0,243523 

CLUSTER 11 12 0,144330 

Boosted Trees 

Boosted Trees are one of the newest methods of data mining. They can be used for 

quantitative and qualitative variables for regression as well as classification. In this 

method, the data model is created using the basic decision tree. Although each tree when 

considered separately gives a large classification error, together they form a model that 

has an excellent ability to predict. All trees are usually binary trees, and therefore each 

decision node divides the data set into two subsets. Algorithm is trying to determine 

the best distribution of data (to create a single binary tree) and calculates the residues for 

each division, the deviations observation from the mean values. Then another tree is built, 

which fits the calculated residuals and makes another division of the data set. With every 

new tree added the error related to a whole sequence of trees is reduced.  

Boosted Tree algorithm is able to recognize even very sophisticated relationships among 

variables and thanks to this is the data fit is perfect. As with other methods, it is adverse 
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phenomenon, which reduces the prediction correctness of the model. Boosted Tree 

algorithm solves this problem by creating for each iteration two sets: training and testing. 

The cases belonging to both sets are randomly selected from the data set. Training cases 

are used to generate another tree that is added to the trees sequence and will be used for 

the prediction of residuals calculated for preceding trees in the sequence. Creating trees 

for subsequent samplings results in the decrease of prediction error and is called 

stochastic gradient reinforcement. Test cases are not used for creating the tree. They are 

applied to the process of model verification in a given iteration.  

When the model was created two parameters used by the Boosted Tree algorithm were 

modified: learning factor (responsible for the speed and accuracy of learning) and the size 

of the test set (the proportion of the number of test cases to the number of all cases in the 

data set). Several models have been created which differ with regard to the number of 

trees and the prediction error. In order to allow comparison of models for the CLUSTER 

and CLASS variables and adopted the same learning parameters were assumed for both 

models. Experimentally determined value of the learning factor is 0.1 and the size of the 

test set is 0.3. 

While generating both models graphs were created. Figure 4 presents the graph for the 

CLASS variable and figure 5 - for the CLUSTER variable. In both cases, it can be 

observed that every new tree added to the model reduces the training set error. However, 

there is a point in which the test set error is not decreasing any more. When a certain 

number of trees is exceeded there is an increase in the value of the test sample error, 

what indicates the occurrence of overfitting. The optimal number of trees in the model is 

the value at which the test set error is minimal. 

 

Figure 4. Prediction errors for learning and testing sets in relation to the number of trees in the 
model for the CLASS dependent variable  
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It is hard to compare Boosted Tree models with models developed with CART and CHAID 

algorithms, because their architectures are different. However, the analysis of sequences 

of trees created generated by Boosted Tree algorithm reveals similarities with the CART 

models. The first tree in the trees sequence generated for the CLASS dependent variable 

contains PRICE attribute in the decision node, and the first tree generated for the 

CLUSTER variable contains SPD_CTRL the attribute. These same attributes are in the 

CART tree roots for both dependent variables. This means that in case of the analyzed 

data set both algorithms, Boosted Tree algorithms as well as CART algorithm select 

variables a similar manner. The parameters of both models generated by Boosted Tree 

algorithm are summarized in Table 6. 

Table 6. Summary of selected parameters of Boosted Trees algorithm 

Dependent 
variable 

Learning 
Ratio 

The size of 
the training 

set 

Number of 
trees 

Risk estimation for 
cross-validation 

CLASS 0,1 0,3 495 0,160714 

CLUSTER 0,1 0,3 540 0,035714 

As can be seen, the same learning parameters adopted, gave different number of trees 

and different fit to the data. Risk estimation indicates that the sequence of elementary 

decision trees for the CLUSTER variable will make the smaller prediction error than the 

corresponding model for the CLASS variable. This may be confirmed by the graphs 

created during the construction of models. The application of CLUSTER attribute as 

a dependent variable resulted in data set that is more "convenient" to learn. 

The relationships between the variables in this set have been pre-ordered by 

the Kohonen’s network. In case of CART and CHAID decision trees as well as Boosted 

Tree algorithm early identification of clusters on topological map allowed to easier 

classification of uncertain records from the data set and therefore reduction of prediction 

error. 

Conclusions and Further Research 

For performing analyzes of decision trees, data set describing household products was 

used. Each case in the data set regards one of the four segments of the market, 

described with the CLASS dependent variable. Before starting to build decision trees 

models a grouping of data set with the use of Kohonen’s network has been carried out. 

The aim of the grouping was to identify data clusters corresponding to the market 

segments. After clusters have been found, all characteristics of products placed by 
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the network in the areas of topological map that were difficult to identify have been 

analyzed.  

As a result of the analysis the market segments have been assigned again to 

the products. Information about to which market segment each product belongs has been 

stored in an additional dependent variable called CLUSTER, which has been included in 

the analyzed data set. All analyzes were performed for market segments initially defined 

in the CLASS variable and for market segments described by CLUSTER variable and 

ordered by Kohonen’s network. 

 

Figure 5. Chart of prediction error learning and test sets relative number of trees in  
the model for the dependent variable CLUSTER 

In conducted analyses, in order to build decision trees, CART, CHAID and Boosted Tree 

algorithms have been used. These algorithms were used to build predictive models for 

two dependent variables. Every model developed was assessed with Statistica Data 

Miner metrics. These metrics include cross-validation cost and risk estimation. The results 

of the analysis and comparisons of the developed models have been presented in the 

previous sections. It can be said that all kinds of trees have made the largest predictive 

error for classifications done for CLASS dependent variable. In case of CLUSTER 

variable, prediction errors for the test sets (or the V-fold cross-validation) were smaller. 

This could be due to the fact that the Kohonen’s network initially recognized and ordered 

the interdependences between the attributes that affect the membership of market 

segments.  

The smallest error was made by Boosted Tree algorithm, what confirms that it is the most 

advanced approach from all the models analyzed. Boosted Tree algorithm adapts very 

well to the training data, and controls the symptoms of overfitting. 

One of the advantages of the Statistica Data Miner environment is that it is possible to 

quick develop the models with the use of automatic code generator (C / C + +, Statistica 



Artificial Intelligence Methods and Techniques for Business and Engineering Applications 272 

Visual Basic or PMML). After generating the code, all programs may run concurrently in 

order to determine the value of the dependent variable. This is done thanks to technique 

called models aggregation. In the case of qualitative dependent variables the voting is 

used. During the voting process the separate prediction is made by each of the models. 

As a final result only one class is selected that has been recommended by majority of 

models. The following tables (table 7 and table 8) show the classification matrix of 

aggregated model (voting based prediction) as well as decision trees. 

Table 7. Classification matrix for models developed for CLASS dependent variable 

Observed 
class 

Model 
Predicted class 

m1 m2 m3 m4 

m1 

CART Tree 28 3 3  

CHAID Tree 28 5 1  

Boosted Trees 31 3   

Voted prediction 28 2 4  

m2 

CART Tree 6 32 4  

CHAID Tree 6 27 9  

Boosted Trees 1 37 4  

Voted prediction 4 35 3  

m3 

CART Tree  12 58 2 

CHAID Tree 4 7 60 1 

Boosted Trees  3 68 1 

Voted prediction  6 64 2 

m4 

CART Tree   1 45 

CHAID Tree   1 45 

Boosted Trees    46 

Voted prediction   1 45 

After comparing values from both tables it is possible to notice that the aggregated model 

is trying to average of the prediction errors of individual decision trees. Predictions of this 

model are worse than the best classifier results (Boosted Tree), but it gives better results 

than CART and CHAID trees. For several classes the results for aggregated model are 

the same as those for CART tree. If you want to use an intermediate model and avoid 

generating aggregated models for data set, CART algorithm should be used. 

What is more, the aggregated model demonstrates the same tendency as decision trees 

acting separately do. This model better classifies the cases according to CLUSTER 

dependent variable. This confirms the positive impact of the Kohonen’s network on 

analyzed data set. 
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Table 8. Classification Matrix for models developed for the CLUSTER dependent variable 

Observed 
class 

Model 
Predicted class 

c1 c2 c3 c4 

c1 

CART Tree 34  2  

CHAID Tree 36    

Boosted Trees 36    

Voted prediction 36    

c2 

CART Tree  37 6  

CHAID Tree 3 37 3  

Boosted Trees  43 1  

Voted prediction  37 6  

c3 

CART Tree  3 77 1 

CHAID Tree 3 3 74 1 

Boosted Trees  1 79 1 

Voted prediction  3 77 1 

c4 

CART Tree  3 1 30 

CHAID Tree   4 30 

Boosted Trees    34 

Voted prediction   1 33 

The developed models of decision trees can also be used in combination with neural 

networks. Neural networks and decision trees are two types of predictive models that 

differ with regard to many features. The combination of such discrete models is possible 

thanks to a technique called stacking. It involves the use of at least two models to classify 

cases from the same data set. Then the results of the classification are passed to the next 

model, which tries to merge the results and provide a final solution to the problem of 

prediction.  

In the case of developed models it is possible to make separate predictions with CART, 

CHAID, and Boosted Tree algorithms. The results generated by each of them can be 

transferred to the neural network input. The network will learn how to combine the results 

of individual trees so that the final predictive model gave the best possible results. 

This approach is called "meta-learning”, as the collective model learns on the basis of 

what other models learned before. 

Another way of combining decision trees and neural networks may be to use tree-building 

algorithms to determine what attributes of the data set are the most significant. 

These attributes can divide the data set in the best possible way and therefore they are 

placed in the nodes of decision tree. The higher given attribute is located in the tree 

(closer to the root of the tree), the better the data set is divided. The most significant 
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variables can be used as inputs to the neural network. After learning process based on 

such "truncated" data set, network can easily recognize all interdependences between 

variables. It will result in a better ability to predict new cases, which are not present in the 

training data set. 
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