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ADAPTIVE CLUSTERING OF INCOMPLETE DATA  

USING NEURO-FUZZY KOHONEN NETWORK 

Yevgeniy Bodyanskiy, Alina Shafronenko, Valentyna Volkova 

Abstract: The clustering problem for multivariate observations often encountered in many 

applications connected with Data Mining and Exploratory Data Analysis. Conventional 

approach to solving these problems requires that each observation may belong to only 

one cluster, although a more natural situation is when the vector of features with different 

levels of probabilities or possibilities can belong to several classes. This situation is 

subject of consideration of fuzzy cluster analysis, intensively developing today. 

In many practical tasks of Data Mining, including clustering, data sets may contain gaps, 

information in which, for whatever reasons, is missing. More effective in this situation are 

approaches based on the mathematical apparatus of Computational Intelligence and first 

of all artificial neural networks and different modifications of classical fuzzy c-means 

(FCM) method. 

But these methods are effective only in cases when the original data set is given 

beforehand and does not change during data processing. At the same time there is a wide 

class of problems when the data are fed to processing sequentially in on-line mode as it 

occurs in self-organizing Kohonen networks training. At the same time apriori it is not 

known which of the vectors-images contain gaps. 

In this paper the problem of probabilistic and possibilistic on-line clustering of data with 

gaps using Partial Distance Strategy is discussed and solved, self-organizing neuro-fuzzy 

Kohonen network and new self-learning algorithm that is the hybrid of "Winner-takes-

more" rule and recurrent fuzzy clustering procedures are proposed and investigated. 

Keywords: Fuzzy clustering, Kohonen self-organizing network, learning rule, incomplete 

data with gaps. 
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Data with gaps clustering on the basis of neuro-fuzzy Kohonen network 

The clustering of multivariate observations problem often occurs in many applications 

associated with Data Mining. The traditional approach to solving these tasks requires that 

each observation may relate to only one cluster, although the situation more real is when 

the processed feature vector with different levels of probabilities or possibilities may 

belong more than one class. This situation is subject of fuzzy cluster analysis fast-growing 

at the present time [Bezdek, 1981; Hoeppner 1999; Xu, 2009]. 

However, in numerous problems of Data Mining, including, of course, clustering, 

the original data sets may contain gaps, information in which for some reasons, 

is missing. In this situation more effective are approaches based on the mathematical 

apparatus of computational intelligence, and especially, artificial neural networks 

[Marwala, 2009] and modifications of the classical c-means method (FCM) [Hathaway, 

2001]. 

Notable approaches and solutions are efficient only in cases when the original array data 

set has batch form and does not change during the analysis. However there is enough 

wide class of problems when the data are fed to the processing sequentially in on-line 

mode as this occurs when training Kohonen self-organizing maps [Kohonen, 1995]. In this 

case, however, it is not known beforehand which of the processed vector-images contains 

gaps (missing values). This paper is devoted to solving the problem on-line clustering of 

data based on the Kohonen neural network, adapted for operation in presence 

of overlapping classes. 

Adaptive algorithm for probabilistic fuzzy clustering 

Baseline information for solving the tasks of clustering in a batch mode is the sample of 

observations, formed from N n -dimensional feature vectors 

1 2
1 2{ , ,..., } , , , ,...,   n

N kX x x x R x X k N . The result of clustering is the partition 

of original data set into m  classes 1( ) m N  with some level of membership ( )qU k  

of k -th feature vector to the q -th cluster 1( ) q m . Incoming data previously are 

centered and standardized by all features, so that all observations belong to the 

hypercube 11[ , ] n . Therefore, the data for clustering form array 

1
{ ,..., ,..., }  n

k NX x x x R , 
1

( ,..., ,..., ) T

k k ki knx x x x , 1 1  kix , 1 m N , 

1 q m , 1 i n , 1 k N . 

Introducing the objective function of clustering [Bezdek, 1981] 
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programming problem, we get the probabilistic fuzzy clustering algorithm 

[Hoeppner, 1999; Xu, 2009] 
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where qw  - prototype (centroid) of q -th cluster, 1  - parameter that is called 

fuzzyfier and defines "vagueness" the boundaries between classes, 2( , )k qD x w  - 

the distance between 
kx  and qw  in adopted metric, 0 1 2, , ,...  - index of epoch 

information processing which is organized as a sequence of 
0 1 1 2( ) ( ) ( ) ( ) ...   q q q qw U w U . The calculation process continues until satisfy 

the condition 

1 1( ) ( )   ,     q qw w q m    

where  - defines threshold of accuracy. Choosing 2  and taking the Euclidean 

distance, we get a popular algorithm of Bezdek’s fuzzy c-means (FCM) 
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The process of fuzzy clustering can be organized in on-line mode as sequentially 

processing. At this situation batch algorithm (1) can be rewritten in recurrent form 

[Bodyanskiy, 2005] 
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(here 1( )k  - learning rate parameter), which is a generalization of the clustering 

gradient procedure of Park-Dagher [Park, 1984] and the learning algorithm of Chung-Lee 

[Chung, 1994]. If the data are fed to the processing with high-frequency, recalculation of 

epochs is not made, if this frequency is low, between the instants k  and 1k  it is 

possible to organize several epochs in an accelerated time. 

It should be noted that the first expression in (2) can be rewritten in the form 
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for the Euclidean metric and 2  taking the form of the Cauchy function with 

a parameter of width 2 : 
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This fact allows us to rewrite the second expression in (2) with 2  in the form 
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where 2 1 1( ) ( )  q qU k k  - the bell-shaped neighborhood function of neuro-fuzzy 

Kohonen network [Gorshkov, 2009] designed for solving the fuzzy clustering task 

[Shafronenko, 2011] using the principle "winner-takes-more» (WTM). 

Adaptive probabilistic fuzzy clustering algorithm for data with gaps 

In the situation if the data in the array X  contain gaps, the approach discussed above 

should be modified accordingly. For example, in [Hathaway, 2001] it was proposed the 

modification of the FCM-procedure based on partial distance strategy (PDS FCM). 

Thus introducing, additional arrays: 

{ | -     } F k kX x X x vector containingall components ; 

1 1{ , , |   ,    }    P ki kX x i n k N values x available in X ; 

1 1{ ?, , |   ,   }     G ki kX x i n k N values x absent in X  

and taking instead of the traditional Euclidean metric partial distance (PD): 
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and solving nonlinear programming problem, we obtain the algorithm 
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which is a generalization of the standard FCM-procedure (1). 

Algorithm (4) can be rewritten in recurrent form 
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with the second relation (5) that can be represented as learning algorithm for neuro-fuzzy 

Kohonen network: 

1
1 1 1( ) ( ) ( ) ( )( ( ))


     q q q k q kw k w k k k x w k   ,                            (6) 

where 1 1( ) ( )  q qk U k - bell-shaped neighborhood function, 
1

( ,..., ) T

k k kn   , 

-symbol of direct product. 

Thus, using a standard Kohonen network architecture and algorithm of its tuning (6) in on-

line mode it is possible to solve the problem of fuzzy clustering data with gaps. 

Adaptive algorithm for possibilistic fuzzy clustering 

The main disadvantage of probabilistic algorithms is connected with the constraints on 

membership levels which sum has to be equal unity. This reason has led to the creation of 

possibilistic fuzzy clustering algorithms [Krishnapuram, 1993]. 

In possibilistic clustering algorithms the objective function has the form 

2

1 1 1 1
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N m m N
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E U k w U k D x w U k                  (7) 

where the scalar parameter 0   determines the distance at which level of membership 

equals to 0.5, i.e. if 2( , ) k q qD x w  , then 0 5( ) .qw k . 
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Minimizing (7) relatively ( )qU k , qw  and q  we get the solution 
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which with 2  and Euclidean metric has the form 
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Information processing in the on-line mode (8), (9) can be written as [Bodyanskiy, 2005; 

Gorshkov, 2009] 
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and 
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It’s easily to see that relations (10), (11) are the Kohonen’s self-learning WTM-rule with 

Cauchy functions as a neighborhood ones. 

Adaptive algorithm for possibilistic fuzzy clustering of data with gaps 

Adopting instead of Euclidean metric partial distance (PD), we can write the objective 

function of the type (7) as 
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and then solving the equations system 
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get the procedure of type (8), which can be rewritten in the recurrent form  
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The second relation can be rewritten as 

1
1 1 1( ) ( ) ( ) ( )( ( ))


     q q q k q kw k w k k U k x w k   

coinciding with the learning procedure (6). 

Thus, the process of fuzzy possibilistic clustering data with gaps can also be realized by 

using neuro-fuzzy Kohonen network. 

Conclusion 

The problem of probabilistic and possibilistic on-line fuzzy clustering of data with gaps 

based on the strategy of partial distances is considered. It is shown that it can be solved 

on the basis of self-organizing neuro-fuzzy Kohonen network. Proposed learning algorithm 

is a hybrid of rule "winner-takes-more" and recurrent fuzzy clustering algorithms. 
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