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MULTICRITERIA SELECTION OF PERSPECTIVE OBJECTS FOR INVESTMENTS:
DSS SVIR VS. MUCHNIK METHOD

Pavel Mogilyov, Mikhail Alexandrov, Stanislav Mikoni

Abstract: The problem of selection of perspective objects for investments is considered. Objects are Russian
companies of mobile communication. To solve this problem we use the decision-making support system (DSS)
SVIR and manual procedures of the Muchnik method. We shortly describe these tools and show that both
approaches lead to close results. The paper is prepared on the basis of B.Sc. thesis of the first author
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Introduction

Selection of perspective objects for investments is usually formulated as a multicriteria problem. Such a selection
needs a lot of subjective information, which can not be easy formalized. So, experts prefer to solve the mentioned
problem independently without support of any automated decision-making support systems (DSS). However,
there are advanced and available DSS on software market, which could solve such problems more effectively
and give the results being close to expert opinions. In the paper we consider a particular problem related with the
selection of companies of mobile communication to be perspective for investments. This problem is resolved with
the support of DSS SVIR and simultaneously by means of the Muchnik method. DSS SVIR was developed in
Saint-Petersburg Transport University and it is used in various applications [Mikoni, 2009a, 2009b]. The Muchnik
method was proposed by his author to one large Russian company of mobile communication [Alexandrov, 2011].
We demonstrate that both approaches lead to close results. So, the trained DSS SVIR could substitute the work
of qualified experts in the mentioned problems.

Multicriteria problem setting

2.1. SPARK data base

Data for this research were taken from the Russian large data base (DB) SRARK, which contains information
about financial activity of almost all registered legal entities. SPARK is created on the basis of annual reported
data presented by state and private Russian companies. It contains hundreds of lines (objects) and 51 columns
(parameters) for each object. Figure 1 demonstrates the part of SPARK. Here: the columns titled as ‘Aktusbl’
(Actives) , ‘AmopTusaums’ (Amortization), et al mean the parameters reflecting economical activity of companies
under consideration, RUR means Russian National Currency ‘Rubles’. To construct criteria one uses both
primary parameters taken directly from the SPARK and so-called derivative parameters, which are the certain
combinations of the primary parameters.
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Fig. 1. The part of DB SPARK

For our research we took the group of the first 60 companies having the complete data list. Its activity refers to
2007 year that was the last year before the world crisis came. To simplify the analysis we did not consider the
data related with the other years although such a dynamics helps to correct the decision-making

2.2. Criterion for object selection
For decision-making our experts created 3 criteria. Each criterion is defined by a set of derivative parameters.
Here is its description:

1) Particular criterion Profitability
Parameters of the criterion are:
- Profitability of investments: net profit / (equity capital + long-term liabilities)
- Profitability of property, plant and equipment: net profit / (property, plant and equipment)
- Profitability of products: net profit / cost of sold goods
We need the maximization of all these parameters. The parameter preferences are:
Profitability of investments > Profitability of property, plant and equipment > Profitability of products
Here the sign *>" means the preference between the parameters
2) Particular criterion Liquidity
Parameters of the criterion are:
- Current liquidity ratio: (current assets — long-term account receivable)/ (short-term liabilities). The
recommended values of this indicator are 1.5-2.5
- Cash liquidity ratio: (cash resources + short-term financial investments)/(short-term liabilities). The
recommended values of this indicator are 0.2 - 0.5.
The parameter preferences are:
Cash ratio > Current ratio
3) Particular criterion General financial rate
Parameters of the criterion are:
- Operating period, days. It is defined as a difference between the registration date and the reporting date
(31.12.2007).
- Current assets. Itis the primary parameter taken from the SPARK
We need the maximization of all these criteria. The parameter preferences are:
Current assets > Operation petiod



Artificial Intelligence Driven Solutions to Business and Engineering Problems 63

The group of parameters related with the criterion Profitability has the first priority for investors. This group
provides the high profit from investments. The group of parameters related with the criterion Liquidity has the
second priority. This group provides the low risk of investments based on good financial conditions. The group of
parameters related with the criterion General financial rate has the last priority. This group provides the low risk
of investments based on a high reputation.

Decision making with the DSS SVIR

3.1. General description of SVIR

The DSS SVIR was developed in St. Petersburg State Transport University for the solution of typical problems of
multicriteria selection. SVIR consists of four groups of methods:

- Methods of vector optimization. The methods of this group operate with relations on the set of
preferences

- Methods of scalarization of vector assessments. These methods are associated with the transformation
of a vector optimization problem to a scalar optimization problem

- Methods of classification. They deal with relations between objects and classes, whose descriptions
are fixed by experts

- Methods of analysis of hierarchies. They use pairwise comparisons of objects by experts

SVIR has the convenient graphical user interface and instructional material to study the system functionality.
These circumstances make the system be useful both for students and for experts. This moment there are two
versions of the program: the Russian version and B-release of the English version. In the paper we use the
methods of vector optimization and the methods of scalarization in the framework of the Russian version.

3.2. Forming hierarchy of targets

The first step for problem solution in the DSS SVIR consists in constructing a graph of goals. Such a graph is
determined by an expert using the set of given criteria. It is presented on figure 2

The selection of object ofinvestments

&

Highest profit from Lowest risk
P .
s
/
4

investments

The best financial The bestreputation

conditions
Fig. 2. Graph of goals.

Three final tops on the mentioned graph correspond to three groups of parameters mentioned in the section 2.2.
This graph allows SVIR to construct the model of choice. This model is presented in three sheet tables.
Figure 3 shows one of these tables. .
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Fig. 3. Objects/Parameters table formed in SVIR.

3.3. Problem solution with methods of vector optimization

These methods forms so-called Pareto set, which consists of non-dominated objects [Wiki, Pareto]. To select the
Pareto set one uses the correspondent option from the SVIR menu. The list of options is presented on the left
low part of figure 4. We also used the other two methods of vector optimization: lexicographic optimization and
leximin ordering. Although the former is enough crude and the latter is good rather for the purpose of education
however they allowed to reduce the Pareto set.

3.4. Problem solution with methods of scalar optimization

These methods deal with the results of vector optimization that is with Pareto set. Scalarization reduces the
vector form of objects presentation to its scalar form [Wiki, Convolution]. In our work we used the general
additive convolution method, which averages the particular criteria using their coefficients of importance.
Therefore here we deal with weighted sum of 3 normalized criteria Profitability, Liquidity and General financial
rate. Figure 5 presents the interface for direct weight assignments.
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Fig.5. SVIR interface for direct weight assignment.

Finally we obtained the list of companies to be preferred for investments. This list is presented in table 1
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Table 1. Final list of the selected companies (SVIR)

"Baikal-transtelecom" JSC
"Nachodka telecom” Ltd
"Prestige-internet" Ltd
“Teleset” Ltd
“VyatKTV” Ltd
"Gaztelecom" JSC

"Integracia svyazi” JSC

"Megapayge" Ltd

"Borodino-telecom" Ltd
"Sky link" JSC

It is necessary to emphasize that the tuned DSS SVIR can be repeatedly used without any expert for other set of
objects (lists of companies) in the framework of the same problem setting (goals, criteria). Speaking “without any
expert” we mean the possibility of problem solution by a user, which is not qualified in the area of multicriteria
optimization.

Muchnik procedures

4.1. Method description
Muchnik method is a set of manual procedures based on:
- visualization of objects distribution in the space of their parameters
- the simplest binary assessment of objects success on each parameter

According the mentioned method an expert first of all specifies a set of particular criteria and ranks them. Each
criterion is considered as a set of primary or derivative parameters. A company can be successful on each of
these parameters or can be unsuccessful. In the first case its assessment is equal 1 otherwise 0. Therefore, if
a criterion has 3 parameters then a criterion value varies from 0 to 3.

Then our expert constructs a histogram of companies distribution on each parameter from a given criteria and
then we set the threshold (thresholds) of success. If we want to have the maximum values of the mentioned
parameter then the successful companies are located to the right of the threshold. If we want to have the
minimum values of the mentioned parameter then the successful companies are located to the left of the
threshold. If we want the values of parameter be inside a certain interval then the successful companies are
located between two thresholds. The threshold position is determined very subjectively. Usually one fixes the
approximate number of successful companies (5%, 10%, 20%, etc.) and this number allows to determine the
threshold (thresholds) position. Figure 6 illustrates such a separation of companies for the parameter «Profitability
of investmentsy. The arrow shows the possible threshold position.
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Fig. 6. The histogram of companies distribution on the parameter ‘Profitability of investments’.
Axis Y is the number of companies, axis X is the category.

The level of success for each criterion also depends on expert opinion and therefore is very subjective. As we
mentioned above the criterion Profitability includes 3 parameters and its value varies in the interval [0-3]. An
expert can set the value 2 as a threshold for successful companies. It means that the best companies on this
criterion are successful on any two or three parameters of this criterion.

The selection procedure contains the following steps:
1) Choice of the best companies on the criterion ‘Profitability’, the other ones are eliminated
2) Choice the best companies on the criterion ‘Liquidity’, the other ones are eliminated
3) Choice the best companies on the criterion ‘General financial rate’

As a result we obtain the most promising group of companies. If the number of ‘the best companies’ proves to be
too large or too small then one should change the thresholds of success both for parameters and for criteria.

We applied the Muchnik method to the same 60 companies that were used with DSS SVIR. Having made three
steps of selection describe above we obtained the list of companies presented in the table 2.

Table 2. Final list of the selected companies (Muchnik method)

"Baikal-transtelekom" JSC

"RUSSDO" JSC

"Sky link" JSC

"SSU" JSC
"Borodino-telecom" Ltd

"Prestige-internet” Ltd

"Radio station "Serebryaniy dozhd” Ltd

"TV Technopark" Ltd
"TC "OSTANKINO™ JSC
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Conclusion

In the paper
- the short description of the DSS SVIR and Muchnik method is presented,
- the problem of selecting perspective companies of mobile communications for investment is solved,
- the coincident of results proves to be equal 60% and the experts confirm that SVIR list of selected
companies is promising.
In the future we suppose to repeat our experiments in DSS SVIR:
- with the extended list of the criteria,
- with the methods of classification,
- with the methods of analysis of hierarchies,
and compare the results between themselves and with those obtained in this paper
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