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Abstract: This paper presents a method to classify medical texts based on keywords with the support of 

additional semantic information. The classification is performed in two phases. In the first phase, keyword sets 

are extracted for each type of disease presented in the training set. Keywords are ranked according to their 

semantic relatedness. In the second phase, medical texts are classified basing on the resulting keyword lists. 

The experimental results proved to be encouraging. 
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Introduction 

Automatic text classification, also known as text categorization, is the task of assigning a text into a set 

of predefined classes or categories [Sebastiani, 2002]. During the last decades different methods of automatic 

document classification have been proposed. Text classification is commonly defined as a two-stage process. 

The first stage deals with learning a classification model on a set of pre-classified documents. At the second 

stage, the model is used to classify new documents. Most existing algorithms and methods are based 

on statistical data such as term frequency (TF), term frequency–inverse document frequency (TF-IDF), etc. 

The classification results based on this information can be enhanced by using some additional information. 

Each document from the medical documents set includes data on clinical examinations, diagnoses, treatments, 

indications, medical monitoring, etc. Medical documents are short texts having lots of keywords in common (e.g.: 

patients, illness, treatment, etc.). In this context, relying on statistical findings alone does not help to distinguish 

properly between document categories. 

In this work, an alternative solution is proposed, which aims to improve the classification of medical documents 

taking advantage of the semantic relatedness of keywords. The semantic relatedness data is obtained from 

the ontology of biomedical concepts UMLS (Unified Medical Language System). To evaluate the performance 

of the classifier, we used the OHSUMED corpus, a collection of medical documents, where each document 

is assigned a disease type.  

The rest of the paper is organized as follows. In Section 2, the related work is outlined. Section 3 describes the 

proposed method of automatic medical texts categorization. The experiments and results are presented 

in Section 4. In Section 5, conclusions are drawn, and the future work items are identified. 

Related Work 

There is an extensive research on the algorithms of medical text classification. Naïve Bayes [Olszewski, 2003], 

Neural Networks [Farshchi, 2013], Rocchio Algorithm [Figuerola, 2001], etc., have been widely used in text 

classification. In most papers, statistical approaches are used [Elberrichi, 2012]. However, recently the interest 

has increased towards the use of semantic information for the improvement of clinical text classification. In this 

context, one of the earliest efforts is the work by [Wilcox, 2000]. This paper investigates the application of two 

knowledge resources (UMLS, a repository of biomedical vocabularies, and NLP, a medical language processor) 

to improve the classifier performance. The UMLS synonym set is used to enrich the representation of medical 
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records. [Perea, 2008] presents an automatic text categorization system, which uses the UMLS ontology 

to expand the set of terms in the training and test collections. The obtained results show that increasing 

the number of terms significantly improves the performance of categorization systems. [Elberrichi, 2012] 

proposes a method for clinical documents classification based on the information provided by the medical 

thesaurus MeSH (Medical Subject Headings). Instead of the standard bag-of-words approach, the document 

representation based on MeSH concepts is applied, which improves the classifier performance. In [Lakiotaki, 

2013], a three-stage architecture is proposed: (1) data recovery and terms extraction, (2) representation and data 

modeling, and (3) documents classification. The main idea is to take advantage of the UMLS semantic network 

data. The semantic network provides a categorization of UMLS concepts. 

The Proposed Approach 

The method takes into account both the statistical data and the semantic relatedness between keywords 

in a medical document. It includes a training phase and a classification phase. In the first phase, keywords 

for each type of disease in the training set are extracted and ranked according to their semantic relatedness. 

In the second phase, we calculate the similarity between the medical text to be classified and the keywords 

of each disease type. Figure 1 shows the architecture of the proposed approach. 

Training Phase 

The main purpose of this phase is to automatically extract the most relevant keywords for each type of disease 

that is present in the training set (manually classified documents). This phase has three modules: preprocessing, 

keyword extraction and keyword ranking. 

A. Preprocessing 

This module filters out irrelevant passages from the medical documents that cannot contribute to the training 

process. It includes three steps: tokenization, stopwords removal and part-of-speech tagging. 

- Tokenization: In this step, the text is divided into simple tokens such as words, numbers, punctuation 

marks, etc. 

- Stopwords Removal: In this step, the most frequent words are removed (i.e. pronouns, prepositions, 

conjunctions, etc.), which do not convey any important semantics. The punctuation is also eliminated. 

- Part-of-Speech Tagging: In this step, nouns, adjectives and verbs are selected, which carry most of the 

semantics [Liu, 2009]. For the experiments in this work, the tagger proposed in [Malecha, 2010] was 

used. 

B. Keywords Extraction 

The keywords of a document are the words and phrases that can precisely and compactly represent the content 

of  the document [Jiang, 2009]. Some  words, such as  patient, infection, treatment, etc.,  appear   frequently in all 

medical documents and do not provide important information about the class (disease) to which they belong. For 

this reason, in this module we use the method proposed by [Alvarez, 2009], where the weight of a keyword 

indicates its importance for a class and becomes discriminant for the other classes. Within this method, a word 

has more weight for a given class when it appears more times in this class and less in the others. 
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Figure 1: Architecture of the proposed approach 

 

The weight of the word wiclass for c given class is calculated as follows: 

 

(1) 

where tfi is the number of medical documents of the class c in which the word wiclass appears. This value 

is normalized by the total number of documents in the class c; Nclases is the total number of classes; and niclases 

is the number of classes that have medical documents containing the word wiclass. Based on this statistical 

information, for each clinical document in the training set we extracted three words with the highest weights 

as keywords. 

C. Keywords Ranking 

At the following stage, the three keywords obtained for each medical document in the training set are ranked 

according to their semantic relatedness. The semantic relatedness considers the relations of all types between 

two concepts or terms in a taxonomy (i.e. hyponymic, meronymic and any kind of functional relations including 

has-part, is-made-of, is-an-attribute-of, etc.) [Strube, 2006]. If two concepts or terms tend to occur together more 

often than usual, their semantic relatedness level is deemed to be higher. For example, the words endoscopic 

and epigastric have more semantic relatedness than endoscopic and brain. We pretend to use this information 

to get the most similar keywords for each type of disease. To achieve this, we use the semantic relatedness 

provided by UMLS. UMLS is a widely used database of biomedical terminologies, it includes over 100 

terminologies and contains more than 1.7 million active concepts [Liu, 2012].  

To rank the keywords, we propose a modification of the PageRank algorithm [Page, 1998]. The PageRank 

algorithm is used by Google to determine the website importance level. This algorithm builds a graph with 

websites as nodes, and the input and output links as edges. The PageRank provides a numeric value that 

represents the relevance of a website on the Internet. In our case, this value represents the importance 



 Transactions on Business and Engineering Intelligent Applications 67 

of a keyword in the training set. Unlike the original PageRank algorithm, our proposed modification takes into 

account the weights between nodes, i.e. the semantic relatedness provided by UMLS. In this scenario, 

the importance of one keyword depends of the keywords that recommend it and the semantic relatedness shared 

between them. The modified PageRank algorithm is shown in Equation 2: 

 

(2) 

where S(Vi) is the PageRank value for the keyword Vi; d is a damping factor that can be set between 0 and 1; 

S(Vj) are the PageRank values of each keyword that appears in the same medical document with Vi; In(Vi) is the 

total number of the input links of keyword Vi; Out(Vj) is the total number of the output links of keyword Vj. 

The weight of the edge that links keywords Vi and Vj  is calculated as follows: 

 
(3) 

where tfij is the number of occurrences of keywords Vi and Vj in the same medical document. UMLSViVj is the 

weight assigned by the UMLS ontology, which corresponds to the semantic relatedness between these keywords. 

Classification Phase 

We calculated the similarity between a given medical document and keywords of each class (disease). The class 

with the highest similarity index is assigned to the medical document. 

The main reason of calculating the similarity is to have an idea on how many features are shared between 

a given medical document and the selected keywords, and also on the level of importance of those features. 

In [Alvarez, 2009], it is denoted as Heavy Intersection to this way of comparing documents with classes and 

is defined as: 

 

(4) 

where d is the document that we want to classify; k is the set of keywords of the class K; wiclass is the weight 

of keyword i in the class K; widoc represents the weight of the word i in the document (frequency of the word i). 

Experiments 

Dataset 

For the experiments, we used the corpus OHSUMED [Hersh, 1994], which includes 50,216 medical documents 

written in English. Usually, the first 10,000 are used for training and the remaining 10,000 - for evaluation. 

This corpus contains medical documents describing 23 different cardiovascular diseases included in the MeSH 

vocabulary. 

Results 

The experiments are conducted to evaluate the utility of the semantic relatedness in clinical text classification. 

Additionally, we have made a comparison with Naïve Bayes and Rocchio algorithm. 

We performed a comparative evaluation of the proposed method against a variation of the same, which does not 

use semantic information in keywords ranking. The two types of ranking are denominated Simple Ranking and 
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Semantic Ranking. The Simple Ranking uses the original PageRank algorithm, while the Semantic Ranking uses 

the modification proposed in this paper (Equation 2) and considers the semantic relatedness extracted from 

the UMLS ontology. 

Table 1: Rankings comparison (5 classes) 

 Simple Ranking Semantic Ranking 

Class Precision Recall F-Measure Precision Recall F-Measure 

Cardiovascular (C14) 0.59  0.47 0.53 0.61 0.63 0.62 

Digestive System (C06) 0.50 0.32 0.39 0.51 0.42 0.46 

Immunology (C20) 0.63 0.41 0.50 0.64  0.51  0.57 

Neoplasms (C04) 0.65 0.52 0.58 0.63 0.64 0.64 

Pathology (C23) 0.45  0.67 0.54 0.51 0.55 0.53 

Average 0.57 0.48 0.51 0.58 0.55 0.56 

The performance evaluation of the proposed classifier is based on Accuracy, Precision, Recall and F-Measure. 

We have performed experiments using the 5 most frequent diseases in the OHSUMED corpus. Table 1 shows 

that the Semantic Ranking obtained the best results (0.58, 0.55 and 0.56 for Precision, Recall and F-Measure, 

respectively). Baseline for these 5 diseases is equal 0.34. With such a baseline these results demonstrate that 

semantics helps to improve the classifier performance. This improvement has been achieved due to the fact that 

in the proposed method the terms gastric, esophageal and endoscopic have stronger semantic relatedness and 

have more relevance to the class Digestive System than to the other disease types. 

Classifying 23 types of diseases we achieved the accuracies 40.82%, 40.98% and 41.58% for the Rocchio 

algorithm, Naïve Bayes and the proposed method respectively. Here baseline were equal 16.90%, therefore all 

the methods showed good results. Some improvement of the results with the proposed method can be explained 

by more careful selection of keywords as it were described above. As explained in Section 3.1, the proposed 

method selects only the three most important keywords of each medical document in the training set, while 

the Rocchio algorithm and Naïve Bayes use all the tokens. Despite using fewer tokens, the proposed classifier 

ensures better results, which indicates that the tokens selected by the proposed method are representative 

for the disease classes. 

Conclusion and Future Work 

In this paper we present a method to classify medical documents, which improves the results of Naive Bayes and 

Rocchio algorithm. This method, in addition to considering statistical data, takes into account the semantic 

relatedness between keywords. The development of this classifier has been motivated by the specific features 

found in the medical texts. The most important points to highlight in this paper are: first, the proposed method 

ensures acceptable results in automatic classification of medical documents; second, the use of semantic 

information has proven to enhance the performance of the classifier. 

The following is proposed as the future work: (1) use different weights for part-of-speech tags in the keywords 

ranking; (2) use different similarity measures in the classification phase; (3) run experiments on other datasets. 
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