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STORING AND PROCESSING ACCOUNTING INFORMATION BASED ON
COLLECT/REPORT PARADIGM

Krassimira lvanova

Abstract: The possibility to store and process accounting information using the Collect/Report
Paradigm (CRP) is outlined in this paper. The main idea consists of using CRP to distribute accounting
information in multi-dimensional information spaces and stored and processed it in parallel in cloud.
Every account may be presented by a separated layer which contains two named sets — Dr and Cr.
Storing and reporting may be provided simultaneously without recompilation of the information base.

Keywords: Accounting, Collect/Report Paradigm, Big Data, Cloud computing, BigArM.

ACM Keywords: E.1 Data Structures; Distributed data structures.

Introduction

The milestone of Collect/Report Paradigm (CRP) [Markov & Ivanova, 2015] is the simple idea that we
may use a special kind of organization of the information and this way to develop easy to use
information bases and with very high speed for response which enables the real-time analytical
processing (RTAP) [Markov, 2005]. (The RTAP multithreaded processing engine needs to support
extremely large volumes of data in real time. The analytics performed are composed of combinations of
algorithmic, statistical and logical functions [B-Jensen, 2002]).

RTAP is convenient approach for information service of business activities. Many business concerns
have several hundred or even several thousand business transactions each day. This is reason to
investigate using of Collect/Report Paradigm for storing and processing business information.

In this paper we will discuss the theoretical and practical aspects of implementing CRP in real
accounting information service systems. Firstly we will remember the mathematical structures (Named
Sets). Then we will outline main characteristics of structures for storing business information and theirs
possibilities to be used in the frame of CRP.
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Named sets

The concept “Named set” was defined by Mark Burgin. Here we will follow [Burgin, 2011].
Named set X is a triple X = (X, u, /) where:

Xis the support of X and is denoted by S(X);

I is the component of names (also called set of names or reflector) of X and is denoted by N(X);

g: X — |is the naming map or naming correspondence (also called reflection) of the named set X
and is denoted by n(X).

The most popular type of named sets is a named set X = (X, y, /) in which X and [ are sets and u
consists of connections between their elements. When these connections are set theoretical, i.e., each
connection is represented by a pair (x, a) where x is an element from X and a is its name from /, we
have a set theoretical named set, which is binary relation.

Named sets as special cases include:

Usual sets;

Fuzzy sets;

Multisets;

Enumerations;

Sequences (countable as well as uncountable)

etc.

A lot of examples of named sets we may find in linguistics studying semantical aspects that are
connected with applying different elements of language (words, phrases, texts) to their meaning [Burgin
& Gladun, 1989; Burgin, 2011].

Accounting cycle

Accounting documents contain a reflection of the financial activities of all proprietary information and are
a good basis for analysis, and hence - forecasting and planning the future activities of the company
[Samuelson & Nordhaus, 1989].

The sequence of accounting procedures used to record, classify, and summarize accounting information
is often termed accounting cycle [Markov et al, 1993b; Meigs & Meigs, 1989].

The accounting cycle begins with the initial recording of business transactions and concludes with the
preparation of formal financial statements summarizing the effects of these transactions upon the
assets, liabilities, and owners' equity of the business. The term "cycle" indicates that these procedures
must be repeated continuously to enable the business to prepare new, up-to-date financial statements
at reasonable intervals.
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Many business concerns have several hundred or even several thousand business transactions
each day. It would not be practicable to prepare a balance sheet after each transaction and it is quite
unnecessary to do so. Instead, the many individual transactions are recorded in the accounting records
and, at the end of the month or other accounting period, a balance sheet is prepared from these
records.

An accounting system includes a separate record for each item that appears in the balance sheet. For
example, a separate record is kept for the asset cash, showing all the increases and decreases in cash
which result from the many transactions in which cash is received or paid. A similar record is kept for
every other asset, for every liability, and for owners' equity.

The form of record used to record increases and decreases in a single balance sheet item is called an
account. The account is a means of accumulating in one place all the information, about changes in a
specific asset, a liability, or owners' equity.

All separate accounts are usually kept in a loose-leaf binder, and the entire group of accounts is called a
ledger. The electronic variant of the ledger is assumed in this paper.

Structure of the ledger account

> Basic types of information items of the transaction
In every transaction there are five main types of information items:

— Integer number;
— Real number;
— String;
— Date;
— Nomenclature.
The first four types are identical with those in programming languages like Pascal. The fifth, the

nomenclature Nmcl, is specific named set:
Nmcl: (Nom_code, u,Value),
where
— Nom_code is a set of nomenclature codes which usually are integer numbers or strings;
— - is biunique correspondence between Nom_code and Value;
— Value is a set of any of:

- Integers;

- Real numbers;

- Strings;

- Dates;

- Complex records built of these types.
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» The ledger account and transactions

The ledger account ACC is a specific named set [Markov et al, 1994] of two elements which are named
Debit and Credit and which are sets Dr and Cr; i.e.

ACC : ({Debit, Credit}, y, {Dr, Cr}).

Every element of Dr and Cr is named transaction and is connected with corresponded time point
(usually this is any day of the year). This way Dr and Cr are sorted by the time of the transactions.

Every transaction may be described by the relation:
Tr : (<Doc No><Date><Type><Summ><Analitic information>)
where:

— <Doc No> is number of the primary document;

— <Date> is date of the primary document;

— <Type> is type of the primary document;

— <Sum> is the amount of the primary document;

— <Analytic information> is a special record of information items for additional analysis, sorting

and searching the transaction record.
» Correspondence between analytical information items

The analytic information is the main tool for accounting analysis and preparing secondary documents for
the leaders and the managers of the company and theirs decision making. Several additional items are
usually connected with every account transaction. This information is needed for more complex analysis
of the account or of the ledger as a whole. These items are known as an "analytical features" of the

account.
There are three main goals of using the analytical features:

— To analyze the set of the account transactions in Dr or Cr for finding any mistakes or for
obtaining any internal correspondences between transactions of the Dr or Cr of the ledger
account;

— To analyze together the sets of the account transactions in Dr and Cr for finding any mistakes

or for obtaining any internal correspondences between transactions of the ledger account which
are included in sets of Dr and Cr;

— To analyze two or more accounts together for obtaining any correspondences between theirs
transactions.
» Time characteristics of the ledger account

As we said in [Burgin & Gladun, 1989] the time dimension of the account transactions is very important
one for the business analysis. The time-period principle is one of the generally accepted accounting
principles that guide the interpretation of financial events and the preparation of financial statements. It
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tells us that the life of a business entity must be divided for accounting purposes into time periods of
equal length, so that decision-makers will be informed on current trends within business [Markov et
al, 1993b; Meigs & Meigs, 1989].
Time is recorded when:

— The primary document is created;

— The account transaction correspond to the given primary document is entered in the account.
The business analysis may be made:

— For given date;

— For time interval, including or excluding the boundaries of the interval.
» The account balance
There are several accounting intervals which are used for analyze the set of transactions of the account.
Usually these intervals are:

— Aday;

— A month;

— Aquarter;

— Aninterval of days;

— An interval of mounts;

— Aninterval of quarters;

— Avyear.
The account balance is prepared for every accounting interval which is important for the business. The
account balance is amount between total sums of Dr decremented with total sum of Cr. The total sum of
Dr or Cr is made only for the transactions belong to the given accounting time interval.

> Subaccounts and batches

Usually the account contains hundreds of transactions. It is very difficult to analyze so many
transactions and prepare report for any analytic condition. Because of this the account may be divided
into sub accounts. In this case the account is named set of subaccounts.

There is another kind of grouping the transactions of the account. Using any analytical feature we can
group transactions in batches corresponded to every value of given analytical sign. The reports in this
case are made for the account sorted and "virtually" divided in batches in accordance with given
condition for one or more analytical signs.

» The Ledger
The ledger LGR is a named set which elements are accounts, i.e.

LGR : (NACC, y, SACC),
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where

— NACC is set of ledger accounts' names;
— - is biunique correspondence between NACC and SACC;
— SACC is set of ledger accounts.
Names of accounts are strings of digits. It is possible to use any letters but this form is not preferred in

the everyday practice.

All accounts in the ledger describe all financial depended activities of the business. Every primary
document must be registered in at least of two accounts. This way every account corresponds to some
others - there are mappings between accounts. These mappings are very important for business
analysis.

The specific of the mappings between accounts is the principle "the domain of mapping always is Dr of
an account and co-domain is Cr of the same or other account". Mappings are registered both in
corresponded transactions of domain and co-domain. This is an explicit registration of the relationship.

One account may correspond to every other one, but in practice there are clear rules for building
accounting correspondence.

So, all financial business activities may be and must be reflected in the ledger by corresponded
transactions and relationships between them.

Information operations with the ledger account

The main information operations with the ledger accounts are:

— Creating;

— Analyzing.
There are several service information operations - renaming, moving from one place of the ledger to
another, deleting, sorting and preparing the batches and etc.

» Creating the ledger account

Creating the ledger account is a two steps’ process. The first step is defining of the account and
establishing its relations with balance sheet and income statement. The second is everyday entering
new transactions in the Dr and Cr of the account and preparing work sheet and other financial
statements.

» Defining the ledger account

The main procedure for the account is its defining. This is sequence of several decisions and activities:
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— Naming the account and including it in the hierarchy of the ledger;
— Initializing of the control fields of the account;

— Set up the analytical parameters of the account and connection it with appropriate
nomenclatures.

Naming the account is depended with national and international accounting standards. Usually it is clear
what name is needed and where in the hierarchy is it.

More complicated is the initializing of the control fields of the account. There are two main types control
fields:

— Relations with balance sheet and income statement;

— Initial values in Dr and Cr [Markov et al, 1993b] for the beginning of year and for all preceding
months of current year if the account is initialized in the middle of the year.

Setting up the analytical parameters of the account and connection it with appropriate nomenclatures is
very important for future analysis of the account and preparing reports for requests which in the stage of
initializing could not be expected.

» Memorial order

The everyday accounting is based on two main technologies:
— Memorial orders oriented;
— Accounting journals oriented.

In computer based accounting the journals oriented technology is used when accounting cycle contains
little number of transactions. In this case a spreadsheet may be used for information service of
accounting cycle. So, all correspondences between accounts are made manually and analysis is very
difficult.

Memorial orders oriented technology is simpler for working and has great power for computer analysis
and preparing the secondary information - all standard financial statements and non standard but very
useful reports. Our information model is connected with memorial orders' technology.

Memorial order (MO) contains header and body.

Header is standard information which describes the primary document:
— Type;
— Number;
— Date;
— Total sum;
— Number and name of business partner;
— Type of business operation;
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— Income tax if it is included in the sum of the contract; etc.
Body of the MO is specific table used for entering the follow information about transactions:
— Description of the transaction;
— Corresponded accounts;
— Analytical information for each account of the transaction;
— Sum of the transaction.

» Information analysis of the MO

The information analysis of the MO is aimed:
— To make preliminary work sheet in the frame of the MO and to find and to correct any mistakes;
— To prepare two main journals of purchases and sales;
— To compute the income taxes;

— To make information retrieval and to prepare non-standard reports based on the MO description
of the primary documents.

It is possible to classify MO in three sets:
— MO for purchases;
— MO for sales;

— MO for other business operations like money transfer between bank account and cash of the
company and vice versa.

The information retrieval is needed for preparing reports based on primary documents. The main
features of the information retrieval are described below.

» Entering new transactions in the Dr or Cr of the accounts
One row of the body of the MO describes one transaction. One primary document may be described by
one or more transactions and by one or more MO.

After analysis of the MO all its transactions may be entered in the ledger accounts. As a rule, one
transaction is entered in two corresponded accounts. The main rule in this case is: the transaction is
entered in Dr of the first account and in Cr of the second. Which account is the first and which is the
second is shown in the MO.

v Analysis of Dr or Cr

The main goal of accounting is to distribute transactions in accounts for more convenient analysis of the
financial information and this way to support decisions making and the control in the business.
v Making the work sheet

After every entering the transactions the content of the Dr and Cr of the accounts is changed. The
analysis of the current content of a given account is the first step. Usual it is to prepare the total of all
sums of the transactions belongs to Dr or Cr respectively.
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The totals are very useful for analysis of the dynamic of changes in the accounts. This analysis is based
on:

— The total sums from beginning of the given accounting period so cold trial balance (TB);

— The total sum of the transaction belong to the given accounting period or so cold adjustments
(ADJ);

— The final result of the getting together of the trial balance and adjustments or so cold adjusted
trial balance (ATB).

These three elements (TB, ADJ and ATB) are used for preparing the work sheet of the ledger accounts.

As a rule, the heading of the work sheet consist of three parts:
— The name of the business;
— The title Work Sheet;
— The period of time covered.

In the American and European accounting the body of work sheet contains five pairs of money columns.
In Bulgarian accounting the body of the work sheet contains three pairs of money columns (for TB, ADJ
and ATB), each pair consisting of a debit and a credit column. The rest two pairs are represented in
separate income statement and balance sheet.

Making the work sheet is a standard procedure and may be done automatically.
v Making the journals

The journals are another form to show the relations between ledger accounts. The journal is a table
which visualizes the mapping between given account and all others in the ledger. For every account
there are two main mappings - for Dr and Cr respectively.

Making the journals is a standard procedure too and may be done automatically.
v Preparing the batches

Batch is a subset of the Dr or Cr which corresponds to given condition. The process of preparing the
batches is based on additional analytical information in the Dr or Cr of the account. So, there are many
variants of grouping the transactions of Dr or Cr in batches. This is main reason for the importance of
this information operation for the accounting cycle - it permits the multi lateral analysis in the single
account.

Preparing the batches is a standard procedure too and may be done automatically.
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v" Complex requests and reports

The Dr and Cr may be represented as relations in the Codd relation model. In this case it is possible to
use relation algebra or relation calculus for extracting any subsets from Dr or Cr. The resulting subsets
may be used for preparing the batches which will contain transactions only from the report of the given
relational request. This way number of the elements of the set of batches for analyze may be limited.

Executing the complex requests and preparing the reports and batches based on them in the practice
may be done only automatically.

» Common analysis of Dr and Cr

After separate analysis of Dr and Cr it is important to continue with the common view of the two parts of
the ledger account. This common view permits to find relationships between elements of Dr and Cr.
Only common analysis of Dr and Cr gives total map of the financial operations. It is possible to analyze
both Dr and Cr of one account or of the different accounts. Common analysis of Dr's or Cr's of any
accounts has little practical effect.

v Grouping the transactions and establishing the correspondences between groups

The main work in common analysis of the Dr and Cr is to reorganize the account in new subsets and
establish any correspondences between these subsets. All analytical signs may be used as basis for
grouping the transactions of Dr and Cr. After finishing grouping it is possible to integrate transactions in
every group to make more general view on the financial operations and processes.

v" Requests and reports

As a rule, accounts contain thousands of transactions. In this case grouping is very slow process and in
many cases it is impossible to work with so much information. For this goal it is need to have special
tool for selecting the appropriate transactions before starting the grouping process. The requests and
reports of this kind are similar to the relation algebra or relation calculus but are executed on different
relations (Dr and Cr) and the result is again different subsets of Dr and Cr.

Storing and processing accounting information based on CRP

We have used strong hierarchies of named sets to create a specialized mathematical model, for new
kind of organization of information bases called Multi-domain Information Model” [Markov, 2004]. The
“Information Spaces” defined in the model are kind of strong hierarchies of enumerations (named sets)
[lvanova, 2015]. This permits it to be implemented for storing and processing of accounting information.
Let remember that the ledger accounts are kind of named sets.
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In the same time, the RDF structures are kind of named sets. This means that the accounting
information can be directly represented by RDF triples or quadruples and stored and processed in the
frame of CRP.

The advantage of this is the possibility to pass the boundaries of limitations of classical systems and to
have freedom of cloud processing.

Conclusion

In the beginning of this paper we have remembered the main structure of the Collect/Report Paradigm.
Further we included a short presentation of named sets. After that, the structure and operations with
accounting information have been presented in details. In the great companies it may be very large and
memory for storing and time processing pass the limitations of classical data bases.

Finally, we outlined the possibility to store and process accounting information using the Collect/Report
Paradigm. Following it, the accounting information may be distributed in the cloud multidimensional
information spaces and stored and processed in parallel. Every account is presented by a separated
layer which contains two named sets — Dr and Cr. Storing and reporting may be provided
simultaneously without recompilation of the information base.

More concretely, the advantages of such approach are:
Collecting accounting information may be done for all ledger accounts independently in parallel;
Reporting accounting information may be provided only by the ledger accounts which really contain

information related to the request;
Input data as well as results may be in RDF-triple or RDF-quadruple format.
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MODIFIED LYAPUNOV’S CONDITIONS FOR HYBRID AUTOMATA STABILITY
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Abstract: The problem of stability of stationary states of hybrid automata are considered. Sufficient
conditions for stability and instability of trivial stationary states of nonlinear and linear hybrid automata
with the help of s- and u -hybrid Lyapunov’s functions are obtained. Also necessary and sufficient
condlition for existence of solution of Lyapunov’s-like equation (copositive matrix), which can be used to
construct quadratic Lyapunov’s functions on cones are proved.

Keywords: dynamical systems, discrete-continuous systems, Lyapunov’s equations, Lyapunov’s
functions, hybrid automaton.

ACM Classification Keywords: G.1.7 — Ordinary Differential Equations.

Introduction

Some dynamical systems combine continuous dynamics and switching between several different
discrete states (in certain moments of time or at certain hypersurfaces). Specifically, this property is
present in some automatic control systems (for example thermostat, automatic transmission). Difficulties
in research of such systems are obvious.

Hybrid automata are used as mathematical descriptions of such systems. Research work on different
models of discrete-continuous systems was done by Samoylenko A.M., Martynyuk A.A., Perestyuk
N.A., Byslenko N.P., Glushkov V.M., Emel'yanov S.V., DeCarlo R., Branicky M., Pettersson S.,
Lennartson B. and others [Branicky, 1994]-[Martynyuk, 2002], [Peleties, 1991]- [Ye, 1998].

We will use the variant of method of Lyapunov’s functions, based on s-and u - functions [Emel'yanov,
1972] , to investigate stability of stationary states of hybrid automata. Also in the article we propose
sufficient conditions for solvability Lyapunov’s equations on a some subset of the space of positive
define matrices.

For the definition of hybrid automaton we refer the reader to [Bychkov, 2007b], [Alur,1993], [Nicollin,
1993].

We will use the following notation: || is Euclidean norm in R", 0 is the null-vector and a<b (a<b)

for vectors is the componentwise comparison.
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Definition 1. Trivial stationary state x =0 of hybrid automaton H is called Lyapunov stable, if for any

£>0 there is 5> 0 such that the inequality |x(t,)| < & implies |x(t)| < for all te 7, where 7 is a

hybrid time.

Main Result

Let's assume, that the hybrid automaton’s orbit begins from the first state. Notation x | means that

i—i+l
automaton switches from the local state / to the state j+1 at the point x. Let's build the following
sequence:

c’e(0,C), ¢'= max V*(x'), ¢*= max V’(x’),...,c" = max V'(x")

. “ (1)
1-2 23 IN—1

Vi(xhze, V2 (x*)<e, VN (xM)zey_,

Also, let's denote by Q, the set that describes i-th local state. Let's assume that there exists a set of
Lyapunov’s functions, defined on sets €, .

Definition 2. An indexed family V(i, x)={V'(x)}, i=1 N is said to be a hybrid s -function, if V'(x)
are positively defined and ¢ <c” for any sequence {c'}, i =0, N, defined as (1).

We will use a hybrid s -functions to investigate stability of a hybrid automaton’s trivial stationary state.

Definition 3. The following indexed family is called the derivative of the s-function V/(i,x):

v(i,x>={d‘gx(x)ﬁ<x(t)), i=1,_/v}.

Let's introduce the following notations: B, ={xe R" |

X|<r}, S, ={xeR"|

X|=r}.

Theorem 1. Assume that the hybrid automaton H has trivial stationary state and satisfies conditions
|Q| <eo j=1,N-1, Jump(N,x)=(1,x). Also assume that the neighborhood of the origin D < X is
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defined and there exists positively defined hybrid s -function V(i, x): QxD — R such that

—d\;(x)f,(x(t))so forall xe DNQ, i=1, N.
X

Then the trivial stationary state is stable.
Proof. Let's assume that Q={1,2} and denote W.(i)={xe R" |V'(x)<r}.

Let's choose arbitrary £ >0 and show that it is possible to find & >0 such that for any orbit x(t), the

condition V*(x(t))<a,(2) forall te 7, implies x(t)e B, forall ter.
Let's select re(0,€) such that B, <D and put az(i)=ménv’(x). Let's choose b,(i)e (0,a,(i)).
Then W, , (i) c B, . Let's choose p,(i)>0 suchthat B, , cQ, (i) and put r; :mionpz(i).

Similarly, the value b(i)e (0,a,(/)) can be defied. Then W, (i) c B, . Let's choose p,(i)>0 such
that B, ,, c W, (i) and put & = rEiQn p,(i).
Let's assume (for distinctness) that the orbit begins in state 1. If the orbit doesn’t move from state 1 to

state 2, then the theorem degenerates to Lyapunov’s theorem. So assume that it moves form state 1 to
state 2 at some moment 7, =7,

Then |x(z;)

theorem is proved. If there is a jump in point 7/ =z, , then |x(z))

= |x(fl )| <r, for all te[z,,7,]. If the trajectory doesn’'t move from state 2 to state 1, the

=|x(z,) <r, forall te[z,7]].

By the theorem’s statement, there exists a positively defined hybrid s -function. Let's put
¢’ =V'(x(z,)) in s -function’s definition. Then V'(x(z,))<c*<c’=V'(x(z,))<a(l) , ie.

‘Vl(x(z-2 ))‘ <a,(1). Continuing by induction we acquire that ‘Vl(x(t))‘ <a,(1) for any t > 7, in the first
state, and ‘Vz(x(t))‘ <a,(2) for any t > 7, in second state. In both cases |x(t) <r, <&. Theorem are

proved.
PR . . . " N 0 dV’(X)
Note, that for any i, it is sufficient the check in equalities ¢” <c¢” and d—f,.(x(t))s 0 only on
X

local state Q, .

Now let's consider conditions of instability of trivial stationary state. Let’s call a local state unstable if it is
not Lyapunov stable. Let's give some definitions.

Definition 4. Hybrid time 7 is said to be Zeno, if it consists of infinite number of intervals, but
limt’ <o (like in Zeno’s paradox about Achilles and a turtle).

=00

Let's build a sequence {c'}, i =0, N as follows:



118 International Journal "Information Content and Processing", Volume 2, Number 2, 2015

c’€(0,C), ¢'= min V*(x'), ¢’ = n;\nin Vix*),...,c" = min V'(x") 2

!
Vl(xl )=CO v2(X2 )=Cl VN(XN) CN*I

Definition 5. An indexed family V(i, x)={V'(x)}, i=1N is said to be a hybrid  -function, if V'(x)

are positively defined and ¢" > ¢° for any sequence {c’ } i=0, N, defined as (2).

Theorem 2. Let H be a hybrid automata with no Zeno orbits. Assume that H has the trivial stationary

state  and  satisfies  condiions  |Q|< <o, Jump(i, X)={(i +1 q,(x))} , i=LN-1 ;

Jump(N, x) = (1,9,,(x)) . Also assume that the neighborhood of the origin D < X is defined and there

dV'(x)
d.

exists a hybrid u -function V(i, x): QxD — R such that f.(x(t))>0 for all xe D&, and

i =1,N . Then the trivial stationary state is unstable.

Proof. During the live time of a hybrid automaton, there can be two cases:

1) for any &> 0 there exists x, € B, , such that the orbit, that starts at x, performs a finite number of
switchings;

2) there exists an & >0 such that all orbits that start in B, perform infinite number of switchings.

In the first case the theorem reduces to Chetaev's theorem about instability.

Let's assume that the second case takes place. For simplicity, let's assume that Q={1,2} and that orbit

begins in the first state. Let's assume the contrary: the trivial stationary state is not unstable, i.e. for
arbitrarily small 6 >0, orbits that begin in B, do not leave the ball B, . Then there is some C >0,

suchthat V/(x(t))<C forall ie Q.

dVi(x)

From the positive definiteness and continuity of the derivative V(i, x)= ™

f.(x(t)) it follows, that

there exists some v >0 such that V(i x(t))>v for all ieQ . Let's compute the difference
V'(x(t))-V'(x(t,)) (we assume that the orbit is in state 1 at time ¢ after M switchings, where M is

an even number):

i=2,4,..M

VI(x(t)-V'(x(t,) = Y []vl(s)ds+[v1<x(r,-+l+o>)—v1(x(r,-—0))]}+ [ Vi(s)ds >

Tio1 TM+1

>y [V‘<x<r,-+l+0»—V‘<x<r,-—0))]+v{ > (r,-—r,-_1>+(t—rN+l)]

i=2,4,..M i=2,4,..M
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Lets assume the series > (7,-7.,) to be divergent. Then the expression

i=2,4,..M

v[ D (7 -1)+ (t—1y, )} becomes unbounded with the increase of t. It remains to make sure
i=2,4,...M

that the difference V'(x(z,,, +0))—V'(x(z, - 0)) is non-negative.

i+l
Lets put ¢’=V'(x(z;)) in the definiton of the wu -function. Then V'(x(z;))>c' , and
Vi(x(z,,,))=c* = ¢, ie. inequality V'(x(z,,,))—V'(x(z,))= 0 holds.

Thus with the increase of ¢, the difference V'(x(t))—V'(x(t,)) becomes arbitrarily large which
contradicts assumption V'(x(t))<C.

If the series > (7, —7,,) converges, then another series ' (7, —7,,) is divergent and the
i=2,4,..,N i=3,5,.,N-1

same arguments can be applied to the second state.

Theorem are proved.

Consider a hybrid automaton with the following properties:

1. for each ke Q, the right-hand side of the equation, describing continuous dynamics in k -th local
state has the form £ (x)= A x, where A, is nxn-matrix ;

2. each local state is formed by the convex cone G, x =0, where G, is m, xn -matrix;

3. switching is cyclic (1—-2 —...—N —1) and occurs on hyper surface x =B,y , where y € R""
and B, is nx(n—1)-matrix, i.e.
o Jump(k,x)={((kmodN)+1,x)},if x=B,y forsome y;

e Jump(k,x)=, in the other case.

Definition 6. A hybrid automaton, that satisfies properties 1-3 is called linear.

Note, that this definition should not be confused with other definitions of linear hybrid automata which
can be found in model checking literature.

Theorem 3. (About piecewise quadratic s-function). Let HA be a linear hybrid automaton. Suppose
that there exist positive-definite symmetric nxn-matrices H, , k :L_l\l, such that:
* a =max x"(AlH, +H,A)x<0;
g
e the matrix B/(H,-H,)B, is negative-semidefinite for each switching
k- (kmodN)+1="/¢.

Then the trivial stationary state is stable.
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Proof.  Let's define Lyapunov’s functions as follows:

V.(x)=x"H.x, k=1,N.

k

Let's choose arbitrary x #0 such that G, x>0 . Then conditions G, x>0 and a, <0 imply the
following inequality

V(x)=x"(ATH, + HA)X <X (ATH, + H A )x <0.
Then the following relation describes transition kK — (kmodN)+1=/:

c¢'-c*=V,(x)-V, (x)=x"(H,-H,)x=y"B/(H,-H,)B,y <0,

where ¢’, ¢* denote Lyapunov’s functions V,(x) and V, (x) respectively.
Thus {V,}, ; form a hybrid s-function, i.e. ¢ <c""' <...<¢'<¢’. So according to the Theorem 1,

the trivial stationary state is stable. Theorem are proved.

Theorem 4 (About exponential attenuation coefficients). Suppose that linear hybrid automaton satisfies
conditions of the Theorem 3. Then the following inequality holds (where g, is the automaton’s initial

ﬂrnax(qu ) a, . (t - to)
|x(t) < \/ﬁix(h) )| exp{”,JE%X A.(H) 2 }

Proof. The following inequality holds for each k =1,N':

state):

V. (x)=x"(AIH, +H A )x<0.

Conditions of the Theorem 3 imply, that V, (x) < a, |x|2 . From Rayleigh’s inequality it follows that

V,(x) (x).

< %y
Awin(H,)

Now from the Gronwall-Bellman’s inequality implies that
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Vi (x) <V, (x(7;)) exp {%}

This inequality holds only within local state. Let’'s write it the current ( n -th) segment of hybrid time and
for previous segments:

V, () <V, (x(z,))- exp{ﬂm(t(—;qn))},

V, (X(Z) <V, (X(z,))-ex 8@ =m0 1
T T =L...,MN—1,
1 am(F )

Conditions of the Theorem 3 imply that V, (x(z,)) <V, _ (x(z/_,)), so the following inequality holds:

A (H.)

min

{ (t—r)}
Vv, (x(t)) sV, (x(7,))-expy————r<

<V, (x(7,.1)) - ex w V, (x(z,,)) ex A T)+aq"_](z',’7_1—rn_1) <
h P Aein(H, ) P lmm(H Aun(Hy ) [

=a, (7 - T) a, (t-z,

<V, (x(t,))-exp {Z

i=1 |n qu ) ﬂ‘mm (H

)} <V, (x(t,))-exp {r?gx ﬂmij(ka) (t—t, )}.

Now with the help of Rayleigh’s inequality we obtain the following:

max(H ak
SO wra O 'o{rrk'?"<‘:?xﬂmm(Hk)'(H(’)}S
< e (Fy,) | x(t, )| -ex p{max ﬂmI:a(Hk)(t—to)}.

m|n Aegin( H )
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Theorem are proved.

Let's take a look at the following example. Let |Q =2, X =(x,x,) and AI:(_O’l : J :

2 01
~01 2

A = .
-1 -0,

Let Inv, ={x, >0}, Inv, ={x, <0}, G, =(1,0), G, =(-1,0), B =B, =((1)J

0

Let's put H, = ((2) |

J , H, = (0(’)5 (I)J and check conditions of the theorem 4:

e a-= rgxa)%(xT(A]TH1 +HA)X=-0,2; a,=-0,1;
XITX_:I

e B'(H,—H,)B =0, BI(H -H,)B,=0.

Thus trivial stationary state is stable. If we assume, that the first state is initial, then:

L E—]
ﬂmin(Hl) ﬂmin(Hz)

Aeax(H) =2, A, (H)=1, 4,,,(H,)=0,5,
i.e. we obtain the following exponential inequality:
|x(t) < 2|x(t,)|- ).

Let's investigate conditions that imply existence of a H that satisfies condition 1 of the theorem 3. Let’s
introduction the following notations:

e A>0(A>0)-matrix A has positive (non-negative) elements;

o S™ —asetof real symmetric nxn-matrices;

e E_—identity nxn-matrix;

e (a,a,..,a,) - horizontal concatenation of column vectors;

e cl(X) —closure of the set X = R” (in usual topology on R");

o Im,(X)={Hx|xe X}, HeR™, X cR".

The following lemma can be found in convex analysis literature:

Lemma 1. Let X,Y < R" be open convex cones and c/(X)ncl(Y)={0}. Then there exists pe R”

for which Vxe X,yeY:p'x<0<p'y.

We obtain the following corollary from this lemma.
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Corollary. Let X,YcR" be convex cones such that cl(X)ncl(Y)={0}

Then there exists a nonsingular matrix Ce R™ such that
Vxecl(X)\{0},yecl(Y)\{0} Cx<0<Cy.

Proof. Let's assume that X = {0}, Y # {0}, because in the other case the corollary is trivial. Let's apply
lemma 1to X and Y . Then

Vxe cl(X)\{0},yecl(Y)\{0} p’x<0<p'y
for some pe R". Let's denote

C(e)=(p,p,...p) +€E, ,ecR.
%,—/

n

Then
VxecXnS,yecYnS C(0)x<0<C(0)y,

where S, ={xe R" |

x| =1} - unit sphere.

Nonempty sets cl X NS, and clY NS, are compact, so there are a,,b, € R, such that

max maxe/C(0)x <a, <0<b, < min_mine/C(0)y.
xeclXnS, i=1..N yeclYnS, i=1.N

The function m}a%efC(g)x is continuous in ¢, x , so there exists & > 0, such that

VxecXnS,yeclYnS,.
Then
max e/C(e')x<a,<0<b, < minefC(g* W,
whence

Vxecl X \{0}, yecY\{0} C(e)x<0<C(g)y.

So we can put C = C(&"). Corollary are proved.

Lemma 2. Let X — R" be a convex cone and Ae R™" be a matrix, such that cI X nIm ,cl X ={0}.
Then there exists nonsingular matrix He S™ , such that VxeclX\{0} x"Hx>0 and
X" (ATH + HA)x <0.

Proof. Let's apply the corollary from the previous lemma to the cones X and Im, X. Then
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Vx e cl(X)\{0},y eIlm,cl(X)\ {0} Cx<0<Cy

for some nonsingular matrix C . Lets put H=C'C. Then for any xeclX\{0} the following
inequalities hold

x"Hx =(Cx)'Cx >0,

x" (ATH + HA)x = 2x"C"CAx=2(Cx)" (CAx)<0,

because Axeclim, X and Cx <0<C(Ax).

Lemma are proved.

Lemma 2 can be used to prove a condition for existence of positive quadratic Lyapunov’s function on
the cone {xe R" | x> 0}.

Theorem 5. Condition Vx >0,x 0 Ax 20 is necessary and sufficient for existence of nonsingular
matrix He S™" suchthat H>0 and A"TH+HA<0.

Proof. Sufficiency follows from lemma 2, so let's prove necessity. Let's assume that there is matrix
He S™, such that H>0 and A"H +HA <0, and prove that vx >0,x 20, Ax20. Let's suppose
contrary:  there  exists vector x,>0,x,#0 , such that Ax,=0 . Then

x; (ATH + HA)x, = 2(Hx,)" Ax, >0 because Hx,>20, Ax,20 and Hx,=0 , Ax,#0 . The
inequality x] (A"H +HA)x, >0 contradicts assumption ATH+HA<0. So Vx>0,x#0, Ax20.
Theorem are proved.

Let's show how to use theorem 5. Let's consider the system that describes local dynamics of linear
hybrid automaton:

x=Ax, Gx>0, (3)

where A, GeR™ , and A is nonsingular. Let's apply a nonsingular change of variables
y=(y,.y,) =Tx, such that for some indices /,j , 0<i<j<n+1, the conditon Gx>0 is
equivalentto y,,..y; 20,y;,..y, =0.
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Without loss of generality we can assume that equations y/,..y, =0 are not present. Then system (3)

will be equivalent to the system like

y:TAT‘ly:Zy, Yy, 20, (4)

where all variables y; are non-negative. Then we can apply theorem 5: if Vy >0,y #0 Ay 20, then

there exists quadratic form y”Hy,He S™ , such that y"Hy >0 and y"(A H+HA)y <0 for any
y =0,y #0. Then the following conditions are satisfied for any x, such that Gx > 0:

X' T"THTx >0;
XTT((TATTY H+ HTAT YTx = X" (ATT"HT + TTHTA)X <0.

Then the quadratic form x"T"HTx is the Lyapunov’s function for the system (3). So it can be used to
construct hybrid s -function.

Conclusion

In the article we considered the problem of stability of stationary states of hybrid automata. We obtained
sufficient conditions for stability and instability of trivial stationary states with the help of s- and u -
hybrid Lyapunov’s functions. Also in the article we obtained sufficient condition for stability of stationary
states of linear hybrid automata, and necessary and sufficient condition for existence of solution of
Lyapunov’s-like equation, which can be used to construct quadratic Lyapunov's functions on cones
(theorem 5).
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CODE DESCRIPTIONS OF CLASSES METHOD FOR PATTERN RECOGNITION
WITH MULTIPLE CLASSES
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Abstract: A new method for solving pattern recognition tasks with multiple classes is proposed that is based on the
standard ECOC approach. The main modification involves so-called code description of the classes. Unlike class
code of ECOC the code descriptions represent multisets of codes of classes’ training objects. Another modification
fakes advantage of optimization of the initial set of binary subtasks. The method's theoretical substantiation is based
on the ideas of algebraic and logical approach to pattern recognition. Its advantage is demonstrated with the model
data set.

Keywords: pattern recognition, multiple classes, ECOC, correctness, algebraic approach, logical approach, code
description of class.
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Introduction

A pattern recognition task with multiple classes is considered hereinafter. The problem statement of its standard
form from [ ] is used.

Definition 1. The pattern recognition task Z is defined as follows. Let Sy(Z) = {Si,...,Sm} be a training
sample described by real vectors S; = (a;1,...,ain), @ = 1,...,m. The sample is divided into | classes
K1, ..., K. The classification of the training sample objects is defined by information vectors a; = (a1, - . . , ),
where o;; is a value of the predicate “S; € K;”. It is required to construct an algorithm A for calculating the
classification of a new object S.

If the classes do not overlap the classification of an object can be described by a single number «v; € {1,...,1}
that is used further.

A pattern recognition task is called a task with multiple classes when [ > 2. The case is distinguished by the
fact that not all recognition methods are able to solve such tasks directly. Unlike nearest neighbors method or
estimates calculating algorithm [ ,b] such methods as support vector machine [ ]
or statistically weighed syndromes [ ] require additional stages. Firstly, a set of binary subtasks
is solved directly and then their results are combined and interpreted in terms of initial set of classes. Some of the
multistage approaches are quite obvious. They are one-vs-all [ ] and one-vs-one

[ ]. Other examples can be found in [ ]. There are also more general approaches. For
example in ECOC (Error Correcting Output Codes) method [1995] arbitrary subdivisions of initial
set of classes are used. Each class then achieves a binary code as well as each object. The decision on objects
classification is made depending on closeness of its code to classes’ codes. This method was further generalized
in [ ]. Binary subdivisions in that case consist only of a subset of initial classes and codes became
ternary that allows including one-vs-one into general approach.

Thus, three general steps can be distinguished in the approach. Firstly, a set of binary subtasks is constructed.
Random subdivisions are often used in that stage in general methods. Secondly, a recognition method is trained for
each of the subtasks. Finally, the recognition results of a new object by the set of trained algorithms are interpreted
in terms of initial classes.
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A novel recognition method is described in the present article in which the first and the third steps are modified.
The initial set of subtasks is reduced by solving an optimization task taking into account their recognition quality.
The final interpretation is performed based on code descriptions of the classes (CDC), i. e. multisets of codes of its
training objects instead of a single class’ code.

The next chapter is devoted to the theoretical basis of the method. And the following one to the formal description
of the method and experimental results.

Theoretical basis

The two main questions are answered in the present chapter. What requirements are to be satisfied by the reduced
set of binary subtasks? And how to process CDCs taking into account importance of its elements and avoiding
additional training?

The requirements for the set of subtasks are derived from considerations of correctness. Correctness of the final
recognition method is required at least in the case of correctness of its first level algorithms.

Correctness is one of the key qualities considered considered in the algebraic recognition theory developed by
academician Yu.l. Zhuravlev in 1970s [ ,0]. It is understood as the ability of the algorithm to
recognize given reference sample without errors. A great number of theoretical research of his students is devoted
to the problem. Here are some formal definitions.

Definition 2. Let's consider recognition task Z and reference set S,.(Z) = {S*, ..., S9} with known classification
ol € {1,...,1}, i.e. the predicate «St € K,:» t = 1,...,q holds. An algorithm A is called correct for the
task Z and the reference set S,.(Z) if A(S) = ot forallt = 1,...,q. Here A(S*) € {1,...,1,A} is the
algorithm’s answer on S* classification that is its class number or rejection A.

Definition 3. Let’s consider recognition task Z and two disjoint subsets of the set of its classes K° ¢ {Ky,..., K},
K' € {Ky,..,K;}, KN K' = (). Abinary subtask of the task Z is defined as a recognition task Z' with the
following properties: Sy(Z') = S;(Z) N (K° U K1), 5,(Z") = S,(Z) N (K° U K1), classes correspond to
K and K. The class K; is called active in the binary subtask Z' if K; € (K° U K*). The binary subtask is
called full if all initial classes are active in it. The number of active classes in the subtask r(Z;) is called its rank.

The main condition of the existence theorem for the correct recognition algorithm [ ,0] is pairwise
non-isomorphicity of reference objects, i. e. existence of a training object for each pair of reference ones that
distances of the reference objects to it differ in some feature subset: ¥.S?, S/ € S,.(Z), 3Sx € Si(Z), p €
{1,...,n},suchas |ay, — a| # |ax, —ajp|. Itand pairwise inequality of classes are the sufficient conditions for
the existence of the correct algorithm in the algebraic closure of ECA (estimates calculating algorithms) family

[2001]. Two-stage recognition scheme is defined as follows.

Definition 4. Let's consider recognition task Z and W of its binary subtasks Z, ..., Zyy. An algorithm A;
solving the task Z;,i = 1, ..., W is called a first-stage algorithm. An algorithm A solving the task Z over outputs
of the first-stage ones is called a second-stage algorithm.

At that the vector v(K;), there v(K;); = 1if K; € KJ;v(K;); = —1ifK; € Kj;v(K;); = 0 otherwise;
is called class K; code, i = 1,...,1,j = 1,...,W. Class K; rank r(K;) is the number of binary subtask in
which it is active r (K;) = [{v(K;); |v(Ki); #0,5=1,...,W}.

Object’s code~(S") is defined in a similar manner: ~(S*); = 1if K 4 gty € K3;7(S"); = 1if K ,(5t) € K},
v(S%); =0 otherwise, t = 1,...,¢q,5 =1,..., W.

Let’s consider recognition task Z with multiple classes and its binary subtasks 71, ..., Zy,. Evidently, if classes’
codes are different in the set of subtasks and binary subtasks are full the ECOC algorith is correct. Indeed, reference
vector codes are equal to their classes’ codes due to correctness of algorithms A4, . .., A, and since the codes
are different there is no collisions possible.
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The case of nonfull tasks is more difficult since objects of ignored classes can get arbitrary estimates. If then both
full and nonfull subtasks are allowed the disadvantage can be fixed easily by adding to every nonfull subtask a full
one in which all active classes of the former one are included into one metaclass and all inactive ones into another.
Thus, the most difficult case is the case of nonfull subtasks. Let’s describe the sufficient conditions for that case, but
first let's change recognition scheme a little.

Let S be a reference object. Its estimate for the class K;, j = 1,...,1, is calculated as
I;(8) = Ht\Kj e K&, A(S)=d, de {01}, ¢ = 1w}) . (1)

l.e. each algorithm A; by assigning object S into one of the metaclasses increases its estimate for each of
containing classes by one. Object S is than assigned to a class with maximum estimate. If there are multiple
classes with the maximum estimate the object is rejected.

Statement 1. The described scheme is equivalent to ECOC.

Proof. Indeed, let’s consider an arbitrary reference object S* and an arbitrary class K;. Distance between object’s
code (S*) and class’ code (K ), d(S*, K), calculated as a number of different positions is equal to a number
of subtasks in which the class is inactive or it is active but the algorithm is incorrect. At the same time number
of votes achieved by v(S?) for v(K;), v(S*, K;), is equal to a number of binary subtasks in which the class is
active and the algorithm is correct. Thus, d(S*, K;) = W — v(S*, K), and minimum of the former is achived
simultaniously with the maximum of the latter. The statement is proved. O

Definition 5. The number d(K;, K;) of subtasks in wich both classes K; and K ; are active but belong to different
metaclasses is called distance between the classes.

d(Ki, K;) = [{t € {1, ..., W} [ v(EK;)e # (K, v(Ei)e # 0, v(EK;)e # 0} (2)
Let’s consider recognition task Z and its nonfull binary subtasks 71, . . ., Zy of equal rank » < [. Let all first-stage
algorithms A+, ..., Ay be correct for the corresponding binary subtasks.

Theorem 1. If for any two classes difference of their ranks is less than distance between them, i. .
T(KJ) - T(KZ) < d(KJ>K2)1 VZ,j = 17 s >la { 7& j 3
then the second-stage algorithm A is correct.

Proof. Let's consider an arbitrary object S* € K. Since all the first-stage algorithms are correct S* gets a vote for
its class in all the binary subtasks where itis active, i.e. T';(S*) = r(K;). Let's consider another arbitrary class K ;.
S* gets a vote for K in two cases: if K; is active and Kj is not, and if both classes are active and belong to the
same metaclass. Thus, I';(S*) < r(K;) — d(K;, K;). Consequently, I';(S*) — I';(S*) > r(K;) — r(K;) +
d(K;, K;). By conditions of the theorem r(K;) — r(K;) + d(K;, K;) > 0soI';(S*) > I';(S*). QED. O

In case first-stage algorithms are incorrect there are two possibilities. If there exist only few errors the Theorem 1
can be modified to correct those by requiring greater distances between classes. But if errors are numerous the
Theorem 1 becomes irrelevant and correctness can be achieved only by considering individual codes of the objects.
And nonfull tasks become not very useful too. Indeed, if an algorithm solves some binary subtask incorrectly it
nevertheless assigns objects of inactive classes to one of the metaclasses. The reference objects of an inactive
class will most probably be assigned to the metaclasses unequally. Thus, by including k; into the binary subtask
the algorithms quality can be decreased a little or even improved.

Considering the initial question the following conditions will be required from the reduced set of subtasks. Firstly,
only the full subtasks will be considered. Secondly, the distances between classes’ codes will be maximized.

The second question refers to a method for combining first-stage results. It can be made for example by training new
algorithm in an objects’ codes feature set. But the additional training would require a separate sample and would
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complicate an algorithm. On the other hand the combination of a binary training information and the lack of a training
stage is typical to the logical approach to recognition and to production expert systems [2007]in
particular. At that the information can be represented either as description of objects in form of logical formulas and
rules, or by precedents as an enumeration of objects and their classes. In the former case resolution methods are
used and in the latter one recognition methods, for example the one described in [ ]. There
are also tasks in which both approaches are used simultaniously, such as medical diagnostics tasks

[ ]. Atthat object resolution method allows using precedent information for logical inference and fuzzy object
resolution allows weighing the precedents.

The rest of the chapter is devoted to describing theoretical basis of the method starting with redefinition of the
recognition task Z using terms customary to the logical approach [ I

Definition 6. Let X be a subset of objects of arbitrary nature. Let subsets X1, . .., X; called classes be defined
in the set as well as the initial information I, of classes X1, ..., X;. Itis required to find an algorithm A defined
at the whole set X that calculates a result in terms of belonging to a classes X1, . .., X; for an arbitrary object
x € X using the information I.

Let S = {s1,...,s,} be asetof all features in universe of discourse of the task Z, where n < oo; D; be a set
of its values s; € S. Without loss of generality let's say that D; = {0,1,...,|D;| — 1} and denote

D:{O,l,...,max{|Dj|—1}}:{0,1,...,k—1}.
J

It is supposed that all features possess values from the set D, where k # 1.

Definition 7. The object is defined as correspondence
p(s1,...,8n) = (D},...,DP),

where D? C D is a set of values of feature s; < S of object p, and Df #+ &. Objects are called equal if
Vj D} = Df. If|D¥| = 1 the feature values is called known. If instead | D’}| > 1 the object p is considered a
set of objects such that s; enumerates Df and the rest features coincide with corresponding features of p. A set of
objects is also called a collection.

Definition 8. An object is called normalized if all its features are known. A collection is called normalized if all its
objects are normalized. Let’s denote X™°™™™ the set of all normalized objects of universe of discourse of the task Z :
xXnorm = D™ An object for which one feature is known and the rest are undefined is called feature-object:

pj(sl,...,sn):(D,...,D,{dgj},p,...,p).

Let V.C X, W C X be some arbitrary collections. Product of objects p and ¢ is defined by its features
Dﬁ.’q = D§’ N Dj’. Let's consider the following operations over objects and collections:

1. negation: V' = X"orm\ v/,

2. multiplication: VAW = |J  {pq}, where objects with D = & are not included;
peV,qeW

3. addition: V.V W =V {JW.

Statement 2. The set of operation {—, A\, \V} over collections is full.

The proof is described in [2012, ]

Thus, an algebra of objects G =< p(X), {—, A, V} > is defined where p(X) is set of all possible collections.
An algebra of normalized objects G™""" =< p(X™"™) {—, A, V} > is defined also, where p(X™°"") is the
collection of normalized objects. Let’s consider object resolution method for the task 7.



132 International Journal "Information Content and Processing", Volume 2, Number 2, 2015

Definition 9. An object r is called object resolvent for objects p and q, if feature values of r satisfy the condition:

DT — D§UD?’j:h
’ DYN\DY,j#h

)

where h is index of an arbitrary feature s;, € S. The operation of constructing object resolvent is denoted r =
Orn(p; ).

The appropriateness of object resolution method for constricting new objects based on precedent information is
shown in [ , ]. And the algorithm looks as follows. Let’s consider class X; and determine whether
an object z belongs to it. Let's denote X? = X% (M X; and A; the algorithm itself:

Step 1. SetY; = X7.

Step 2. If 2z € Y; go to step 6, otherwise go to step 3.

Step 3. Get from Y; an unconsidered triplet (p, ¢, k), where p and ¢ are objects and £ is feature index. If there are
no unconsidered triplets go to step 6.

Step 4. Calculate » = Ory,(p, q). If there exists such index j D% = @ gotostep 3.

Step5.1fr ¢ Y setY; :=Y;|J{r}. Gotostep2.

Step 6. Stop.

The algorithm A1 is applicable for both direct and reverse inference. Direct inference means that if the algorithm has
stopped by achieving the object x it implies that the collection Norm(XY) contains it. Thus, z € X;. Reverse
inference states the opposite. If the algorithm has stopped by achieving object o it implies that Norm/(Y;) = X,
i.e. Y; potentially contains all objects of X. Thatis why « ¢ X;. If either result is not achieved it means that
conclusions about objects x belonging to the class X; or not can’'t be achieved with the algorithm.

The next step is to apply the resolution method to the multistage scheme. Let’s consider the new task of W binary
features where codes of the initial objects formed by the set of first-stage algorithms become objects. The objects
are included to the set with their copies so that objects weights can be calculated as corresponding share of the
code in class’ code description. It allows applying a fuzzy object resolution method to the problem, i.e. object
resolution method in case 1 is described by fuzzy logic functions.

Let £ be an arbitrary set. Let's define characteristic function 1z () which value describes membership function of
an element x to the set E: up(x) € [0, 1]. Let £y, E5 be fuzzy subsets of E. Let's consider the following fuzzy
logic operations [ I:

1. addition: pz—(z) =1 — ug, (),
2. intersection: p1p, g, (z) = min{up, (v), pE, ()},
3. union: g, |k, (%) = max{pg, (x), pe, ()}

Every collection V' C X is assigned a characteristic function y1/(p) that describes membership function of an
object p. It is defined as the corresponding share of the objects. Let NP denote total number of instances of p in

l
XY and N? denotes number of instances of p in X?. Thus, N? = >~ N?. Let's define ux, (p) as
i=1

N
px, (p) = NP
so that pux, (p) € [0,1].
There are fuzzy logic analogues of the resolution method. One of them is described in [1972]. Let’s describe
an algorithm of solving the problem Z by using fuzzy object resolution method.

The algorithm A{ :
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Step 1. The algorithm A; is applied to X. Let Y; be the set of objects that are considered belonging to X;,
i=1,...,lbyapplying it i.e Vp €Y;, ux,(p) > t, t being a given threshold ¢ € [0, 1].

!
Step 2. For every object p € X'\ ( U YZ> the steps 3—4 are applied.
i=1

Step 3. For each class X; the value of i x, (p) is calculated.
Step 4. Let {uy, (p)} = max{py,(p)}, w = max{v}. If ux, (p) > t the object p is added to Y,:

Yo=Y, Up.
Step 5. Stop.
The results of the algorithm A{ are interpreted as this. If p € Y; when it stops then p € X;. Thus, the algorithm
A{ assignes the object p to the class with maximum membership function.
The difference between fuzzy object resolution method and direct comparison of object’s and class’ codes can be
seen in the following example.

Example 1. Let's consider recognition task with 4 classes and let’s define the binary subtasks as every pair of
classes against every other (see. Fig. 1).

Figure 1: Interpretation of the first-stage results.

There are three of those tasks {1, 2} — {3,4}, {1,3} — {2,4}, {1,4} — {2, 3}. Consequently the classes are
assigned the following codes: (K1) = (1,1,1), v(K2) = (1,0,0), v(K3) = (0,1,0), v(K4) = (0,0,1).
Lines in the Fig. 1 demonstrate trained linear recognition algorithms solving those binary subtasks. The first two
tasks are solved correctly but the third one contains a vast number of errors. For example the whole second class
is assigned a wrong metaclass and in the other three classes a part of objects (let's say 10 % for clarity) is treated
wrong too.

Now let's consider the object S. It's code is v(S) = (0,1, 1) and it is equally distant from the three nearest class
codes: v(K7) = (1,1,1), v(K3) = (0,1,0), v(K4) = (0,0, 1). Thus, the object’s class is impossible to tell
though it is likely to be class 3.
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However, the object resolution method will assign S to the third class. Indeed, first class precedents get codes
(1,1,1) (90%) and (1, 1,0) (10%), second class ones are (1,0, 1), third class ones are (0, 1, 0) (90%), (0,1, 1)
(10%), and fourth class ones are (0, 0, 1) (90%), (0, 0, 0) (10%).

The algorithm has its drawbacks. For example if a code is not presented in the training set it will not be recognized.
To compensate for the said effect a modification of it is proposed. An exact description is given in the following
chapter but the idea is to use a monotonically decreasing function in the neighborhood of each code to produce
estimates for the missing ones.

Implementation

This chapter is devoted to the formal description of the proposed Code Description of Classes Method as well as
the set of experiments demonstrating its quality. The method is based on the results of the previous chapter as well

as other researches of the ECOC approach. In [1999] the probability of mixing of results of different classes
was analyzed in case of random binary subtasks. It was shown that the algorithm is inclined to err if the codes of
corresponding classes are close. In [ ] itis also stated that good performance of the algorithm

requires both separability of metaclasses and codes. We will maximize distances between class codes that covers
the mentioned conditions as well as conditions of the Theorem 1 in case of full subtasks.

The initial set of binary subtasks is generated randomly. After that an optimization task is solved to maximize
distances between initial codes. The modification of the code set is made by weighing its components. Let
llvi |14, b€ @ code matrix where [ is the number of initial classes and 17 is the number of the binary subtasks.
Then the task is described by the formula

> ow; = aglry >y Vo, mv > v, p=1,..,1,
j=1

w
Zib‘j =W
j=1

1y — max .

It should be noted that the optimal weights are often zeroed that allows reducing number of subtasks. The second
role of the weights is to modify distance function by considering their importance

w
d(S" Kj) = d(v(S"), 7)) = Y _ lowj — Bjla; (3)
j=1

where 3 is code of the object S*, v(S?) = B;.

After the subtasks are generated and first-stage algorithms are trained, code class descriptions are formed. They
are multisets of codes of training objects calculated by the same first-stage algorithms. Let class K; be described
by a set of pairs {~;;,v;i}, i = 1,...,Wj, where v;; = ~(S5), S € K; N Si(Z) are codes of objects of

I{SISGK NS:(2),7(S)=";i}|
K082 2, W is the

number of different codes in the description of class K ;. The estimate of an arbitrary object .S for the class K is
then calculated by formula

class K;; vj; is the share of code ~y;; in the description of class K, v;; =

Z” (1 + d <S> i)

=1
where d(v1,v2) is either Hamming distance between codes ~; and -, or the distance defined in (3).

For the experimental purposes the two modifications were tested against simple ECOC separately and in combination.
Thus, four methods were involved in tests. The tests were performed with a model data set of 12 classes. At that
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the random sets of binary subtasks of given cardinality were generated and the same ones were used with each of
the methods. It should be mentioned that binary subtasks were solved with SVM implementation from scikit-learn
package [2011].

The model task is specially designed to complicate separation of the classes. 20 normally distributed samples were
generated on the flat with centers ordered in five columns and four rows. After that some pairs or triplets of the said
samples were joined into total of 12 classes (see Fig. 2).
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Figure 2: The model sample of 12 classes.

The results are show in Table 1. Though the experimental set is small it demonstrates one particular advantage of
the CDC method. Its result in that task is better than that of ECOC regardless the number of initial subtasks. Even
though separate application of its two modifications can provide better results, the same cannot be told about them.
Indeed, optimization tend to provide better results with a greater number of subtasks while the code descriptions
work better with less of them.

Table 1: The experimental results.

No. of subtasks | ECOC | Optimization | Code descriptions | CDC

20 68.9 66.7 70.8 70.0
40 69.9 68.4 71.6 70.9
60 69.5 71.1 71.2 72.5

80 69.6 71.3 70.0 71.1




136 International Journal "Information Content and Processing", Volume 2, Number 2, 2015

As a conclusion it can be stated that the article gives only a first idea of the method. Its implementation is yet far
from ideal. For example the form of monotonically decreasing function used in the algorithm is pure heuristic with
no theorerical or experimental basis to support the choice. Although it seem to work in some cases.

Acknowledgements

The paper is supported by RFBR, grant No. 15-51-04028, and BRFBR, grant No. F15PM-037.

Bibliography

Zhuravlev Yu.l. Correct algebras other sets of incorrect (heuristical) algorithms | (in Russian)// Cybernetics. — 1977. —
No. 4. — Pp. 14-21.

Zhuravlev Yu. I. Correct algebras other sets of incorrect (heuristical) algorithms I (in Russian)// Cybernetics. — 1977. —
No. 6. — Pp. 21-27.

Cortes C., Vapnik V. Support-vector networks // Machine Learning. — 1995. — Vol. 20, No. 3. — Pp. 273-297.

Kuznetsov V. A., Senko O. V., et al. Recognition of fuzzy systems by method of statistically weighed syndromes and its using for
immunological and hematological norm and chronic pathology // Chemical Physics. — 1996. — Vol. 15, No. 1. — Pp. 81—
100.

Knerr S., Personnaz L., Dreyfus G. Single-layer learning revisited: A stepwise procedure for building and training neural
network // Neurocomputing: Algorithms, Architectures and Applications, NATO ASI. — 1990. — Vol. 68. — Pp. 41-50

Rocha A., Goldenstein S.K. Multiclass from binary:  Expanding one-versus-all, one-versus-one and ECOC-based
approaches // IEEE Trans. on Neural Network. — 2014. — Vol. 25, No. 2. — Pp. 289-302.

Dietterich T. G., Bakiri G. Solving multiclass learning problems via error-correcting output codes // Journal of Artificial
Intelligence Research. — 1995. — No. 2. — Pp. 263-286.

Allwein E., Shapire R., Singer Y. Reducing multi-class to binary: A unifying approach for margin classifiers // Journal of Machine
Learning Research (JMLR). —2000. — Vol. 1, No. 1. — Pp. 113-141.

Dokukin A. A. The construction of a recognition algorithm in the algebraic closure // Computational Mathematics and
Mathematical Physics. — 2001. — Vol. 41, No. 12. — Pp. 1811-1815.

Giarratano J., Riley G. Expert Systems: Principles and Programming. — 4th edition. — Course Technology Inc, 2004. —
842 pages.

Krasnoproshin V. V., Obraztsov V. A. Trained recognition as choice problem (in Russian) // Digital image processing. — Minsk:
ITK, 1998. — Pp. 80-94.

Ablameiko S. V., Krasnoproshin V. V., Obraztsov i£;. i£j. Models and technologies of pattern recognition with application to data
mining (in Russian) // BSU Herald. Series 1, Physics, Mathematics, Informatics. — 2011. — No. 3. — Pp. 62-72.

Shut O. V. Pattern recognition method based on logical and precedent models (in Russian) // Informatics. — 2012. —No. 3. —
i£j. 35-50.

Shut O. V. Synthesis of pattern recognition algorithms in discrete spaces of finite dimension (in Russian) // BSU Herald. Series
1, Physics, Mathematics, Informatics. — 2014. — No. 1. — Pp. 56-62.

Koffman A. Introduction to the Theory of Fuzzy Subsets. — Academic Pr, 1975. — 432 pages.
Lee R. C.T. Fuzzy Logic and the Resolution Principle // Journal of the ACM. — 1972. — Vol. 19, No. 1. — Pp. 109-119.

Berger A. Error-correcting output coding for text classification // In Proceedings of IJCAI: Workshop on machine learning for
information filtering. — 1999.



International Journal "Information Content and Processing", Volume 2, Number 2, 2015 137

Pedregosa F., Varoquaux G., Gramfort A, Michel V., Thirion B., Grisel O., Blondel M., Prettenhofer P., Weiss R., Dubourg V.,
Vanderplas J., Passos A., Cournapeau D., Brucher M., Perrot M., Duchesnay E. Scikit-learn: Machine Learning in
Python // Journal of Machine Learning Research. — 2011. — Vol. 12. — Pp. 2825-2830.

Authors’ Information

i

Alexander Dokukin — Dorodnicyn Computing Centre, Federal Research Center "“Computer
Science and Control” of Russian Academy of Sciences, researcher, 40 Vavilova St., Moscow,
119333, Russian Federation; e-mail: dalex @ccas.ru.

Major Fields of Scientific Research: Algebraic Approach to Pattern Recognition.

Vasily Ryazanov — Moscow Institute of Physics and Technology, post-graduate, 9 Institutskiy
per., Dolgoprudny, Moscow Region, 141700, Russian Federation; e-mail: vasyarv@mail.ru.
Major Fields of Scientific Research: Machine Learning.

Olga Shut — Belarusian State University, lecturer, 4 Nezavisimosti avenue, Minsk, 220030,
Republic of Belarus; e-mail: olgashut@tut.by.
Major Fields of Scientific Research: Pattern Recognition, Artificial Intelligence.


mailto:dalex@ccas.ru
mailto:vasyarv@mail.ru
mailto:olgashut@tut.by

138 International Journal "Information Content and Processing", Volume 2, Number 2, 2015

MULTIFRACTAL PROPERTIES OF BIOELECTRIC SIGNALS UNDER VARIOUS
PHYSIOLOGICAL STATES

Abed Saif Alghawli, Lyudmyla Kirichenko

Abstract: In the work the results of multifractal analysis of different electrobiological signals are
represented. RR-interval’s sequences of electrocardiograms obtained from patients before drug’s
application and after one; electroencephalograms of subjects when they perform any physical action
and when they just imagine this and electroencephalograms of laboratory animals for the different
phases of wakefulness and sleep were studied. Research was carried out by method of multifractal
detrended fluctuation analysis. In all cases, there are significant differences of multifractal
characteristics of different physiological states.

In the work such characteristics of multifractal stochastic processes as a generalized Hurst exponent,
scaling exponent, function of multifractal spectrum are discussed. It is shown that it is suitable use the
generalized Hurst exponent as the quantitative measure. The results of numerical analysis showed that
the estimates of the generalized Hurst exponent have normal distribution that allows to jumping to
quantitative interval values. The possible specific values of the generalized Hurst exponent, which
should be used in the knowledge bases of decision support systems, were proposed.

Keywords: multifractal analysis, electrobiological signals, multifractal characteristics, multifractal
stochastic processes, Hurst exponent, generalized Hurst exponent.

ACM Classification Keywords: G.3 Probability and statistics - Time Series analysis, Stochastic
processes, G.1 Numerical analysis, G.1.2 Approximation - Wavelets and fractals.

Introduction

It is now recognized that many information, biological, physical and technological processes have a
complex fractal structure. Fractal analysis is used for modeling, analysis and control of complex systems
in various fields of science and technology. Fractal analysis is applied to predict seismic activity and
tsunami and to determine the age of geological rocks in geology; to study the mutations and changes at
the genetic level in biology; to predict the crisis and risk using financial series in economy; to study the
turbulence and thermodynamic processes in physics [Mandelbrot, 1983; Feder, 1988; Schroeder, 1991].

Fractal geometry has been used in biology for over a quarter century. Application of fractal method
opens up new possibilities in the study of the functional organization of living systems. Stable operation
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of such a complex, hierarchically organized system is provided by mutual subordination of structures
belonging to different spatial scales. Numerous experimental and clinical data provide a basis for
concluding that the study of fractal topology of various biological systems it will allow to lay the
foundations of fractal diagnostics.

Subjects that exhibit fractal properties can be divided into two groups: self-similar (monofractal) and
multifractal. Monofractal subjects are homogeneous in the sense that they have single scaling exponent.
Their scaling characteristics remain constant on any range of scales. Multifractal subjects can be
expanded into segments with the different local scaling properties. They are characterized by the
spectrum of scaling exponents [Mandelbrot, 1983; Feder, 1988; Reidi, 2002].

Signals that are generated by complex self-regulating biological systems have a wide range of
properties such as heterogeneity, nonlinearity, nonstationarity, presence of fluctuations and others. It
was shown that for many systems biological signals have long-term correlation and fractal (self-similar)
properties [Bak, 1987; Shlesinger, 1987; Peng, 1994; Bassingthwaighte, 1994; Goldberger, 2002; May,
2002]. In particular, multifractal properties have been detected in many bioelectric signals.

Review of the literature and problem statement

Heartbeat interval sequences were among the earliest physiological time series that have been
discovered properties of self-similarity [Kobayashi, 1992]. In [Kantelhardt, 2002, 2003; McSharry, 2005]
fractal and correlation properties of the time intervals between successive heartbeats during light sleep,
deep sleep, and rapid eye movement sleep were investigated. In [Al-ani, 2007] the research was
presented, which allowed using fractal analysis to automatically classify sleep stage using only the
electrocardiogram (ECG) records. In [Kiyono, 2004, 2005, 2008] statistics, correlation and fractal
properties of the heart rate for healthy and sick people were considered. In [Hoshiyama, 2008] the
fractal exponents of heart rate variability for people practicing yoga and beginners were compared.

To date, it is shown that signals associated with cardiac activity are characterized by not only the self-
similarity but also multifractal properties that reflect heterogeneity and nonstationarity of physiological
processes. In particular this was a subject of study in [Ivanov, 1999, 2001; Stanley, 1999; Nunes
Amaral, 2001] where it was shown that the heart rate had multifractal properties, which were different for
healthy people and ones suffering from various diseases. In [Ching, 2007; Kiyono, 2009] multifractal
properties of heart rate variability were investigated. In [Abry, 2010] authors suggest the methodology
for multifractal analysis of heart rate variability based on wavelet transform.

Numerous investigations devoted to the study of fractal properties of time series of the
electroencephalogram (EEG). In [Hwa, 2004] the new method of detecting stroke based on the scaling
properties of human EEG time series was offered. In [Shin, 2007] the fractal characteristics of sleep
EEG of healthy subjects were studied. In [Figliola, 2007] the EEG signals of birds to characterize the
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different stage of bird brain maturation were investigated. In [Leea, 2007; Leistedt, 2007] the fractal
properties of the sleep EEG in acutely depressed men were analyzed. In [Abasolo, 2008] EEG
recordings of patients with Alzheimer's disease were examined. In [Tingting Gao, 2008] the difference in
EEG between eyes-closed and eyes-open conditions by fractal analysis was shown. In [Manickam,
2009] the research technique of cross-modal plasticity of blind based on fractal analysis of the EEG was
proposed. The work [Tao Zhang, 2011] showed the differences in the multifractal characteristics of EEG
for neural activity of epileptic and healthy rats. In [Marton, 2013] multifractal properties of multichannel
EEG recordings were investigated. In [Zorick, 2013] multifractal analysis of EEG at different stages of
sleep and wakefulness was performed. In [Harikrishnan, 2013] it was shown that the set of parameters
characterizing the multifractal spectrum of both EEG and heart rate can distinguish between healthy and
pathological states.

This list does not claim to be exhaustive and only shows how physiological fractal signals are widely and
variously represented. It is obvious that the fractal characteristics reflect the essential features of the
state of the organism. Studies suggest that multifractal methods can be successfully used for the
analysis of physiological signals to determinate of functional changes in the organism performance. In
most cases, the multifractal characteristics are considered rather qualitatively than quantitatively.
However, for the application of the results of fractal analysis as knowledge in medical expert systems
we need to use their quantitative interval values.

The purpose of the present work is to develop recommendations for the practical application of the
results of multifractal analysis, for possible use as the quantitative characteristics, particularly in the
knowledge bases of decision support systems.

Basic definitions and characteristics of fractal stochastic processes

Multifractality is a concept that is able be equally well with some minor modifications applied to functions
as well as measures. In the description of the basic concepts and properties of multifractal processes,
there are several approaches based on the properties of fractal sets and the moment characteristics of
the stochastic processes. To better understand the properties of multifractal characteristics such as
scaling exponent and multifractal spectrum, consider the approach based on the study of fractal
dimensions of the inhomogeneous sets [Mandelbrot, 1983; Feder, 1988; Shuster, 1988; Reidi, 2002].

Self-similarity of fractal objects is confined in saving object’s structure of zooming. Let consider main
characteristics of multifractal set. Suppose that, in general, multifractal attractor occupies some bounded
region in d-dimensional Euclidean space and defines set of N — < points. Let divide the entire region

into box of side £ and volume &7 . Let consider the partition function Z(qg,£) characterized by an

exponent q (—eo<q <+oo):
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N(e)
Z(q.¢)= Z‘ pi(e), (1)

n;(€)

where p,(e)= AI,i”lT’ n.(&) is number of points into the box with number i, N(¢g) is total number

of occupied cells that depends from the size of the box & . Probabilities p, characterize relative
population of the box.
In general multifractal set is characterized of nonlinear function z(q), that determines behavior of

partition function Z(q,e) with € = 0:
Z(q,&) o ™9, (2)
Function 7(q) usually is called scaling exponent and defined as

7(q) = lim N £(9:€). (3)
0 |ng

In the case of homogeneous fractal set with fractal dimension D all busy boxes have the same number
of points that mean p,(g) = p(g) =1/ N(¢) and partition function is

Z(q,e)=N"(g) ="

and function 7(q)=(q —1)D is linear. If the distribution of points in the boxes isn’t the same, the fractal
set is heterogeneous, i.e. multifractal, and z(q) is a nonlinear function. If g — +-o, the main

contribution to the partition function is made by the boxes that contain the greatest number of particles
n, and, consequently, most likely characterized by the filling p,. Conversely, if g — —o, the main

contribution to the partition function is made by the most sparse boxes with small values p,. Thus, the

function 7(q) shows how heterogeneous set of points is investigated.

Along with the scale exponent z(q) for the multifractal characteristics of the set the function of
multifractal spectrum (the spectrum of singularities) f(«r) is used. The dependence of the probability

from the box size p,(g) has an exponential character

p(e) &, @)

where ¢; is some exponent, in general various for the diverse boxes (a measure of the singularity). For

the homogeneous fractal all of the exponents «; are the same and equal to the fractal dimension D .
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Function of multifractal spectrum f(cr) characterizes a probability distribution for the diverse values ¢, .
If value n(er)dex is probability of the fact that ¢, is in the interval (o, @+ dex), i.e. the number of the

boxes i that have the same measure p,(¢) with ¢; € (o, @+ dex), then
n(o)= e, (5)
So function f(«) is fractal dimension of the some homogeneous fractal subset &, from the original set

& thatis characterized by the same probabilities of the box filling p,(e) = *.

Taking into account the expressions (1) and (5), the generalized partition function Z(q,&) can be

written by using function of multifractal spectrum f(«x) the next way:
N(e)
2(q.€)= Y. p{(e) = [dan(a)e’ ~ [dae?" .
i=1

Formally, the transition of variables {q,7(q)} to the variables {¢,f(ex)} can be made with the help of

the next Legendre transformations:

azg _ar
q and do . (6)
fla)=q3f_7 (q)=a 3l _f
dqg da

Figure 1 shows plots of multifractal characteristics z(q) and f(«r) for monofractal and multifractal
stochastic processes. In the case of a monofractal process scaling exponent z(q) is a straight line, and

the function of multifractal spectrum f(«) is point.
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Figure 1. Functions 7(q) and f(«) for monofractal and multifractal stochastic processes
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Now consider the basic concepts of self-similar and multifractal random processes [Calvet, 1997,
Reidi, 2002; Kantelhardt, 2008; Abry, 2009].

Stochastic process X(t), t >0 with continuous real-time variable is said to be self-similar of index
H, 0<H <1, if for any value a>0 processes X(at) and a™ X(at) have same finite-dimensional

distributions:
Low { X(at)} = Low{a" X(t)}. (7)

The notation Low {-} means finite distribution laws of the random process. Index H is called Hurst

exponent. It is a measure of self-similarity or a measure of long-range dependence of process. For
values 0,5< H <1 time series demonstrates persistent behaviour. In other words, if the time series

increases (decreases) in a prior period of time, then this trend will be continued for the same time in
future. The value H =0,5 indicates the independence (the absence of any memory about the past) of
values of time series. The interval 0 <H < 0,5 corresponds to antipersistent time series: if a system

demonstrates growth in a prior period of time, then it is likely to fall in the next period.

One can show by choosing in (7) a =1/t that for the self-similar process, the following equality is held:
1 -H
Law{X(t)} =Law{a" X(at)} = Law {(?j X(l)} =Law{t" X (1)}. (8)

Using (8), the moments of the self-similar random process can be expressed as
E[|x)]= EUt”X(l)‘q} =t"E[|x()" | = Cla) -+, (9)

where the quantity C(q)= E[|X(1)|"} :

In contrast to the self-similar processes (7) multifractal processes have more complex scaling behavior:
Law{X(at)} =Law{M(a)- X (t)}, a>0, (10)

where M(a) is random function that independent of X (t). In case of self-similar process M(a) = a"

For multifractal processes the following relation holds:
E[[X(@)" | = e(q)- 1™, (11)

where c(q) is some deterministic function, h(q) is generalized Hurst exponent, which is generally non-
linear function. Value h(g) at g=2 is the same degree of self-similarity H . Generalized Hurst

exponent of monofractal process does not depend on the parameter q: h(q)=H .
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The generalized Hurst exponent h(q) is connected with the function z(q) by the ratio
7(q)=qh(q)-1. (12)
Determination of function multifractal spectrum f(«) is carried out according to formulas (6).

Figure 2 shows plot of generalized Hurst exponent h(q) for monofractal and multifractal stochastic

processes. In the case of a monofractal process Hurst exponent is a constant..
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Figure 2. Functions h(q) for monofractal and multifractal stochastic processes

Method of multifractal detrended fluctuation analysis

Two of the most popular research tools multifractal structure of the time series are the method of
multifractal detrended fluctuation analysis (MFDFA) [Kantelhardt, 2002a, 2008] that is focused on the
processing of non-stationary trended series, and the method of modulus maxima of wavelet transform
(WTMM) [Muzy, 1993; Mallat, 1998; Kantelhardt, 2008]. Both methods are powerful tools for statistical
processing of time-dependent processes.

The results of numerical studies show that in the investigation of a time series of unknown complex
fractal structure the method MFDFA has to be used in the first place because it is easier to understand
and implement [Oswiecimka, 2005, 2006; Kantelhardt, 2002a, 2008; Kupuuenko, 2011, 2011a]. Most
investigations presented in the review were carried out by the method MFDFA.
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According to the MFDFA method, for the initial time series x(t) the cumulative time series

t
y(t)= Zx(i ) is constructed which is then divided into N segments of length 7, and for each segment

i=1

y(t) the following fluctuation function is calculated:

F(0)= - 2 ()=, (0 (13)

where Y, (t) is a local m-polynomial trend within the given segment. The averaged on the whole of the
time series y(t) function F(z) has scaling on the segment of length 7:
F(r)e 7",

In the study of multifractal properties the dependence of the fluctuation function F, () of a parameter q

is considered:

1

Fq(r>={ﬁi[F2m}3}". (14

Since in the case g =0 expression (14) contains the ambiguity instead of it the following expression is

used:
1 N
F,(7)=Exp {NZIn[Fz(r)]} .
i=1
If the investigated series is multifractal and has a long-term dependence, the fluctuation function is
represented by a power law
Fy(z) e 2", (15)

where h(q) is generalized Hurst exponent.. For monofractal time series the fluctuation function F, (z)
is the same for all values g, and the generalized Hurst exponent does not depend on the parameter q :
h(q)=H.

Figure 3 shows the fluctuation functions F,(z) for monofractal (left) and multifractal (right) processes of

parameter values g ={-5,-2,0,2,5}.
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F(q)

11

Figure 3. Functions F,(z) for monofractal (left) and multifractal (right) processes
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At positive values g major contribution to the function F_(z) is given by segments which show great
deviations of F*(z) and in case negative g the segments with small variances of F*(z) dominate.
Thus, at negative values q of the generalized Hurst exponent h(g) describes the segments, showing

small fluctuations, and at positive g function h(q) characterizes the segments with large fluctuations.

Visualization of inhomogeneity of time series in its multifractal characteristics

One of the most important properties of physiological signals which characterize the state of the
organism is their inhomogeneity. Consider as a degree of inhomogeneity of time series which is
reflected in its multifractal characteristics.

The simplest model of a multifractal process with the desired properties is a deterministic binomial
multiplicative cascade [Feder, 1991; Calvet, 1997; Reidi, 2002]. In its construction, the initial unit interval
is divided into two equal intervals, which are assigned weights p, and p, =1-p,, respectively. Then

the same procedure is repeated with each of the intervals. As a result, the second step has 4 intervals
with weighting coefficients p;, p,p,, p,p, and p;. If the number of steps n — < and p, #p,, we

arrive at a limit measure, which is a inhomogeneous fractal set.
Figure 4 shows the time series of values a binomial cascade for values p, =0.6 and p, =0.8. The

number of iterations n=10, i.e. the length of the realization equals 2'°. It is obvious that with
increasing the weighting coefficient p, the inhomogeneity of time series increases also.
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Figure 4. Time series of binomial cascade for values p, = 0.6 (top) and p, = 0.8 (bottom).
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In this case multifractal characteristics of the binomial process depend only on the weighting coefficient
p, and are calculated analytically:

k)

—In(p/ + pj 1 In(p!+ p?
T(Q) — (p1 pz ) , ]’l( ): (__ (pl pz))
In2 qln2
_piIn(p)+p; In(p,)
In2(p/ +p3)

f(o) == pInCp) + p; In(py) | In(pi' + p3)
In2 (p!+p3) In2

Figure 5 shows plots of the generalized Hurst exponent h(q), the scaling exponent z(q) and the
function of multifractal spectrum f(ex) for time series of binomial cascade for values of weighting
coefficient p, ={0.6,0.7,0.8,0.9}. It should be noted that with increasing inhomogeneity of series the
value Ah=h(ql)—h(q2) increases, the scaling exponent z(q) becomes more convex and the range

of multifractal spectrum f(«r) becomes a wider.

Investigation results

1. Research of multifractal characteristics of RR-interval’s sequences.

Its known that for the diagnosis and detection of diverse heart's diseases analysis of the
electrocardiogram has an important place. ECG is a recording of electrical heart’s activity. The slightest
deviation from the norm may indicate the violation of the cardiac rhythm and the presence of diverse
diseases. One of the methods of diagnosing heart diseases is analysis of the series constructed by the
RR-intervals.

RR-interval is the time interval between adjacent teeth of electrocardiogram and it equals to the duration
of the cardiac cycle. These intervals are very important in determining the heart rate and diagnosis of
diverse types of cardiac arrhythmias. Figure 6 [PhysioNet] shows the construction of RR-interval’s
sequences. It's known, that these types of series have chaotic structure [Shuster, 1988; Hoyer, 1997],
so i's possible to analyze them using multifractal methods.
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Figure 6. Image of normal ECG-signal with RR-intervals and constructing of RR-interval's sequence

Initial data for the research were obtained on the particularized website [PhysioNet] containing an
extensive medical database. Figure 7 shows RR-interval's sequence, generalized Hurst exponent h(q),
scaling exponent z(q) and multifractal spectrum f(er) which are typical for RR-intervals of the person,

who has no heart diseases.

The database contains cardiogram records of the patients involved in medication trials. The medical
investigation included patients belonging to the age group from 45 to 69 years who have a heart
arrhythmia. The data of RR-intervals before and after taking medication were used to treat and prevent
tachycardia by increasing heart rate. Figure 8 shows the RR-interval’s sequences, generalized Hurst
exponents h(q), scaling exponents z(q) and multifractal spectrums f(er) of patient that were a typical

for the majority of patients before and after drug application.
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Figure 7. RR-intervals, generalized Hurst exponent, scaling exponent and multifractal spectrum of
healthy person



152 International Journal "Information Content and Processing", Volume 2, Number 2, 2015

40 - - - - 40

b
tau(g)
h
16 [,q} : 2 : :
Todes ' i ; ' | | wh
T B et TCTRE SR : ! L e
t. : : 1] P S 5 /X AR
Y P .~ S SO : : T L
. * H : ' | %
T : ! xxxxx
i P SRR - - ' '
i 3 + *.‘ a + : : []---------------Jl ------------- -x-**x- -------------------------- =
3 H : , Wk
(| TTCTRRSRPR i ;SR ;1 SRS R N o
: '+' -b. : i ﬁxx
1.1 = = F] = !._.--l..+ = i = '1[] """""""" ;{)‘(i& """""""""""""""""""""" =
* #
*,‘ - ¢>’<X:
L SRR 4 - Rt NI boeonamoeeoo S
b e, D) frog g .
0.9f-====- 4 - i Saina T R EEEEEED *o
] : i, . : : !
0.8 : . A 30 : : :
fialfa)
! ! r ! ' ' !
1 -"""""Ju'""""":'""‘""'"""'X""K':'"R"'""E"""""':"""""'I
' ¥ W * . ' W [ [ '
k] grmmemed et SLLLLLECL e Fomgrmmnes e !
beo o ; P e
0.6f--------g---------- AR i e Tt ri— - S :
* : E L . X E
] S AR S feeeennnees BT meemneneees s
- I . ¥ i - " W '
O A e A
| i 1 A ¥ | i
%.4 0.6 08 1 1.2 14 16

Figure 8. RR-intervals, generalized Hurst exponent, scale exponent and multifractal spectrum before
drug’s application (points) and after application (crosses).

Researchers have shown that drug’s application causes changes of multifractal characteristics of RR-
interval's sequence. More visual characteristics that distinguishes time series before and after
medication are function of multifractal spectrum f(«) and generalized Hurst exponent h(g). Almost all

patients have shift to the right of f(er) or shift up of h(q) after medication, i.e. values of these functions

has increased and became closer to the characteristics of healthy persons.
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2. Research of multifractal characteristics of EEG records for real and imagined actions.

In the work investigation is conducted as multifractal characteristics of EEG of person change when he
performs any physical action, and when he just imagines that he does. As experimental data the EEG
signals of subjects performing certain actions were taken [PhysioNet]. Each subject performed the
following complex of actions:
— In the right (left) corner of the computer screen a circle appeared and the subject clenched
respectively his right (left) hand into a fist;

— In the right (left) corner of the computer screen a circle appeared and the subject just imagined
that he clenched his hand into a fist, although in fact hand remained motionless.

In Figure 9 the plots of initial EEG time series for the two subjects who performed described above tasks
are given. To the left EEG records when the subject clenches his hand into a fist are presented. To the
right we can see EEG records when the subject just imagines that he does.
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Figure 9. EEG records: subject clenches his hand into a fist (left) and subject just imagines that he does
(right)
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The multifractal characteristics of the corresponding time series were studied. The function of
multifractal spectrum f(«r) demonstrates the differences between the two states most graphically.
Figure 10 presents functions of multifractal spectrum corresponding to the EEG records shown in Figure

9. Line 1 corresponds to the state when subject clenches his fists, and Line 2 corresponds when subject
just imagines that he does.
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Figure 10. Functions of multifractal spectrum of EEG

Line 1: subject clenches his fists; Line 2: subject just imagines that he does.

Thus, for this experiment function under the imagined action is significantly shifted to the right that
makes it possible to distinguish between two states of the subject. During the study EEG records
obtained with different electrodes were examined. It was found that EEG records of a number of
electrodes are more sensitive to variations in the physical activity of the person and multifractal
characteristics obtained from these records for the real and imagined actions differ significantly. In the
investigation of EEG records of other electrodes the explicit relationship between the multifractal
characteristics has not been identified.

They also the EEG records when subjects performed (imagined) other actions were considered. In the
case of the movements of one hand the function of multifractal spectrum was shifted to the right as to
whether when a subject was just imagined motion data. For the task with the movement of both hands
the function of multifractal spectrum was contrary shifted to the right. Moreover, the shift of multifractal
spectrum depends on the selected electrode.



International Journal "Information Content and Processing", Volume 2, Number 2, 2015 155

3. Research of multifractal characteristics of EEG records for the different phases of
wakefulness and sleep.

In the work we investigated EEG records of laboratory animals, which were divided into phases of
wakefulness (AWAKE), slow-wave sleep (SWS) and rapid eye movement sleep (REM). Figure 11
shows typical realizations of the EEG for the different phases of wakefulness and sleep.
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Figure 11. EEG records: AWAKE (top), SWS (middle) and REM (down)

The conducted multifractal analysis showed significant differences in the characteristics of the EEG
records of phases of wakefulness and sleep. Figure 12 shows generalized Hurst exponent h(q),
scaling exponent z(q) and multifractal spectrum f(er) which corresponding to the EEG records shown

in Figure 11.

The analysis also shows that there is undoubted long-term dependence for EEG of wakefulness: in this
case Hurst exponent H =h(2) appreciably more than 0.5. The phase of slow-wave sleep is

characterized by antipersistence, in this case the Hurst exponent H takes values in the range of less
than 0.5. For REM sleep estimates of the Hurst exponent are close to the value 0.5, they have the
meanings and larger and less than 0.5. It characterizes a very weak dependence EEG autocorrelation in
this case.
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Figure 12. Generalized Hurst exponent, scale exponent and multifractal spectrum of the EEG records:
AWAKE (boxes), SWS (bubbles) and REM (triangles)

Quantitative characteristic of multifractality degree

In practice, we are dealing with estimates of multifractal characteristics obtained by the realizations of
finite length. In addition to variations in characteristics associated with features and uniqueness of
organism, the variations related to inhomogeneity and lengths of the physiological signal have essential
value. The accuracy of sample characteristics strongly depends on the length of signal realization.

Consider which of the multifractal characteristics: generalized Hurst exponent h(q), scaling exponent
7(q) and multifractal spectrum f(«) is the most appropriate to apply for quantitative estimating. Since
the functions h(q), 7(q) and f(«) have one-to-one correspondence between themselves it is
sufficient to use only one function as the basic characteristic. It is suitable use the generalized Hurst
exponent h(q) for this because the scaling exponent z(q) in many cases is visual poorly informative
(see for example Fig. 8) and the values of function of multifractal spectrum f(«) essentially depend on
length of the of realization [Oswiecimka, 2006; Kupuuyenko, 2011a] and need of more complex

description.
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For multifractal processes, the question of the distribution law of generalized Hurst exponent estimates
was considered in a number of works, where it was shown numerically and analytically that the
estimates are normal random variables. In the [Kantelhardt, 2002a; Masnos, 2007] it is shown that the
large values parameter q lead to large errors. In [Kantelhardt, 2002a; Oswiecimka, 2006; KupuyeHko,

2011] the laws of distribution estimates h(q) at different values of the parameter g were investigated.
The analysis of the sample distribution laws h(g) has shown that at g >0 estimates has normal
distribution the parameters of which depend on the value g . At g <0 the sample values of the
generalized Hurst exponent h(q), in general, are not normally distributed. Figure 13 shows the values
of the function h(g) (0<q <5) and histograms of the estimates h(q) received from realizations of the

stochastic binomial cascade of length 1024 at g =1 and g =5.
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Figure 13. Generalized Hurst exponent h(q) (0 <qg <5) and histograms of the estimates
h(q) at g=1 (a)and q=5(b)
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Numerical analysis showed that a random variable Ah = h(q1)—h(q2) at g >0 has normal distribution
N(m,,s,) the parameters of which depend on the realization length and values q . As the basic values
h(q) on which it is possible to carry out numerical comparison of multifractal properties we can use

values h(0.1), h(5), Ah=h(0.1)- h(5), H = h(2) (see Figure 14).
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Figure 14. The basic values h(q) for comparison

Then, when constructing confidence intervals it is need to use the following inequalities:

h(q)-t s, (N)<h(q)<h(q)+ts,(N), q=0.1,2,5.

where N is the length of investigated series, h(q) and s,(N) are mean and standard deviation of the
estimate of generalized Hurst exponent h(q) that was obtained from set of time series length N, « is

the significance level, ¢, is quantile of the standard normal distribution.

Conclusion

In the work the results of multifractal analysis for three different cases electrobiological signals are
represented: RR-interval's sequences of electrocardiograms obtained from patients before drug’s
application and after one; electroencephalograms of subjects when they perform any physical action,
and when they just imagine this and electroencephalograms of laboratory animals for the different
phases of wakefulness and sleep. Research was carried out by method of multifractal detrended
fluctuation analysis. In all cases, there are significant differences of multifractal characteristics.
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In the work such characteristics of multifractal stochastic processes as a generalized Hurst exponent,
scaling exponent, function of multifractal spectrum are discussed. It is shown that it is suitable use the
generalized Hurst exponent as a quantitative measure. The results of numerical analysis showed that
the estimates of the generalized Hurst exponent have normal distribution for positive values of
parameter that allows to jumping to quantitative interval values. The possible specific values of the
generalized Hurst exponent, which should be used in the knowledge bases of decision support systems,
were proposed.

The research results presented in the review and carried out in this work show that distinct changes of
fractal characteristics of physiological signals become apparent at various diseases, at change physical
and mental loadings on an organism, during functional changes in the brain, etc. This would suggest
that multifractal techniques can be successfully used in the analysis of various physiological signals, in
particular electrobiological ones to determine the changes in functional activity of an organism.
Multifractal analysis of electrocardiogram and electroencephalogram records can be basis for the
statistical studies that will enable to form diagnostic methods that are relevant to clinical practice.
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SYSTEM OF AUTOMATED CHECKING OF TEXTUAL DOCUMENT DESIGN RULES

Maria Zhigalova, Alexander Sukhov

Abstract: The majority of text documents are made out according to predetermined rules, which
requlate requirements to design of the given class of documents. However, the process of paper
checking is quite time-consuming and requires from performer of high concentration and appropriate
qualification. The paper presents the main methods that minimize the effort required to control the text
on the absence of design errors; the analysis of soffware solutions is given, illustrating the principle of
operation of these methods. To automate the verification of formal correctness of the text document the
system designed for the compliance assessment of documents in accordance with the parameters set
by the user was developed. The domain analysis is carried out; the domain conceptual model is given.
The functionality of the system was described and the tools used in its development were presented.
However, the verification of a text document is not reduced only to analysis of rules of its design. Also it
is required to fulfill verification of document structure: presence of the required sections. The visual
domain-specific language, which allows to describe structure of documents, and also connections
between different documents, is designed for this purpose. The language has a simple graphical
notation; therefore it can be used by as IT-specialists and clients who are not professional
programmers. In practice, the developed system can be used to verify compliance with the formal
requirements of projects and dissertations, scientific publications, technical documents, efc.

Keywords: formatting rules, text document, compliance assessment, design documentation, domain-
specific languages.

ACM Classification Keywords: |.7 Document and Text Processing: 1.7.2 Document Preparation —
Format and notation; D.2 Software Engineering: D.2.2 Design Tools and Techniques — Computer-aided
software engineering (CASE).

Introduction

Conformity of the text to the formatting rules is one of the priority requirements for documents reflecting
the results of scientific, technical and engineering activities. Uniformity of appearance and structure of
text documents is mandatory for any field of knowledge since such standardization allows easier
understanding of information provided. In addition to that, strict adherence to standards simplifies the
process of storing and processing documents in databases.
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Due to the fact that the key role in manual check of formatting rules is played by a specialist for whom
increased attentiveness and special qualifications are compulsory, this process can be extremely time-
consuming and inefficient in terms of time expenses. For this reason, automation of the text check
seems to be a highly relevant issue. A software product that automates the compliance assessment of
documents can be used by a wide range of users, including students, teachers, technical writers in
organizations, etc.

In a more general case the problem considered involves determining the quality of publications,
identification of potential duplication, plagiarism, partial borrowings, classification and clustering of
documents, formation of databases and extensive collections of texts. Despite the fact that document
check in accordance with formatting rules does not imply detailed text processing, it should be noted
that this problem in one way or another is related to the general text analysis and has its own specific
features.

The purpose of this work is the development of a system of text document check according to specified
formatting rules. Such system will significantly reduce the amount of time and effort required for
document analysis in comparison with the manual check.

Related Works

To date there are two basic methods of control of the text on the absence of formatting errors and
verification of a document in accordance with certain standards including the use of ready-made
formatting templates and software solutions in the process document check.

The existence of a large number of word processors (Apache OpenOffice Writer, Microsoft Word,
Pages, etc.) with extensive capabilities of text editing allowing creation of complex documents for
various purposes does not negate the fact that the formatting of these documents is still a laborious
process. The problem is partially solved by using styles with specified parameters of fonts and
paragraphs, but still, there is a high probability of violation of styling when copying text from other
documents. That is why it makes sense to apply formatting templates.

One of the means of creating such templates is a markup language DocBook, an application of
XML/SGML, which provides a user with a unified set of tags for setting formatting of a text document
[Berdachuk, 2015]. An example of a document in a DocBook format is shown in Fig. 1.

In this approach the content of a document is isolated from its style representation. The apparent
advantage of DocBook is that a predefined set of tags eliminates the possibility of errors in formatting
and allows a large number of users to work with the same text simultaneously.
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<?xml version="1.8" encoding="UTF-8"?>
<IDOCTYPE chapter PUBLIC "-//0ASIS//DTD DocBook XML VA.4//EN"
"http://www.oasis-open.org/docbook/xml/4.4/docbookx.dtd" »
<chapter lang="ru">»
<title>AHanuz TpeboeaHumin</titlex
<sectl>»
<title>llocTaHoBKa 3ana4M. ﬁHanna{ftitleﬂ
<listitem>
<para>BozmoxHocTs paboTw ...</para>»
</listitem:>
<fsectl>
</chapter>

Figure 1. Document Structure in DocBook

Formatting templates are also proposed by the LaTeX publishing system which provides the capability
for automation of the process of text entering and formatting. The content of a LaTeX document, as in
the case of DocBook, is represented by structural and semantic markup; the appearance of a document
is established by adding a special style file [Lvovsky, 2006] which defines formatting rules, specific to
each document type. A sample document in a LaTeX format is shown in Fig. 2.

Despite a vast variety of functional characteristics, it should be mentioned that LaTeX has a number of
disadvantages: firstly, working with LaTeX documents requires a special development environment
installed on a personal computer, and secondly, the process of creating a document may cause
difficulties for users whose primary occupation is not connected with information technologies.

Automation of text checking is implemented in a number of software products, one of which is an
intelligent web-based system for spell checking "Orogrammka". Text document check is performed in
terms of the norms of spelling, grammar, punctuation and stylistics [Orfogrammka, 2015]. Moreover, it is
possible to conduct the compliance assessment of research papers and dissertations in accordance
with requirements that are set in standards. The service has an intuitive and simple interface, however,
it should be noted that text check is limited to a strictly predefined set of formatting rules (margin sizes,
parameters of a title sheet, applications, reference list, etc.) without the possibility of expanding the
functionality by the user, for example, checking numbering formats or tables design.
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\usepackage[koi8-r]{inputenc}
‘Zusepackage[english, russian] {babel}
‘\inputencoding{koi8-r}
‘Zusepackage[T2A] {fontenc}
\usepackage{letterspace}
‘Zwusepackage{ad}
‘Zusepackage{epsfig, graphicx, euscript}
Vtitle{lpumep Bxknw4eHHA daiina B OOKYMEHT |
\author{W.W.WeaHoB}
‘dateq }
\begin{document}
lokymeHT gonxeH BuiTb OTPOPMaTHPOBaH NMPABMABHO.
Vnewline

‘\begin{egnarray}

s &=& ‘“frac{m @} {\sgrt{l-\frac{v*2}{c"2}}}

‘vend{egnarray}

\end{document}

Figure 2. Document Structure in LaTeX

Another tool for automated formatting rules check was developed on the basis of Volgograd State
Technical University [Sokolov, 2013]. This software solution is a Microsoft Word 2007 add-in which
allows checking documents and fixing detected errors. In spite of convenience and ease of use, the
service has a significant drawback: users whose personal computers are not running Microsoft Office
Word are deprived of the opportunity to perform the compliance assessment of text documents.

Requirements for Formatting of a Text Document

As it was previously stated, the necessity of automation of the compliance assessment of documents is
caused primarily by a substantial amount of effort required and significant time costs in case of manual
text check. The developed system is aimed at automation of text document check according to
formatting rules pre-established by the user.

Formatting rules are the settings applied to the content of a document in order to determine its structure
and appearance. Requirements for document formatting are specified in normative documents,
standards, etc.

Generally, a majority of documents are formatted in conformity with specific requirements that might
change over a period of time. Therefore, it was decided to equip the system with the functionality
allowing to manually add and modify formatting rules of documents of a particular class.



168 International Journal "Information Content and Processing", Volume 2, Number 2, 2015

The analysis of documents demanding certain formatting resulted in identification of a number of
essential parameters for assessing the accuracy of text document formatting including:

1) page size (name, width, length);
2) page orientation;

3) margin sizes;

)
)
)
4) maximum and minimum amount of work (in pages);
5) size of headers and footers;
6) page numbering (number position, number formatting);
7) description of style:
a) style name;
b) font:
- name;
- size,
— color;
— italic;
- bold;
— underlined;
C) paragraph:
— indent sizes (left and right);
— first line indent size;
— paragraph spacing (before and after the paragraph);
— line spacing;

— alignment.

A conceptual domain model made in the notation of Entity Relationship Diagram is shown in Fig. 3.

Once formatting rules have been entered by a user and a text document has been inputted, the system
provides a report containing the results of the document check.

In this regard, main functional requirements for the system involve adding data on formatting rules of
documents; editing an information entered; loading document for the check; performing the document
check in accordance with the selected rules; generating a report containing the results of the document
check.
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Figure 3. Conceptual Domain Model «Text Document Formatting Rules»

Office Open XML Document Format

Office Open XML (also known as OOXML or OpenXML) is a default file format of Microsoft Office
electronic documents appeared for the first time in Microsoft Office 2007. The format was initially
standardised by Ecma [Standard ECMA-376, 2015] and then redefined in ISO/IEC 29500 standard
[ISO/IEC 29500, 2015]. OOXML is a structured archived file in a ZIP format that contains markup text of
a document in an XML format, graphical information and other data included in this text document.

The advantages of an Open XML format [OpenXMLDeveloper.org, 2015] include:

1. Interoperability. The capacity of the format to interact and function with a large set of both
custom and commercial applications provides a high degree of compatibility of documents for
different tasks.

2. Backward compatibility. The ability of transformation of MS-DOC files into Open XML format
with high accuracy allows end users to convert these documents to the Open XML format, and
then programmatically access the converted documents.
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3. Programmability. Minimum requirements for working with Open XML include a tool that can
open and save ZIP files and an XML parser/processor. ZIP and XML libraries allow to create
documents in Open XML format on a software level.

4. Integration of business data. Office applications support custom XML schemas that can
extend the capabilities of the existing Office document types. Thus, users can export data from
existing systems to the documents in the Office file formats.

5. Compact file format. For storing documents Open XML format uses the technology of ZIP
compression, providing the possibility of reducing the storage space. Opening the file causes
the automatic unpacking of the archive, and saving the file results in its compressing.

Compliance assessment in accordance with formatting rules is implemented for Microsoft Office Word
text documents with the DOCX extension. A markup language for processing text files in an Open XML
format is called WordprocessingML. The structure of WordprocessingML consists of a set of basic
elements including main document, comments, settings, endnotes, header/footer, styles, fonts table,
document glossary. Figure 4 illustrates parts of a document TestFile.docx opened with a tool Open XML
Package Editor PowerTool for Visual Studio that allows to view the file hierarchy of the document
archive and the relationships between them, and also to modify their markup.

B TestFic coce

= | docProps
l=;| app xml
2] core xml
= 3 word
2] document xmi
2] fort Table xmi
2] settings xml
2] styles xml
= [ theme
2] theme 1 xml
3 webSettings xml
&2 docProps/app xml
&2 docProps/core xml
=2 word/document xml

Figure 4. Text Document Structure in DOCX
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In the main document part paragraphs (w:p) and tables (w:tbl) can be child elements for document body
(w:body), table cell (w:tc) or text box (w:txbxContent). Paragraphs, in their turn, are a run-level content
container for text runs (w:r), or images — a VML document (w:pict) or a DrawingML object (w:drawing).
Finally, sub-run-level content incorporates multiple text elements (w:t).

System Development

Formatting of a text document with the use of Microsoft Word implies implementation of various styles
with parametres included in styles.xml file of a document archive [Vugt, 2015]. This file contains data on
styles of paragraphs, characters and tables, latent styles and standard settings of styles for an entire
document (document defaults). Styles of paragraphs, characters and tables comprise information about
current formatting of a document, whereas hidden styles are not used directly and serve primarily as a
cache repository for style settings, for example, the ones copied from a template. Standard styles store
default values for formatting of an entire document. However, it should be noted that styles.xml file does
not involve data on formatting numbered and bulleted lists that is included in a special numbering.xml
file.

The fact that content of a document can be formatted on multiple levels leads to a problem of
determining a comprehensive set of formatting parameters used for a particular paragraph or a run of
text. These levels of fomatting are schematically represented in Fig. 5.

| Paragraph }—~>{ Direct Formatting H Paragraph Style ]—»[ Paragraph Style ]\A
‘ Global Default ‘

|’ Run }—»[ Direct Formatting H Character Style ]—>[ Character Style /

. Table Style with Table Style with Numbering
| Table Conditional Conditional

Formatting Formatting

Figure 5. Levels of Microsoft Word Text Document Formatting

Thus, if it is needed to retrieve information about paragraph (e.g. line spacing or indentation), the first
aspect that has to be checked is direct formatting which is specified in a file called document.xml. Yet,
paragraph parametres might not be indicated in this file, and, in this case, it is necessary to inspect style
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which is referred to in paragraph properties. It might appear that this style does not contain data on the
paragraph formatting, then it is required to check the styles from which it inherits. If this action did not
bring any results, then the only option left is to process the contents of the node Global default, i.e.
default settings of all styles in a document.

Similar approach is credible for check of formatting of runs of text (defining such font settings as size,
name, etc.); the only difference is that character styles are considered (as opposed to paragraph styles)
that can also form an inheritance hierarchy.

Data on tables formatting is defined in styles with conditional formatting that specify properties of rows
and columns. Table styles are also inherited. Text inside table cells is checked according to algorithms
of determining formatting of paragraphs and runs. In case of numbering, each list item may include
formatting from a paragraph, a numbering format in numbering.xml or a style that is indicated by this
format.

Overall, the major difficulty of text document formatting check lies in determining precise formatting
parameters for paragraphs, tables, numbering and runs of text for the purpose of conducting as
extensive an analysis of conformity of a document to specified rules as possible.

In order to work with WordprocessingML markup, it was decided to use Open XML SDK 2.5 for
Microsoft Office. Retrieval of information on document content formatting was performed by using the
FormattingAssembler module which is a part of PowerTools for Open XML.

Open XML SDK built on the System.lO.Packaging API allows manipulating documents that adhere to
the Office Open XML File Formats Specification, e.g. documents created with Microsoft Office
applications. This package provides a set of strongly-typed classes to obtain data about the formatting
of a document and makes it possible to modify an original document (for example, to add comments).

Despite the fact that .NET offers standard interop assemblies for working with Microsoft Office, the
preference was given to Open XML SDK. COM Interop (Component Object Model) provides access to
Word objects (sections, paragraphs, characters, etc.) and has functionality for creating and editing
documents, however, it does not support server-side automation and processes documents markedly
slower than SDK.

For the reason that for all numerical characteristics (margin sizes, font sizes, line spacing, etc.) in Open
XML SDK are defined in such unit of measure as points, it was needed to transform them into
millimeters and centimeters which are more familiar to a user setting formatting parameters for
checking. Therefore, it was decided to use the iTextSharp class library that allows converting all of the
values by implementing the only method — PointsToMillimeters().

In addition, in order to view a Word document from an application, WinWordControl developed by
Matthias Haenel was used. WinWordControl modified in accordance with the latest version of
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Microsoft.Office.Interop.Word DLL works with a set of basic functions of Win32 API. The appearance of
this control with loaded document is represented in Fig. 6.

3arpysute JOKYMEHT AN1A NPOBEPKU

a BeegeHne.docx
[ omeem [ seem | pestpeE

YV rNABHAA BCTABKA AW3AMH PA3METKA CTPAHM  CCHIMKWA  PACCHINKW  PELLEH3WPOBAHWE BWA,  Maria Zhi.. -

Beenenne

CooTBeTcTBHe TekcIa ¢GopMalbHEIM IpaBHIaM odQopMIeHHEI — 5I0 OJHO H3
IepBooUepeNHsIX TpeboBaHHH, NpeIBABIAEMEIX K NIyOIHKAIHAM, KBaTHOHKAITHOHHEIM
paboTam, KOTOpEIe OTpakaroT pe3yIbTaThl HAYIHOH JeATeIbHOCTH. JItofad o61acTs 3HaHHH
TpebyeT KecTKOTO HCHOIHEHHA NpaBHI, PerTaMeHTHPYIOIMHX CIPYKIYPY H BHEIIHHH BHI
TEKCTOBOTO JOKYMEHTa, B CBA3H C YIPONEHHEM IMpoIlecca XpaHeHHA H 00paloTkH
HHbOPMAITHH 00 3THX HayYHEIX pafoTax B §a3zaX NTaHHBIX.

AHamH3 TeKCTOBOH HHGOpMalIHH Ipenmnonarael oIpeleleHHe KadecTBa TeKCTOB
Hay4HBIX IIyOIHKAIHH, BBISBIEHHE BO3MOXKHOTO AyOIHPOBAaHHA, ILIATHATA, YaCTHYHBIX
3aHMCTBOBaHHH, KIacCHPHKAalHFO H KIacTepH3aIHI0 JOKYMeHTOB, (opMHpOBaHHe
OOMIHPHEIX KOJIeKIHH TeKCTOB H 0a3 JaHHBIX Ha HX OcHoBe. HecMoIps Ha To, 4TO

TIpOBepKa NOKYMeHIa B COOTBEICIEHH C IpaBHIaMH oQOpPMIeHHA He IOJpa3yMeBaeT

yacno cnog: 221 [F  PyCCKMA

Figure 6. WinWordControl for viewing Microsoft Word documents

The necessity of using third-party control can be explained by the fact that Windows Forms does not
provides standard tools to view Microsoft Office documents. The principle of operation is that an
instance of Microsoft Word with an open user's document is started inside an application window, while
the version of Microsoft Word corresponds to the one installed on the computer. Thus, this control can
be used only if a user's computer runs Microsoft Word.

The solution "FRC System", implementing the system, contains two projects: "FormattingRulesLibrary"
(class library for working with formatting rules of documents) and "FRC System" in which the application
user interface was created and methods for text document check were developed.

The main window of the application that opens when the system is launched (see Fig. 7) is logically
divided into two parts. On the right, there are the controls for displaying the formatting rules of text
documents, downloaded from a database. The navigation through records of the database is performed
by means of special navigation controls. Left side of the window (where the checked document is
displayed) contains WinWordControl. Buttons "Open", "Close", "Check" provide functionality for
opening, closing and document check, respectively. When the document is loaded into the system, the
title of the checked Word document replaces the label "Document is not selected".
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Figure 7. Main Window of the System for Document Check

The window for adding and editing new formatting rules of text documents (see Fig. 8) contains tabs,
multiple input fields, comboboxes and other controls, allowing selecting necessary formatting
parameters of a document.
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Figure 8. Window for Editing Formatting Rules
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A mandatory field to fill in is the "Title of work". Various tabs allow specifying different requirements for
formatting of a document. The tab "General" comprises information about page settings, number of
pages, header and footer. On the tab "Styles", the user can examine styles of text formatting used in the
document, add new styles or delete existing ones. The tab "Numbering" includes means for viewing and
editing data on the numbering. Saving added/edited information about formatting rules occurs when the
"OK" button is pressed.

The window for viewing and editing information about styles that are used for document formatting is
demonstrated on Fig. 9.
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Figure 9. Window for Working with Styles
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To modify font parameters used in the style, it is needed to press the button with the letter "A" on the
navigation panel; editing paragraph properties requires selecting the control nearby (image depicting
lines of text). Choosing style for a document occurs when the button "Choose" is pressed.

Loading a document into the system after pressing the "Load" button in the main application window is
performed as follows: first, a user selects a needed file by the use of OpenDialog, then the document is
opened in WinWordControl which allows displaying text of the document in the main window.

Document check is executed by the PerformChecking() method. First, a loaded Microsoft Word
document is opened as an instance of the WordprocessingDocument class for working with Open XML
SDK, and then, it is divided into sections and checked with the use of such methods as
HeaderFooterCheck(), NumPagesCheck(), MarginCheck(document, sectPr), etc.

The interaction between a user and the system can be performed according to different scenarios. The
first scenario (see Fig. 10) assumes that a user enters formatting rules manually, and then loads an
original document for check. In this case, the system provides a user with either the resulting document
containing the notes or the one with formatting corrected in accordance with rules specified by a user.

Document
Source N\ / with
Document | Text Comments | comments
FRC System <
R Text +
ules Styles
S
Correct
Document
User

Rules
Repository

Figure 10. Correct Document Generation in FRC System

According to the second scenario (see Fig. 11) a user loads a properly formatted original document, the
system performs its analysis and downloads its formatting rules into the rules repository. This
significantly simplifies the entry of formatting rules of a document.

The third scenario of the interaction (see Fig. 12) suggests that a user manually enters formatting rules
of a document, the system saves them in the repository, and then generates a document template with
an automatically created styles which a user can use for further work with a document.
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Figure 11. Creation of Rules based on Document Template in FRC System

—Rules>| FRC System —Styles™] Document
Template

User

Rules
Repository

Figure 12. Creation of Document Template based on Rules in FRC System

Text Document Structure Check

As noted earlier, the task of a text document analysis is not reduced to formatting rules check. In the
more general case, it is necessary to analyze document structure, i.e. verify that all required sections
are included. This problem often arises in preparation of design documentation, for example, in the
process of developing information systems. Design documentation has a normative function, i.e. it
contains mutual obligations of participants of a project that helps to avoid misunderstandings and
abuses at the stage of handover-acceptance [Zaboleeva-Zotova, 2007; Orlova, 2011].
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The types and completeness of project documents are standardized. However, due to the fact that all
technical documents are structurally very similar (they all consist of sections and subsections, may
include additional documents, diagrams, tables, etc.), a special language for defining document
structure and links between different documents can be developed. It will allow automating the process
of analysis of an original set of project documents and generation of the new ones [Zhigalova, 2014]. In
the same way, it is reasonable to develop tools for extracting system requirements from the project
documentation, and then control their compliance in the process of implementing the system. However,
the process of creating design documents is quite a laborious task that requires precise knowledge of a
document structure. This process can also be automated. Means of automating the generation of
project documentation will allow generating a document template on the basis of descriptions of different
sections of a document specified in a convenient visual user interface. This template can later be
modified manually.

In order to describe documentation used in the process of information systems design, visual domain-
specific language can be developed. Domain-Specific Language (DSL) is a modeling language
designed for solving problems of a certain class in a particular domain. Unlike general-purpose
modeling languages, DSL is more expressive, easy to use and intelligible to various categories of
professionals, since it operates with familiar terminology of the domain. Therefore, a large number of
DSMLs is designed nowadays in order to describe systems in different domains: artificial intelligence
systems, distributed systems, mobile applications, real-time and embedded systems, simulation
systems, etc.

Since description of project documents implies not only determining their structure, but also specifying
the relations between them, the developed domain-specific language describing project documentation
has two levels [Zhigalova, 2015].

The first level of the language makes it possible to describe a set of documents and relations between
them, the second level - the structure of a particular document. Due to a simple graphical notation of
the language, the system can be used by IT-specialists, as well as clients who are not professional

programmers.

Conclusion

The main result of the work done is the developed system that automates the check of a text document
in accordance with formatting rules specified by a user. As it was tested, the system substantially
reduces the complexity of operations performed and makes the process less time-consuming.

Moreover, the visual DSL for describing the structure of a document was created. This language can be
integrated into the support system of work of an analyst when information systems are designed. On the
one hand, this provides means to perform analysis and parsing of a set of design documents loaded into
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system, presenting the sections of a document as individual elements of a model. On the other hand,
with the use of the developed language an analyst can describe each section of a design document
separately, and then generate a single text description on their basis.

Despite the fact that the system performs all the main functions, there is still space for improvement.
The system can be upgraded by developing web-interface for more convinient use and expanding the
set of criteria for document check in order to perform more comprehensive compliance assessment.
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NOCTPOEHWUE TAKCOHOMWW OOKYMEHTOB ANnd ®OPMUPOBAHUA
WEPAPXWYECKUX CITOEB B TEOUHO®OPMALIMOHHbLIX CUCTEMAX

Butanun Benuuko, Butanum MpuxogHiok, AnekcaHap Ctpuxak,

Kpaccumup MapkoB, Kpaccumupa UBaHoBa, CtedpaH KapactaneB

AHHOmayus: PaccmompeHbl npobriembl, C8d3aHHbIE C  UCNOMb308aHUEM  (hYHKUUOHaNbHOCMU
OHMoo2u4eckux cucmem 0nsi obpabomku 00KymeHmos, npedcmassieHHbIX 8 enobanbHol cemesol
cpede. OnucaHbl MexaHU3Mbl annfukamueHoU Mmunu3ayuu B8bIPaXeHul, COCMasnsoWUX MmeKcmbl
OOKyYMEHMO8 Ha 0CHOBE UCNO/b308aHUs 6e3munogbIX UHCMPYMEHMOo8 meopuu amb0a-ucyuceHus.
M3moxeHo ucnonb3ogaHue OMHOWEHUS YacmuyHol — ynopsidodeHHocmu Onisi (hopMuposaHust
makcoHoMUl OOKYMEHMO8 Ha OCHO8E (hopMUpOBaHUs 6e3munosbIX BbipaXeHul U3 mepmos,
3a0agaeMbIx KOHUenmamu, onpedensiowux noHSmulHyto cmpykmypy OokymeHmos. Onucbigaemcs
npouedypa neKcu4ecKo20 aHanu3a MmeKcmog U NOCMPOEHUS MaKCOHOMUYECKOU CMpyKmypbl Ha
OCHO8E NpUMEHeHUs1 npouedypbl aHanusa. [lpednoxeHa mexHoMoaus opmupogaHue uepapxul
memMamu4yecKkux crioes 8 2eouHpopmayuoHHsix cucmemax (TMC) Ha ocHoge makCOHOMUL cemesbiX
OoKymeHmos. Paccmampugaemcs 803MOXHOCMb NPUMEHEHUSI U3NOXEeHH020 nodxoda Kk obpabomke
npocmpaHcmeeHHbIX aHHbIX 8 coomeemcemauu ¢ oupekmusoli EC INSPIRE.

Knioyeebie crnosa: cemeebie  UHQOPMAUUOHHBIE — PECYPChbl,  OHMOMO2US,  MAaKCOHOMUS,
ynopsidoyeHHoCMb, 6e3MuN0Boe 8bIpaxeHue, anniukayusi, nekcema, IeKkCUYeckul aHasnus, QyHKYUS.

ACM knacudpukayus: 1.2 ARTIFICIAL INTELLIGENCE - 1.2.4 Knowledge Representation Formalisms
and Methods, H. Information Systems — H.2 DATABASE MANAGEMENT - H.2.4 Systems

BBepaeHue

HecTpykTypupoBaHHas v cnabocTpykTypupoBaHHas MHGOpMaLms, XpaHswascs B rnobanbHOM ceTeBomn
cpepe, NOCTOSIHHO HakannueaeTcs w apxusupyetcst [Report, 2012]. CeTteBble MH(OPMALMOHHbIE
pecypcbl  (CHP) oTobpaxalT [ocTaTodMHO BOrMblUy)  COBOKYMHOCTb  TEMAaTUYECKUX — 3HAHWN,
TEXHOMOTMYECKMX PELLEHNA, ONOCPELOBAHHbBIX AaHHbIX, OTPAXatoLLMX pa3BUTE COBPEMEHHOMN HayKM1 1
TEXHUKM, COCTOSHWE MH(OPMALMOHHBIX NMPOLECCOB B CETU U TEM CaMbIM OMpedensitoT KOHTEKCTHOE
cogepxaHue UHMopMaunoHHoro npoctpaHcTBa  (Information networks space). Tematuyeckoe
MHOroobpasuMe M MHOroacnekTHOCTb CEeTeBOW WHMOPMaLUM CTaBUT [OCTATOYHO CYLLECTBEHHYHO
npobrnemy ee OMepaTMBHOTO W [OCTATOMHO KOPPEKTHOrO MPaKTUY4ecKoro WCMOoMb30BaHUS U
WHTepnpeTauyun. Mpyu 3TOM NpaKTUYECKW NOCTOSHHO BO3HWKAET HeobxoauMocTb B peanusauun W
obecrneyeHn B3aUMOAENCTBUSI CETEBbIX WH(OPMALMOHHBIX CUCTEM, KOTOPblE XapaKTepusylTcs
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MeXAUCUMNNUHAPHOCTBIO U peann3oBaHbl Ha OCHOBE PA3JIN4YHbIX TEXHOMOMM 1 CTaHOapToB [CTpI/I)KaK,
2015].

O eKTMBHOCTL MpOLlecCa WCMONb30BaHNS WMHGOPMALMOHHBIX PECYpcoB rnobanbHoi CeT npu
OpraHu3aLum B3aUMOLZENCTBUS MEXOY CETEBbIMWA MHAOPMALMOHHBIMA CUCTEMAMM, CYLIECTBEHHO
3aBUCUT OT OnepaunoHanbHbIX XapakTePUCTUK  MHCTPYMEHTOB (CETEBbIX MPOrpaMMHbIX CPEeACTB),
koTopble obecneynBatoT nonyyeHue, 0bpaboTky U XpaHeHUe COOTBETCTBYKOLIErO KOHTEHTa. W 3gech
NPUXOQMTCS Y4NTbIBATL JOCTATOYHO CYLLECTBEHHOE TEXHOMOrNYECKOe OrpaHWYeHUe Ha OpraHu3auuio
MEXCUCTEMHOTO ~ B3aUMOLEWCTBUS,, CBSI3AHHYKW C  MHTEponepabenbHOCTbIO,  Kak  CETEBbIX
WH(OPMALMOHHBIX  PECYPCOB,  ONPedensowmUxcs  pasHbiMM - hopMaTaMn  NpeacTaBneHns, Tak
COBCTBEHHO M MH(DOPMALMOHHBIX CUCTEM CETH, KOTOPbIE, Kak yxe Oblio 0TMEYEHO, peanusytoTcs Ha
OCHOBE WCMOSb30BaHWA pasHblX TeXHomMorndeckux craHgaptoB [[nywkos, 1982], [Benos, 2005].
KoHTeHT rnobanbHoro MHOPMaLMOHHOTO MPOCTPAHCTBA OMPEAensieTcsl KOHTEKCTamu OOBeKTOB,
KOTOpble ONpPedensT TeMaTUYeCKUn Xapaktep ceTeBOW cpedbl. Ha 39TOM OCHOBaHMM MOXHO
copmynupoBatb  runotesy,  uUTO0  IPGEKTUBHOCTb  MHTENPUPOBAHHOTO  MCMOSIb30BaHMS
WH(OPMALMOHHBIX CUCTEM B rMobanbHOM CEeTU  CYLIECTBEHHO 3aBMCWUT OT  TEXHOMOrMYECKNX
BO3MOXHOCTEN OnepaLyioHanbHOM0 CBSA3bIBaHUS KOHTEKCTOB OBBEKTOB, KOTOPbIE YYaCTBYIOT B CETEBOM
B3aMMOZEVICTBMM 11 ONPEAENSOT MHOPMALIMOHHBIN KOHTEHT COBCTBEHHO CETEBOW Cpessb!.

[ns obecneyeHns TEMaTUYECKON CBA3HOCTY OBBEKTOB M MPOLLECCOB B rnobansbHon ceTu, Heobxoamumo,
Ha Haw B3rnsg, obecneyntb (hOPMUPOBAHME KOHLIENTYanbHOMO OTODPaXEHUs KOHTEKCTHbIX TEMATUK
NCMonb3yeMblX MHDOPMALMOHHBLIX pecypcoB W cucteM. OgHUM M3 TEXHONMOMMYECKUX NOAXOA0B ANS
PELUEHMS  YKa3aHHOM NpoOnemMbl  KOHTEKCTHOW  CBSI3HOCTM  MOXET  OblTb  MCMONb30BaHUe
TPAHCAMCLUMNAMHAPHBIX  OHTONOMMIA, 0BecneuMBaloLX MOAENMPOBaHNE NACCUMBHBbIX W AKTUBHbIX
CETEBbIX MH(OPMALMOHHBLIX MPOLECCOB HakonneHusi, 06paboTkn, oTobpaxeHus 1 B3aUMOLENCTBUS
[Ctpuxak, 2015], [Manaruu, 2012], [Guarino, 1994], MnaayH, 1994].

Llenbto cTatbn SIBNSETCA ONpeAeneHe MexaHuM3MOB (POPMMPOBAHWS TAKCOHOMMI  CETEBbIX
[OKYMEHTOB KaK TEXHOMOrNYECKOM OCHOBbI WHTErpauum MHMOPMALMOHHBIX PECYPCOB W CUCTEM
rnobansHo ceTu.

AnnnukKaTMBHbIe MEXaHW3Mbl TaKCOHOMU3aL UK

cnonb3oBaHune TPAHCAMCUMMIIMHAPHBIX OHTOMOMMYECKUX CUCTEM Ans oTobpaxeHus cemaHTukn CUP
[Mnywkos, 1982], [ManaruH, 2012] B BAE TaKCOHOMUYECKMX (MEpapXMYECKnX) CTPYKTYp [MnapyH, 1994],
Hag KOTOpPbIMM 3afaeTcs OnpefenieHHas paclvpsieMas akcuomatka W Mexgy  KOTOpbIMM
ONPEAEensITCd MHOXKECTBA OTHOLIEHWA, NO3BOMSIET YACTUYHO PewuTb npobnemy KOppPeKTHOM
WHTEPNpPEeTaLM UCMOMb30BaHWS OHTONOMMW NPW PEeLIEeHUM CNOXHbIX NpUKnagHbix 3agad. OgHon n3
CUCTEMHbBIX KOMMOHEHT OHTOMOMMYECKON CUCTEMbl SBRSETCS TakcoHomus [Mnywkos, 1982], uyto
OTpaXaeT ONpeAeneHHy Mepapxui B3aUMOAENCTBIS KOHLEeNToB. [pn aToM COBCTBEHHO Mepapxus
3a0aeTcs C NOMOLBI BUHAPHBLIX OTHOLUEHM, ONPEAEnAILNX XapaKkTep B3aMMOLEWCTBUS Mexay
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KOHLenTaMmu OHTOMOrMW. Ha OCHOBaHWM YKa3aHHbIX OTHOLLEHWA, OMpeaenstLnx B3auMOLEeNCTBME
MeXay KOHLEeNnTamu, peanuayetcs npoueaypa pasbueHns MHOXeCTBa KOHLENTOB OHTOMOMMM Ha Krnacchl
[Byy, 1992]. N NOCTPOEHMS OHTONOMYECKUX KacCU(UKaTOPOB KOHKPETHBIX NPeAMeTHbIX obnacTen
(MpO) Ha OCHOBE CMIOKMBLLMXCA KNMAccoB MCMOMb3OTCA TaKCOHOMMYeckne kateropu T . Crmcok
yKa3aHHbIX KaTeropum onpeaenseTcs B NpoLecce peLleHns NpUKnagHoi 3agavnm Ha OCHOBE CBOWACTB,
KOTOpble 0BbEeANHAKT KOHLENTbI N0 TeMaTUYeCcKuM npusHakam [LWatankuu, 2012].

YnoMuHaemasi Kateropusi ceTeBbIX MHGOPMALMOHHBIX PecypcoB OObIMHO MpeACTaBnseTcs B Buae
TEKCTOB. MHOXeCTBa TEPMMHOB-KOHLENTOB X M3 BbILLEYNOMSIHYTLIX TEKCTOB CBSA3aHbl MeXZy cobom
pasHbIMY MHOXECTBaMU CEMaHTUYEeCKUX OTHOWeEHWA R, . Haj OTHOLWEHUSMWU W3 Kaxdoro Takoro

MHOXecCTBa R,,,, MOXET BbITb 3aaHO OTHOLLEHWE YacTyHoro nopsgka p [Manumwesckui, 1998]. 310

OTHOLIEHME MO3BONSET (POPMYNMPOBATL MHOXECTBO MpaBun Rul , HA OCHOBAHWW NPUMEHEHMS
KOTOPbIX Mbl MOXEM (hOPMyMMpOBaTh UCTUHHbIE YTBEPXAEHUS 13 KoHuenToB [1pO. Mpu atom Gygem
cunTaTh, YTO KOHLENT ABMsSieTcs CBOOOAHBIM, €CriM OH He CBA3aH C Apyrumu KoHuentamu us MpO
HWUKaKUMU TUNAamMK OTHOLLEHMAMUW. ECnn ke Mexay KOHLenTamu YCTaHOBMEHO Kakoe-nubo OTHOLLEHME
n3 MHoXectBa R

sem

TO TOrAa Takue KOHUenTbl Oygem onpedensTb Kak CBs3aHHble. Torga
yTBEPXKOEHNS 00pasyloTcs CBA3AHHLIMKM KOHLENTamMu, a KOPPEKTHOCTb ONpeAeneHns Hap HuUMK
MHOXECTBEHHOTO OTHOLIEHWUSI YACTWYHOrO Mopsigka P MO3BOMSET CYMTATb WX BbIMNOMHUMBIMA WK
UCTUHHBIMK [KnnHK, 1957].

MocTpoeHWe yTBEPXKOEHNA U3 KOHLIENTOB peanusyeTcs Ha OCHOBaHUM KOHEYHbIX HabopoB npasun 13
MHOXecTBa Rul , KOTOpble ONpefensoT MOpALoK MNPUMEHEHUS MHOXECTBEHHOrO OTHOLUEHUS
YaCTUYHOrO nopsgka p , Kak Hag KOHUenTamu U3 MHOXecTBa X , Tak M Haj CeMaHTUY4ecKUMu

OTHOLLEHMAMU U3 MHOXeCTBa R, . Takke OTHOLLEHWE p MO3BOMNSET HaM (HOPMUPOBATL M3 KOHLIENTOB
TepmuHonons [KopwyHosa, 2009] B Buae nepapxudeckux CTpyKTyp, rae Mexay KoHuentamu 3agaeTcs

MHOXECTBEHHOE 6VIHapH06 OTHOLLUEHME YaCTMYHOro nopdAnka, KOTopoe, Nno CYyTW, MNOJTHOCTbIO
9KBMBANEHTHO OTHOLLEHMWIO D .

Takue npasuna NOCTPOEHUS YTBEPXKAEHUIA HOCAT anninkaTuBHYO opMy U MOryT ObiTb NpeCcTaBeHbI
B Buae 6e3TnnoBoro BoipaxeHus Buaa [bapeHapert, 1985], [Ctpuxak, 2014]:
f,=(Axt(x))a=t(a) (1)
roe: A -Teopus — nsamMbaa UCHMCNEHME; 3anuCb Ax TOBOPUT, YTO 3TO A -TEPM;
X — nepemMeHHas, NpUHUMatoLLas 3Ha4eHNs U3 MHOXECTBA KOHLenToB X ;
t — BblpaXXeHne, KOTOPOE MOXET CoAepXaTb NEPEMEHHYIO X ;
a — apryMeHT PyHKLMK, onpesensioLni BO3MOXHbIE 3HAYEHUS NEPEMEHHON X ;
f, — hyHKLMS, NPUMEHUMAs K apryMeHTY a .

Kak moxem Bugetb w3 (1), mepeMeHHble MO3BONSAIT ONPefeNiUTb CBOWCTBO 3KCTEHCMOHANBHOCTM
MHOXeCTBa KOHLENTOB, KOTOPOe Takke fBnsetcs uHUTHbIM [3aropynbko, 2008], T. K. dakTudecku
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OKCTEHCMOHANBHOCTb  KOHLENTa Kak OnpefenieHHoro TepMa - Teopuu  Onpefensercs  ero
NPUHAANEXHOCTbIO K OnpefenieHHOMY Knaccy. Torga Mbl BCerfa MOXEM OrpaHuyWTb WCTUHHOCTb
YTBEPXOEHWS, BBEAS aKCMOMY WUCKITHOHAIOLLYI0 UCTUHHOCTb YTBEPXAEHMS NS KOHLENTOB, HE BXOAALMX
B 04uWH knacc. Toraa npasuna suaa (1), Bkntovatowme B cebs B kKayecTBe NepeMEHHbIX 1 apryMEHTOB
OTHOLUEHWS W3 MHOXecTBa R, W MHOXECTBEHHOe OTHOLWeHWe p , 06najaloT CBOMCTBOM

WHTEHCWOHamNbHOCTU. T.e. yTBepxaeHus, obnajarolue CBOACTBOM WCTUHHOCTW, obnajanT elle
HabopoM Apyrux CBOMCTB, ONPeAENtoLLMX NPUMEHUMOCTb JaHHOMO YTBEPXAEHNS.

JOCTOMHCTBOM [aHHOTO anniuKaTUBHOIO BblpaXeHWs SBMSETCH TO, YTO B KayecTBe NEPeMEHHOW W
apryMeHTa KpoMe KOHLENTOB, MOTyT ObiTb OTHOLIEHWS, T.e. Mbl MOXEM CTPOUTb MpaBuna, KoTopble
CBSA3bIBAIOT MEX/Y COOOM M KOHLIENTbI, M OTHOLLEHUS.

Be3TMnoBoCTb NO3BONSET HaM MOAHATL YPOBEHb abCTpakLMW TOMBbKO 4O PACCMOTPEHUS UCTUHHOCTM
YTBEPXKAEHWN, CCDOPMYIIMPOBAHHBIX HA OCHOBE NPUMEHEHMS npasun oHTonorkm MpOo.

Takum 0Bpasom, Kaxgas OHTONMOrUS MpeacTaBnseT cobow CNOXHbIN 0OBEKT CO CBOEH CTPYKTYPOM M
(YHKUMOHANbHOCTL. Jlobas kaHoHMYeckas copma oHtonorn [Faspunosa, 2000] oTobGpaxaet
MHOXeCTBO koHLenToB [1pO, MHOXECTBO OTHOLLEHWA MEXAY HAMU U MHOXECTBO UHTEPMPETUPYIOLLMX
(DYHKLMIA, NpUMEHEHWE KOTOPbIX 06ecneynBaeT B3aMMOAENCTBME PA3NNYHBIX COCTOSHWA OHTOMOrUM.
MHoxecTBa KOHUENTOB onpegenstoT TepmuHonone [KopwyHosa, 2009] [MpO, kotopoe wmeert
CEMaHTW4YecKoe npefcTaBreHMe B BUAe ONpedeneHHbIX yTBepkaeHun. Bce yTBepxoeHus,
NOCTPOEHHbIE U3 KOHLENTOB TEPMMHONONS, MOryT 0bragaTb CBOMCTBOM UCTUHHOCTU, NPU YCMOBUK, YTO
OHW CBS3aHbl OTHOLIEHWUSIMU, KOTOPbIE KOPPEKTHO CBSA3bIBAKT Mexay COBON KOHTEKCTbl Kaxgoro
NOHATHS.

Hag Bcemu KoHLenTamm, U3 KOTOpbIX MOrYT BbITb NOCTPOEHb! yTBepxAeHUs oHTonoruu MpO, Beeraa
OnpenensieTcs MHOXEeCTBEHHOE OTHOLIEHWE YacTUYHOro nopsaka — p [Manuwesckuin, 1998]. Mpuyem

9TO OTHOLUEHWE TaKkKe Yy4acTBYEeT B MOCTPOEHUM UCTUHHBIX YTBEPXAEHWUA W3 KOHLenToB. Ecnn camm
KOHLENTbl MOryT KOHCTPYMPOBAaTbCA U3 KOHEYHOTO MHOXECTBAa TEPMOB, TO BCE YTBEPXOEHMS,
0Bpa3oBaHHbIe MK NOMOLM A x -TEPMOB, UMEIOT KOHEYHYIO [TIMHY, MaKCUMasbHbIA NyTb KOTOPOrO He
Oyger npeBsbllWwaTth ANMHbLI NOCNELOBATENbHOCTU 2% . YTBEPKAEHMUS, KOTOpble 0bnagalT CBOWCTBOM
WCTUHHOCTW B pamkax A -ucuucrneHus, Oygem HasbiBaTb paspelmmbiMi  [bapengpert, 1989].
BblpaxeHue (1), npu ycnoBuwW paspemmocTi, Takke obnagaeT CBOMCTBAMW MOHOTOHHOCTM,
0BpaTUMOCTH, HaCNeACTBEHHOCTU, aAANTUBHOCTY M KOHBEPTUPYEMOCTMW.

MOHOTOHHOCTb A x -TEPMOB MOXET ObITb NpefcTaBnena B suge Ax,...x,...x,L,...L , (L — A -Tepm) roe

KaXabl JOMONMHATENbHLIN TEPM MPUNUCHIBAETC HA OCHOBE MpaBWna MPUMEHEHWUS MHOXECTBEHHOTO
OTHOLLEHMS! BUHAPHOMO YaCTUYHOM YMOPSA0YEHHOCTN. JTO MO3BOMSET CTPOUTL LIENOYKN YTBEPXKAEHMIA
Ha OCHOBe ornepaLun NPUNKCLIBAHNS CpaBa HOBOrO Tepma. W3 ckasaHHOro MOXHO caenaTh eLle OauH
BbIBO4 — €CMM KOHLENTbl OHTONorMM obrnagarT xotsa-6bl 0gHMM 0BLWMM CBOWCTBOM, WK XOTS-Obl
OMHaApHBLIM OTHOLLEHMEM YACTUYHOIO NOPSAKA, TO U3 HAX MOXHO MOCTPOUTbL Pa3PELLMMOE YTBEPXAEHNE
B TEPMUHAX A -UCHUCTIEHUSI.
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OGpaTMMOCTb  OMpedensieT BO3MOXHOCTb CTPOUTb paspelunMble YTBEPXKAEHWUS U3  OTpULAHUS
CYLLIECTBYIOLLMX TEPMOB Ha OCHOBE M3MEHEHWSI MHOXECTBEHHOrO GMHAPHOMO OTHOLLEHWS YaCTUYHOI
yropsinoyeHHocTy. T. €. cnpaBeAnMBo oTobpaxeHue BuAa:

AXo X XL L, —2— A xx L L (2)

bornee KOMNakTHO B TEPMUHAX A -UCHYUCIIEHMS 3TO BbIPAXEHUE MOXHO NPELCTaBUTb CredyHLMM
obpasom. [Myctb M — A -Tepmn K — A -Tepm, TOrga 1x KOMno3uums « o » NpeacTaBuma B Buae:
MoK =KoM=Ax.x (3)
HacnenctBeHHOCTb MOXeT ObiTb OnpedeneHa M BNOCMEACTBMM BblpaXeHa Kak cnabas w/vnu kak
cunbHas.  Ycnosue cnaboW  HacnmeaCTBEHHOCTW  3aKMYaeTCs B COXPaHEHWW  CBOMCTBA
9KCTEHCMOHANBLHOCTU A -TEPMOM, COCTaBEHHOIO M3 BCEX KOHLIENTOB, 0BnagatoLmx 3TUM CBOCTBOM W
KoTopble 00pa3syloT pa3peluMmoe YTBEPXKOEHME. YCNOBME CWMBbHOM HaCneacTBEHHOCTU Tpebyer
COXPaHEHNS1 CBOMCTB SKCTEHCUOHANBHOCTU W UHTEHCUOHANBHOCTH, Kak Ans A -Tepma, Nony4yeHHoro B
pesynbTaTe KOMMO3NLMM OMPedenstowmx paspelumMbiX YTBEPXAEHU, Tak W Ans obpatumoro A -
Tepma.
CBOWCTBO afAMTUBHOCTK BbIBOAMMO W3 camoro onpefeneHus A -tepma (1). Kaxabli koHuenT u
OTHOLLIEHWe, COCTaBNALWMe pa3pelunmoe YTBEPKAEHWe, 3a4alTcs B A -TepMe COOTBETCTBYHLLEN
nepeMeHHON WY apryMeHTOM, U TaK KaK Kaxabli U3 HUX OnpefensieT KOHKPETHYH YacTb BblpaxeHus,
TO B pesynbTare (HopMySMpyeTcs paspeLLnMoe YTBepXaeHe.
KoHBepTMpyemocTb onpegensieTcs BO3MOXHOCTbIO (DOPMUPOBAHWS YTBEPXKAEHWA M3  KOHLEMTOB
Mepapxuyeckn CBSI3aHHbIX KnaccoB. Torga B CTPYKType CROXHoro A -Tepma  Buga (2),
ChopMUPOBAHHOIO 13 COOTBETCTBYIOLLMX TEPMOB, BO3MOXHA MOACTAHOBKA OAHOMO BbIPAXKEHUS BMECTO
apyroro. OCHOBHbIM YCMOBMEM TaKOW MOACTAHOBKM SBMSIETCS CyLECTBOBAHWE MEXY KOHUenTamu
yKa3aHHbIX BblpaXXeHUN, MHOXXECTBEHHOrO OTHOLLEHUS YaCTUYHOrO NOpsaKa p .

OdpektnBHas ceteBas 06paboTka AOKYMEHTOB, cofepxalynx BOnbLIOe KONMMYECTBO WHGOpMaLmK,
peanuayetcs Ha OCHOBE TaKCOHOMM3aLWW WX COLEepXaHus, C NOCAEAYLLMM NPeACTaBNeHEM B BULE
oHTonormn [ManarvH, 2012],[MnagyH, 1994]. TakcoHoMu3auus LOCTUraeTcs 3a CYeT NpUMEHeHMs
npaBun U3 MHOXeCTBA Rul K KOHUENTaM MHOXecTBa X, onpedensiownx COAepKaHne KOHKPETHOrO
[OKyMeHTa. [N 9TOro M3 MHOXeCTBa KOHLEeNToB X Bbigensotca TepmuHonons [KopiyHosa, 2009],
KOHLIENTbl KOTOPbIX CBSA3bIBAKOTCA Mexay CoBOA OTHOWEHWEM YacTWyHOro nopsgka p . [anee

peanuayeTcs npoLeaypa NOCTPOEHMS Lienoyek YTBEPKAEHUA U3 KOHLENTOB TEPMUHOMONEH Ha OCHOBE
onepauuy NpUNUCLIBaHUS CnpaBa HOBOTO TEPMUHA U3 MHOXecTBa X B Buae 6e3T1noBoro Tepma. 310
[OCTUraeTCs 3a CYET Hanmumst y HUX OBLLMX CEMaHTUYECKIUX OTHOLUEHUIA U3 MHOXecTBa R, . T.e. Bce

KOHLeNTbl M3 MHOXecTBa X MOryT ObiTb MpeacTaBrneHbl B Buae BblpaxeHnd Buga (2)-(3) -
MoK =K oM = Ax.x. [lpn 3TOM BCe BblpaxeHus Buga (2)—(3) cogepxar B cebe TepMbl, CBA3aHHbIE
Mexay coboi MHOXKECTBEHHbLIM BUHAPHBIM OTHOLIEHWEM YacTUYHOro nopsigka p [Latankux, 2012).
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00600wWweHHas npoueaypa hopMMpoBaHUA TAKCOHOMUM AOKYMEHTOB

MpakTyecku nOOON TEKCTOBbLIN [OKYMEHT MOXET ObiTb MpefcTaBneH B BUAE BbICKA3biBAHWA W
YTBEPXKOEHNA, UCTUHHOCTb KOTOPLIX ONPEAENsIeTCs NPUMEHNMOCTBI0 KOHLIENTOB MX COCTaBMSIOWMX, HA
OCHOBE OMNpeLenAWMX KaKAbIA KOHLENT KOHTEKCTOB. T.e. (haKTU4ECKN BCE KOHLENTbI, COCTaBNAOLLME
CWP, moryT BbITb BblAeneHbl B OnpedeneHHoe MHOXeCTBO TepmuHononen [KopwyHosa, 2009] w,
NCXOASA M3 CUHTAKCMCa CamMuX BbICKa3blBaHUIA U YTBEPXKAEHUIA, NPeACTaBneHbl B BUAE <X, Rsym>, roe

X — MHOXECTBO KOHLENTOB TepmuHonons, a R,

— MHOXECTBO CMHTAKCUYECKMUX OTHOLLEHMM Mexay
KOHUenTamu, onpeaenatoLnx Ha6op CUHTAKCUYEeCKUX npaBun U3 MHOXecTBa Rul NOCTPOEHUS

UCTUHHBIX YTBEPXAEHWIA 3 BbIOPAHHBIX KOHLLENTOB TEPMUHOMONEN rmobarnbHoN cpeab.

CeTeBble WHCTPYMEHTbI BbIJENEHNS COOTBETCTBYIOLWMX KOHLENTOB Ha OCHOBE  MEXaHW3MOB
annnukaTUBHOIO NpeACTaBNeHNs TEKCTOB JOKYMEHTOB B BUE YTBEPXAEHWU peanusyloTcs Ha OCHOBE
npumerenuns [T-texHonorun TOLOC [Benwnuko, 2009], [Bennuko, 2014]. MepBoHauanbHyld OCHOBY
TaKoro NpefCcTaBeHNs COCTaBNSAOT MEXaHU3Mbl MHAYKTUBHOTO (hOPMUPOBAHNS NUpaMUAanbHON CETU
13 KOHLLENTOB, OMpesensiolmnx Bce KOHTEKCTbI AokyMeHTa [[napyH, 1994], [Benuuko, 2009], [Bennuko,
2014]. CnoBotopMbl U CUMHTAKCMYECKME KOHCTPYKUMW TekcTa U3 annavkaTMBHOW (hopMbl BuAaa
LR, =4X ...x

syn n

npeobpasyetcs B annnukatuHyto ¢opMmy XoR, =AX...x, . [pn atom

0TOBPaKEHMA BCEBOSMOXHbIE Mapbl (X;,X;) , ONpedensiolne OTHOWEHME r, U3 MHOXecTBa R, ,

3aMEeHsIOTCA napamu (x,.’, xj) KOTOPbIE ONPEAEensioT CEMAHTUYECKNE OTHOLLEHUS], Takie KaK: «BXOAMT

B», «COCTOMT M3», «KNAcC-NOLKIACC» WMM «KNacc-0ObeKT» M3 MHOXeCTBa OTHOWeHMn R, .
MMomyyeHHoe annnukaTuBHOe BbipaxeHne XoR, =X ...x, NO3BONSET CHOPMUPOBATL TEPMbI,

KOTOPbIE COCTOST M3 KOHLEMTOB MHOXecTBa X < X U CBA3aHbI MeXdy COBOI MHOKECTBEHHbIM
OTHOLLEHMEM YaCTMYHOTO nopsiaka p . B pesynbTaTe nony4aeTcsi MHOXECTBO KOHLIENTOB, CBSI3aHHOE

OTHOLUEHUSIMA  CIIEA0BaHUS <)?,R

O

rd> , KOTOpo€ W onpeaendeTr nepBMyHOE TaKCOHOMMUYECKOE

oTOBpaeHNe KOHLENTOB N3 0TOOPaHHbIX TEPMUHOMONEN.

[laHHbI% NPOLIECC BbINOMHAETCS C NOMOLLBbIO CNeayoLMX (YHKLMN:

c,» =(Ax,yt(x.y))a,b=aumeem ceolicmeo b (4)
love = (A%.¥,2t(X,y,2))a,b,c = Mexdy a u b ecmb omHoweHue ¢ (5)

Ha oaTtane BblgeneHnss MHOXECTB TepMmuHornonen ceteBbiMU  uHCTpymeHTamu IT-TOAOC
obecneunBaeTcs BblOeneHne U3 TekcTa LOKyMEHTa TepMMHOB-KOHLENTOB, @ TaKke OnpeaeneHue
NepapxXuYecknX CEMaHTUYECKNX OTHOLIEHMIA Mexay HuMW. Takum obpasom, annnukaTueHas opma
XoR,, =X, ...X, NpeCcTaBnseT TakcCOHOMUIO AOKyMEHTa, Ha OCHOBaHUK 06paboTku koToporo Bbino

BblAENEHO TepMuHonone X , M3 KOHLENTOB KOTOPOro hOPMUPYIOTCS TepMbl  anmiukaTUBHbIX
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BbIpaXEHUI BUAA A, X,,..., X, C,, &c, , &...c, . TlpunucbiBaHue k HeMy cripasa annnukaTuBHOro

&r

BbIpaXeHus Buaa Ar, ok, &l

X1 XnKn_1

~ NMpeobpa3yeT 0ba BbipaxeHWsi B NOTHECKYHO (YHKLMIO,

(XK1,
SBMNAIOLLENCS TABTONOTMEN NPU BCEX 3HAYEHUSAX UX TEPMOB.
VoeHTUUKALMA yKa3aHHbIX OTHOWeHWA R, Mexay KoHuentamu u3 MHoxectea X c X
BbIMOMHAETCA HA OCHOBaHUW CrioBapeil KNio4eBbIX CrioB. [l 3TOr0 UCMonb3yeTcsl AOMOMHUTESNbHAs
YHKLMS:

C.p =(Ax.yt(x,y))ab=a=b (6)
OYHKUMSA ANS BbIAENEHNS KOHKPETHBIX KOHLIENTOB UMEET CreaytoLLmni B

AX,¥,%,.c,, &c&c, (7)

X1y

OnpeneneHm1e nepapxMyeckux Ceaeil R, Mexay KOHLENTaMin MHOXecTea X peannayetcs Ha OCHOBE
MPUMEHEHNS annnKaTUBHON byHKLMK BKAA (6), Y KOTOPON BXOAHbIE TEPMbI NPEACTaBUMbI B (DOpPME
BMAA: X, X,,..., X, X;, X,,..., X, . Ha 3a1ane copMmupoBaHns COOTBETCTBYILLErO Knacca U3 ykasaHHoW
nocrnefoBaTenbHOCT  TEPMOB  YTOYHSETCA  TUM  OTHOWEHUS MexXay KOHLUEenTamu-TepMuHamu,
onpeaensowmummn nornyeckyro dyHkumo Buaa (4)—(7), ABNAOLENCS TaBTONOMEN NPK BCEX 3HAYEHUSIX
COCTaBNAIOLLMX €€ TEPMOB.

ObobuieHHas npoueaypa nogaepKku npoLeccoB hopMMPOBaHUS TaKCOHOMUIA KOHTEKCTOB Ha OCHOBE
obpaboTku ceTeBbIx gokymeHToB B cpeae IT-TOQOC npuoautcs Ha puc. 1.

VHOOPMALIVIOHHBIE -
PECYPCbI [TIOBATIbHOM || TEKCTOBbIA CITOBAPY MPABUNA

NHOOPMALIVOHHOW CPELb! MACCVIB CTPYKTYPU3ALIN

| ] L
S o -
S MOHATIA > g - KIACCbI MOHATWN -
= =
S =
= | KOHTEKCTbI MOHATIN > T TAKCOHOMWM KIACCOB o
P
= =
O S=
oL OTHOLLEHNA > D b CTPYKTYPHbIE 4_
= KNACCUOUKALIMM % OTHOLLEHMSA
L S
o S
< 7 TAKCOHOMWM MOHATUN ig = KITACCbI TAKCOHOMMM 4_
— (@]

v
VEPAPXWW KOHTEKCTOB

Puc. 1. Mpouecc thopmmpoBaHus TakCoHOMMiA aokymeHToB B cpege IT-TOLOC
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ObecneyeHne B3aMmMoaenCTBUA B CETEBOMN cpefe Ha 0CHOBEe (hOPMMPOBaHUA TaKCOHOMUM

dopMupoBaHMe TaKCOHOMWYECKUX CTPYKTYp, OTOOpaxarowmx cemaHTudeckue csoictea CUP u
[OKYMEHTOB, COCTaBNSIOLLMX UX COLEepPXaHue, no3sonseT oTobpasntb MHPOPMALMOHHbIE NMPOLECCh,
aKkTUBMpOBaHHble B rnobanbHon cpefe, B Buae 6e3TMNOoBbIX anninKaTUBHBIX BbIPAXEHWU, Kaxaoe 13
KOTOpbIX MPefcTaBMMO B BUAE OHTORornyeckoro rpadpa [[nagyH, 1994], [Manarux, 2012], [Benuuko,
2009]. BosHnukarowas 3necb npobnema nHteponepabenbHOCTV B3aUMOAENCTBIS MEXAY KOMMOHEHTaMM
CWP moxeT bbITb CBefeHa K ONpeaeneHno MHOXeCTBa OTHOLLEHUI MeXy TepMamu, COCTaBNSHOLLMX
MHOXeCTBO norndeckux yHkumn Buga (4)-(7). Bce @yHKUMM yKka3aHHOro Bua SABMSKOTCS
TaBTONOrMAMW. MHOXECTBO TEPMOB, ONPEAEnSIoLLMX CUHTAKCUYECKYKD KOHCTPYKLMIO JaHHbIX (DYHKLMIA
N30OMOP(HO  MHOXECTBY  KOHLENTOB,  3HA4YeHUs  KOTopblx  obpabaTbiBaTCs  CEeTeBbIMU
WH(OPMALMOHHBIMK cucTeMamu. Takum o0Bpa3om, OTHOLIEHWUS Mexay TepMamu, NPeACTaBheHHbIX B
Buae 6e3TMnoBoro BbipaxeHus suaa (1)—(8), onpegenstT BbINOMHUMOCTL OnepaLuii B CETEBON Cpefe
Hap CBSA3aHHLIMK KoMMoHeHTamu CUAP.

Kaxgblii ceTeBO AOKYMEHT W Kaxgas WH(OpMauWOHHas cuctema rnobanbHoW cet MOoryT ObiTh
NPeACTaBneHbl B BUOE TAKCOHOMWW, MO3TOMY MPOLECC B3aUMOAEWCTBUS MeXOy HUMWU CBOAWUTCH K
YCTaQHOBIIEHNE OTHOLLEHWUA MEXAY MX COCTOSHUSMU MPU CMEHe aKTUBHbIX KOHLIENTOB WK OTHOLLEHMM
Mexay KoHuenTtamu. Toraa npobnema mHTeponepabenbHOCTW MOXeT ObiTb paspeliMma Ha OCHOBE
NPMMeHeHNs pekypcuBHOro peayktopa Buaa [bapexgpert, 1985], [Ctpuxak, 2015]:

(rorder _>F~)):>((X’R’RUI)_>LI‘I:1’_,7) (8)

PeKypCuBHbIi peaykTop MOXET ObiTb CKOHCTPYMPOBaH Ha OCHOBE CMEAYHOLLMX BbIpaXKEHNI:

rorder :{(ﬁXLI)LZ’LS [X = L2]} ! (9)
1L,—=Pr (YpX,) APr(X,,... X,
Pr(x,,...,X, ) = O,Prg\(/[)i.x)) (X0 (10)

e x,e X;1<i<n, X, Y- MHOXeCTBA KOHLEENTOB,

Pr(X,,...,X, ) — peKypcuBHbiii npeaukar [Knunu, 1957).

Kaxabii TepM-KOHLIeNT TaKCOHOMMN MOXeT BbITb NpeacTaBneH B BUAE NpeankaTMBHOIO BbipaXeHMs
X=P(r.r,...r) (11)

Mpu 9TOM cnegyeT y4vecTb, YTO peKkypcwBHbIM pepyktop Buga (8)—(10) coxpaHsieT OTHOWeHWe
9KBMBANEHTHOCTM MeXdy TaKCOHOMUSAMW BceX KOMMoHeHToB CWP, Kak [OKyMEHTOB, TaK W
WH(OPMALMOHHBIX  CUCTEM, 3@ CYeT uYero W obecneumBaeTcs pas3pelunmocTb  npobrnembl
nHTeponepabensHOCTU.  TakcoHOMMA MOXeT ObiTb onpeaeneHa Ans NMoboro CroxHoro Tepma-
KOHLienTa, TO €CTb MO YMOMYaHWK OHa MOXeT ObiTb 06pa3oBaHa OMHAPHBIM OTHOLUEHUEM SIMHEHOMO
nopsgka «rpynna o6bekToB - 06bekT». OTHOWeEHWe «rpynna OOBLEKTOB - 0ObEKT» MOXeT ObiTb
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pacLUMPEHO OO0 MHOXECTBEHHOIO OTHOLLEHMS «4acTb - Lienoey» 1 Janee Ao «bbiTb 3fIEMEHTOM Kraccay
nvnmn «BbITb ANEMEHTOM KaTeropum». Pasnnyatb NOHATUS «KNaccy» M «kateropusi» 6yoem Ha OCHOBE
NoNHOTbI  OTOBpaxeHWs npeameTHoM obnactn. OnpedenuM MOHATUE «KATEropusi» Kak AOCTaTOYHO
MOMHO OTPaXarwLlee CEMaHTUYECKME CBOWCTBA NPeaMETHOW 06nacTi, OAHOBPEMEHHO MOHSATME
«Knacc» onpegenseTcs NPocTo Kak 0TOOpaHHOE MHOXECTBO KOHLENTOB C OOLIMMM CEMAHTUYECKUMM
CBOWCTBaMM.

dakTyeckn npumeHeHne npegukata Buga (10) coBmecTHO C BblpaxeHuem (11) nossonset
ONpeaenuTb, Kakue KOHLENTbl TaKCOHOMWUWM CETEBOr0 KOMMOHEHTa 06ragatoT AaHHOW CBOWCTBOM.
CdpopmupoBaB MHOXKECTBO KACCOB KOHLIENTOB TAKCOHOMUM C MOMOLLbK BbipaxeHun Buga (8) - (10),
Mbl MOMyYaeM TaKCOHOMMM, Haf KOHLENTaMM KOTOPOW 3a4aHO MHOXECTBEHHOE BUHApPHOE OTHOLIEHNME
«rpynna OBbeKTOB - 06beKT». Takas TakCOHOMUS MOXET WMETb CMOXHYK CTPYKTYPY HUCXOASLLMX
nepapxuii. Kaxaeld coctaenstowas npeacrasnset cobom KnacC TEPMOB-KOHLENTOB, MMEHLUMX Kak
MWHUMYM OHO 06LLee CeMaHTUYeCKOe CBONCTBO.

Pr(x,,...x,)=0=3T cT:Vxe XAY c X: T = Ypx (12)

MHOXECTBEHHOE OTHOLLEHWE YaCTUYHOTO NOPSAKA P, HA OCHOBAHWM NPUMEHUMOCTU BblipaxeHuit (1)-

(10) ko Bcem KomnoHeHTam CWP, onpepensieT B3aUMOAENCTBME MeXAY KOHLENTaMu Kaxoon
TaKCOHOMWUMW, BbILENEHHON W3 KaX[oro AOKYMEHTa MM WHAOPMALMOHHON CUCTEMbI, COCTaBASIOLLMX
CWP. CooTBeTCTBEHHO NpUMEHEHNE pekypcuBHOro peayktopa (8)—(10) obecneunsaet hopmmpoBaHme
HOBbIX BWZOB TaKCOHOMMM, W3 OMepaLMOHanbHO MCMOMb3YEMbIX Ha BCEX dTanax B3auMOLENCTBUSA
KOMMOHEHTOB, cocTaBnsowmx CAP.

Torpa BblpaxeHuss Buaa (1)—(12), Bkmovarowme B cebs B KayeCTBE MEPEMEHHbIX M apryMEHTOB
OTHOWIEHMS W3 MHOXecTBa R, W MHOXECTBEHHOe OTHOWeHne p , 0bnagalT CBOWCTBOM

WHTEHCWUOHANBHOCTU, T. €. YTBEPXAEHWS, (POPMUPYEMbIE M3 CBS3aHHBLIX OOLMMM OTHOLLEHWSMM
TEPMOB-KOHLIENTOB, BCeraa o0nafaloT CBOWCTBOM WCTUHHOCTM W elle HabopoM ApYrux CBOWMCTB,
onpeaensioLLMx NPYMEHNMOCTb JAHHOMO YTBEPXKAEHUS.

JI0CTOMHCTBOM OMMCAHHBIX anniMKaTUBHBIX U MPEAUKATHBIX BbIPAXeHUI SBRSETCS TO, YTO B KA4eCTBE
NepeMeHHO 1 apryMeHTa KpoMe KOHLENTOB, MOryT ObiTb OTHOWEHWS. T. €. Mbl MOXeM CTPOUTb
npaBura, KOTOpble CBS3bIBAIOT MeXAY COBOI 1 KOHLENTbI, U OTHOLLEHNS.

Be3TMnoBocTb MO3BOMSIET MOAHATL YPOBEHb abCTpakuMW TOMbKO [0 PaCCMOTPEHUS WCTUHHOCTY
YTBEPXKAEHUIA, CHOPMYNMPOBAHHbBIX HA OCHOBE MPUMEHEHWs npaBun oHTonoruu MpO K TakcoHOMUSIM
BCEX KOMMOHEHTOB COCTaBMSIOLLMX OnepaLnoHansHoe none CUP.

®opmupoBaHue nepapxum tematmyeckux cnoes B MNMC-cuctemax Ha OCHOBE TaKCOHOMMUM

CeTeBbIX AOKYMEHTOB.

OgHum u3 npumepoBs obecneyeHns B3aUMOAENCTBISA Mexay OOKYMEeHTamu Wu VIH(*)OpMaLI'VIOHHbIMVI
cuctemMamn B rnobanbHOM CETU  MOXET CNYXuUTb (bOpMVIpOBaHVIe TemMaTuyecknx crnoeB u WUX
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Mepapxn4eckon B3anMOCBSA3M B Cpefe reOMH(OPMALMOHHLIX cucTeM. Ha OCHOBE BbILENEHHbIX U3
CETEBbIX AOKYMEHTOB TakcoHOMMI, B cpeae MC moryT BbITb ChopMMpOBaHbI COOTBETCTBYHOLLME CIIOM
TEMaTUYECKUX KapT. Kaxabii Croi CTPOMTCA Ha OCHOBE Kracca, NpeacTaBnstoliero OObekTbl
TaKCOHOMUM OTOBPAHHbLIX AOKYMEHTOB M/WMK CETEBOW MH(OPMAaLMOHHON cucTembl. Camn 0ObeKTbl,
KOTOpble BXOAAT B COOTBETCTBYIOLUMA KNMacc, CTAHOBATCA OObekTamu COOTBETCTBYHOLLErO
TEMaTU4EeCKOro Cros.

Kak yxe Oblfno onucaHo, TakCOHOMMUS (DOPMUPYETCS Ha OCHOBE YCTAHOBIIEHMS OTHOLUEHUA Mexay
KOHLenTaMmy W Krnaccamu Buga «rpynna oBbekToB - 06bekT». [lpn 3TOM KOHTEKCTbl KOHLENTOB,
COCTaBMSOLMX  TAaKCOHOMUIO, OMPedensioT NereHay KapTbl, Onpefensiolwen  TemaTuyeckue
npumenenns MC. OnucaHne obbekTa Ha kapTe orpaHM4eHO nonsMu atpubyTUBHON MHOPMaLMK, a
CEPBUC MHMOPMALMOHHBIX MPUIMOXKEHNA MO3BONSET ONpedenuTb U 0becneynTb JOCTYN TOMbKO [0
TaKoro MHMOPMALMOHHOrO MaccuBa, KOTOpbIA (hu3ndeckn NpucyTCTBYET Y nonb3oBatens. bnarogaps
obbeayHeHNto pasnnyHbiX TMNOB 0a3 [aHHbIX B TaKCOHOMWUWM, aTpubyTbl OOBEKTOB MOryT ObITb
npeacTaBreHbl He TOMbKO B TabrMYHOM BMAE, HO U B TEKCTOBOM, a Takke B BUAE MMNEepCChbINok Ha
COOTBETCTBYHOLLME AOKYMEHTbI M MHPOPMALMOHHbBIE CUCTEMBI F0BanbHO CeTw.

PaccmoTpuM npouecc hopMUpOBaHNS TEMATUYECKNX CMOEB MUHEPArioB HA OCHOBAHWW UX MPUHATOM
KnaccudmkaLmm, KoTopast ONUCLIBAETCA B ONPEAENEHHOM AOKyMeHTe. OparMeHT Takoro AOKyMEHTa, B
KOTOPOM OMKCBIBAKOTCA KNACChl MMHEPANOB W COCTaBAAOLLME MX OOBEKTHI, NPEACTaBNSAETCA B BUAE
Tabnuupl 1. B COOTBETCTBMM C TAKCOHOMMYECKUM NPEACTABINEHNEM, KaK Kracchl OOBEKTOB, TaK U camy
00beKTbl, @ TaKke WX CBOMCTBA SBMSAKTCA TepMamu, KOTOpble MOryT ObiTb NpefcTaBneHbl B BUAE
BblpaxeHuin (11)-(12). Mpu atom BbipaxeHus (8)-(12) onpemensioT npoueaypy opMMUpOBaHMS
COBCTBEHHO TAKCOHOMUM,

Becb [0KymeHT, BKMovas ero cparMeHT B Buge Tabnuubl 1, npeactaBum B Buae BblpaxeHus (3) —
MoK =K oM = Ax.x,TAe KaXabliA CNOXHbIA TEPM BUAa K, M MOXET ObiTb NPeACTaBneH B BUOE A

-nocnegosaTtensHOCT Buaa (2). BelpaxeHue (2) Tawke 3agaeT npouegypy (HOpPMMpOBaHUS BCEX
KNaccoB MUHeparioB, Kak KOHLENTOB peayLupyeMon TakcoHomuu. Kaxaas cTpoka Tabnuubl JOKyMeHTa
SBNSETCS KIacCcoM OnpefeneHHbIX KOHLENTOB MUHEepanorun 1 MoxeT ObiTb NpefcTaBrneHa B BuUge
cnoxHoro A -tepma L, . KoHuenT-o6bekT knacca sBNS€TCA NpOCTbiIM A -TEPMOM BuAa Ax .

MpuHaanexHoCTb OBLEKTOB K Knaccam OnpefenseTcs Hay4YHoW Knaccudukauuein MuWHepanos W
NO3BONSET BbIAENNTL COOTBETCTBYHOLLME CBOWCTBA KaXOro Knacca.

Takum obpasom, nonyyaem u3 gokymeHTa Tabnuuy 1, kotopas cpopmmpoBaHa Ha ocHoBe npasun (8)—
(12) mHOXecTBa Rul .

MpumeHeHne K TepmMam BbipaxeHns (3) npasun (8)—(12) nossonseT n3 TepmoB Tabnuubl 1 NOCTPOUTL
TaKCOHOMUIO, NMPEACTaBNeHHy Ha puc. 2. OTMETUM, YTO OOHUM 3HAYEHUEM HEKOTOPbIX TEPMOB -
BblpaxeHun Buaa (2)—(3) - moryT ObiTb reorpadmyeckne KOOpAWHATbI, ONPeaenstowme nonoxeHne
KaXK4oro KoHUenTa -MuHepana Ha reorpadM4eckon KapTe.
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Tabmmua 1. Knaccbl 1 KOHUEeNTbI-06beKTbl MUHEpPasnoB

Class Relation Object Object Object Object Object Object Object Object Object
1 | Halogenides |Belongstoclass| Villiaumite Cryolite Halite Sylvite Fluorite Weberite
Organic ) ) . I
Belongs to class Kerrite Shungite Succinite Amber Jet (lignite) Coral
2 Compounds
3 Gemstone Belongs to class| Turquoise Malachite Ruby Opal Obsidian Citrine Chrysoprase Rauhtopaz Amethyst
- . Rare earth N ) )
a Cres Belongs to class|  Scheelite Zircon element Copper ore Iron ore Complex ore Sphalerite Covellite Argentite
5 | Singlecrystal |Belongs to class Heliodor Rhodonite Topaz Labradorite Almandine | Phlogopite Muscovite Natrolite Quartz
g |Native Elements|Belongs to class| Native cobalt [Native nickel| Native copper | Native silver Native tin Native gold |Native platinum| Diamond |Native sulphur
7 Oxides Belongs to class [Smokey quartz| Hawk'seye |Tiger's-cat'seye| Cat'seye |Petrified wood Flint Chloropal Spinel Corundum
B Sulfates. Phosphates. - ~
IMA CNMMNC Native B B Carbonates Silicates and Organic
. Classes Halogenides Oxides B Borates Selenates. Arsenates.
mineral classes Elements and Nitrates Germanates | Compounds
2 Tellurates Vanadates
Classification by
commaon Classes Gemstone |Single crystal Ores
9 attributes
g |
Q5.N nitrat#s
Caheita.
e ’ Single crystal
Heflodat
r IMA CHMNC
BHodghite mineral classes
Thpaz' 10 Onganmic Compounds
LAabradohtik
Quafz GenTstone
Monen

Rogk crystal
feeland spar
‘I'la-.'_erl'r:e
Writher g-te
Siderite
Cerussite
Sm Flwomte'
Aragonite ~

Magnesite

ez 05.E carbonates

Aunthalate

Malachite

Azunte

Ankente

Dolomite

Classification by
common attnbutes

05 Carbonates and Nitrates

Rhodochrosite

Puc.2. ®parMeHT TakcOHOMUW MUHEpanoB

CornacHo BblpaxeHuin (4)-(7), TakcoHOMMS, NpeAcTaBrneHHas B Buae rpada (puc.2), MOXeT BbiTb

HaroXeHa Ha reorpadMyeckylo kapty, T.k. 0ObeKTbl TakCOHOMUM rpadha umetoT oblee CBOWCTBO C

KOOPAMHATHOWN CETKOW KapTbl. T.e. onmcaHne KOHLENTOB Takoro JOKYMEHTa Kak reorpaduyeckas kapTa,

a Takke cepsucbl cooteeTcTBytowern [MC, moryT 6biTb BKMOYEHbI B BblpaxeHns (2)—(3). Toraa K HuM

npuMeHUMbl BCe npasuna Buga (8)-(12). 3To nos3sonseT nNpeacTaBUTb BCEe KOHLENTbI AOKYMEHTa,

onucbiBatowero MuHepans! (Tabnuua 1) B cpepe MC (Puc.3)—(Puc 4).
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Ha ocHOoBaHWW AeknapupoBaHUst NPUHAANEXHOCTM KOHLENTA K Kaccy TakCOHOMMM yCTaHaBMBAETCA
ero NpMHaANEexXHOCTb K TEeMaTU4ECKOMY COK KapTbl. TOrAa MHOXECTBO BCEX JOMYCTUMbIX TaBTONOTNIA
Buaga (4)-(6) cocTouT U3 yTBEPKAEHUA O MPUHALNEKHOCTW KOHLENTOB-MOHATUA K ONpeaeneHHON
TaKCoHOMUW. TaBTOMOMN (POPMMPYIOTCA HA OCHOBE CBSA3bIBAHUS KOHLLENTOB KMACCOB, MMELLMX MMEHA
NpWBEAEHHbIX Bbile TakcoHomuin (Tabnuuya 1 u Puc. 3). Kak Mbl Bugum Ha Puc.3-4, nerexaa kapTbl
BKMIOYAET B cebsi TEMATUYECKME CrOM, aHarnormyHble Mo UMEHM, Kak Knaccam MOHSTUIA TakCOHOMUM
[OKYMEHTa, Tak M 0BbEeKTbI COEB, aHANOMYHble KOHLENTaM-MOHATUAM TaKCOHOMMUM JOKYMEHTA.

MpocTpaHCTBEHHbIE AaHHbIE

L,/ IPOCTPAHCTBEHHbIE AaHHbIE® NpeaCcTaBnsAT cobON AaHHbIE C MPSIMOM WX KOCBEHHOW CCbINKOW Ha
OnpefeneHHyl0 TOYKy Ha 3eMHOM NMOBEPXHOCTH unu B reorpadmyeckoir obnactn [INSPIRE Directive,
2007]. PaccMOTpeHHble Bblle AaHHbIe O MWHepanax npuBs3aHbl K reorpatuyeckuM KoopauHaTam
MECTOPOXAEHWA. WHbIMM CrioBamu, AaHHble O MUHepanax, NpUBS3aHHbIE K TOYKE Ha 3EMHOW
NOBEPXHOCTU, ABASIOTCA ,MPOCTPAHCTBEHHLIMU AAHHBIMK®, U3 YEro CreayeT, YTO U3MOXEHHbINA Bblle
noaxoA4 BO3MOXHO NPUMEHUTb KO BCEM BMAAM NPOCTPAHCTBEHHbIX AAHHbIX.

Ovpektnea 2007/2/EC Eponenckoro Mapnamenta n Coseta ot 14 mapta 2007 roga o cosgaHuu
WHGPACTPYKTYPbI ANS NPOCTPaHCTBEHHOM MHGopMaummn B EBponeickom coobuiectse (INSPIRE) Gbina
onybnukoeaHa B OcmumansHom xypHane EBponeickoro Cotosa 25 anpens 2007 roga u BCTynuna B
cuny 15 mas 2007 roga [INSPIRE Directive, 2007]. OcHoBHast Lenb AMPEKTUBLI COCTOUT B TOM, YTOObI
co3gaTth HOBbIM eauHbIN nogxon Ans 06paboTkv NPOCTPaHCTBEHHbIX AaHHbIX BO BCEX CTpaHax-yneHax
EC.

YNpoLeHHbin Bua 0ObI4HOM 06paboTKM MPOCTPAHCTBEHHIX AaHHbIX MOKa3aH Ha pucyHke 5. B
BonblWMHCTBE cnyyaes, kaxgas ctpaHa-uneH EC ucnonbayeT BXofHble OaHHble B COOTBETCTBUW C
pasNYHbIMK, YacTO HE LOKYMEHTMPOBAHHBIMW UMM NAOXO LOKYMEHTUPOBAHHBIMK CrieuudmrKkaLmnsamm
AaHHbIX. [ns o6paboTku BXOAHbIX [aHHbIX TakKe MCMOMb3YKTCA pa3fuyHble MEeTodbl C LEMbio
nonyyeHus bonee nnm MeHee NOXoXen MHPOPMaLMK, UMEIOLLEN OTHOLIEHWE K AeSTENbHOCTY B paMKax
EC [INSPIRE-DSM, 2007].

MeTtogonorus, onucaHHas B aupektuee INSPIRE, HanpaBneHa Ha nydywee nNOHWMaHue 0BLimX
TpeboBaHuii nonb3oBaTenen K AaHHbIM. cxoas n3 atux TpeboBaHuiA, METOAONOMS COCPEAOTOMEHA Ha
pa3paboTke COrmacoBaHHbIX CrneuunduKkaLmuin BXOAHbIX AaHHbIX, MOCTPOEHHbIX TakuM 0Bpa3oM, Takux
yTobbl BCE BXOAHbIE JaHHble W3 PasHblX CTPaH-YNIEHOB MMENM OAWMHAKOBbIE XapaKTEPUCTWKWA W, B
npuHUMne, Mornn Bbl MCNONb30BaTb OAHM M Te Xe 3Tanbl 06paboTku Ans nomnyyveHus HeobXxoaumon
nHdpopmaumm. OBHoBneHHass cxema 006paboTkM AaHHbIX, paspaboTaHas C  WUCMONMb30BaHWEM
npeanaraemMon METOAMKM, NokasaHa Ha pucyHke 6 [INSPIRE-DSM , 2007].
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Member state A Member state B
Elevation [Hydrography Land cover Elevation [Hydrography Land cover
(A) Input data data data data data data data data data
| | 7 ] | 1 ] 7 ] |
Processing Processing

Processing step B,
Processing step B.

Processing step A
(B) Processing Processing step A,

Processing step A, Processing step B.

(C) Information Informationl Informationl

I Data set or process based on a specific data specification used in Member State A

I Data set or process based on a specific data specification used in Member State B

Puc. 5. OBblyHas cuTyaums: nokansHas (B3auMmoHesasucymas) 0bpabotka gaHHbix [INSPIRE-DSM,

2007]
Member state A Member state B
Elevation Hydro Land cover Elevation Hydro Land cover
(A) Input data data data data data data data data data
v
Processing
(B) Processing

Processing step |,

(C) Information lnformationl

Data set or process based on a specific data specification used in Member State A

Data set or process based on a specific data specification used in Member State B

Data set or process based on a INSPIRE data specifications
Note: The input data will typically be according to the data specification of the Member State, but it will be
published as a virtual INSPIRE data set

LLL

Area of scope of this methodology

Puc. 6. YHnduumpoBaHHoe NpeacTaBneHne AaHHbIX, YCTpaHsoLLee B3aMMoHe3aBMcMyo 06paboTky
AaHHbIX [INSPIRE-DSM, 2007]
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INSPIRE - 310 WHpacTpykTypa A4S NPOCTPAHCTBEHHOW WHGOpMauUMK, KoTopas CO3AaeTcs
rocygapCcTBaMm-yneHamu, npu KOTopoit:

— NPOCTPAHCTBEHHbIE  AaHHble COXPAHAKTCA, [OCTYMHbI U MOAAEPXKMBAOTCS Ha Haubonee
NPUEMIIEMOM YPOBHE;

— MOXHO 06BEOVHWUTL NPOCTPAHCTBEHHbIE JaHHbIE U3 Pa3NNYHbIX UCTOYHUKOB NO BCEMY COOOLLECTBY
nocnegosarenbHbiM  06pasoM W 0OMeHMBATbCA UMM MeXZy pasfnyHbIMKA MOMb30BaTENAMU W
NPUNOXEHUAMY;

— MOXHO pacnpefenuTb NpPOCTPaHCTBEHHbIE AaHHble, CODpaHHbIE OAHUM OpPraHOM rocy4apCTBEHHOM
BNAcTW, Mexay ApYruMy OpraHu3aumusmu;

— MPOCTPAHCTBEHHbIE [aHHble OOCTYMHbI AN WX LUMPOKOTO MpuUMeHeHus 6e3 [OnonHUTENbHbIX
OrPaHNYEHN;

— Nlerko  0bHapyuTb AOCTYMHbIE MPOCTPAHCTBEHHbIE AaHHblE, YTOBbI OLEHUTb WX MPUrOgHOCTL M
Y3HaTb YCIOBWS UX UCMONb30BAHMS.

Wcxoas us atux coobpaxeHuin, [upekTnea poKycMpyeTcs, B YaCTHOCTM, Ha NATM KMOYEBLIX 061acTsXx:
— MeTafaHHble;

— BO3MOXHOCTb B3aMMOAENCTBUSA 1 COrMacoBaHns MPOCTPAHCTBEHHbIX AAHHBIX U YCAYr MO OTAENbHbIM
Temam (kak onucaHo B npunoxeHusix I, Il, Il yactu [INSPIRE Directive, 2007]);

— CeTeBble YCIyrt M TEXHONOMK;

— Mepbl N0 06MEHY NPOCTPAHCTBEHHBIMI AAHHBIMM 1 YCIyramu;

— Mepbl N0 KOOPAUHALMN 1 MOHUTOPWUHTY.

INSPIRE ycTaHaBnuBaeT npaBOBYK OCHOBY [AnA CO3AaHMS U (DYHKLUMOHMPOBAHUS WHGPACTPYKTYpbI
AN NPOCTPaHCTBEHHOW WHopmauun B EBpone. Llenb Takon MHPaCTPyKTypbl — COOENCTBOBATb
pa3paboTke MOMMUTUKA MO OTHOLLEHMIO K AEACTBUAM, KOTOPbIE MOTYT NPSIMO UI KOCBEHHO BRUSATL Ha
OKpyxatoLlyto cpeay. VHdpacTpykTypa 4ns NpoCTPpaHCTBEHHON UHPOPMALIMM BKITHOYaET:

- Habopbl MeTafaHHbIX O MPOCTPAHCTBEHHBIX JaHHBIX W yCryrax;

- CETEBbIE YCIYrY U TEXHOIOTUN;

- COrnalleHms 0 COBMECTHOM WCMOSb30BaHWM, JOCTYNE U UCTONb30BaHMK;

- KOOPAMHAUMO U MOHWUTOPUHT MEXaHU3MOB, MPOLECCOB UM MpOLEAyp, YCTaHaBIMBaeMbIX,
AKCMyaTUpyeMbIX UM NPEeAOCTaBSEMbIX B COOTBETCTBUM C [JUPEKTUBON.

Hanomuum, yto B [upektuse [INSPIRE Directive, 2007] npuHaThl cnegyoLime onpeeneHuns:

- "MeTapaHHble" — uHopMauMs, onucbiBakoLlas Habopbl MPOCTPAHCTBEHHBbIX AaHHbIX W YCAyr,
CBSA3AHHbIX C MPOCTPAHCTBEHHbIMM [aHHbIMA, W Yepe3 KOTOpY BO3MOXHO WX OBHapyxeHue,
cucTemaTnsaums 1 UCnonb3oBaHue;

- "lMpocTpaHCTBEHHbIN HAbOP AaHHBIX" — MAEHTUDULMPYEMOE MHOXECTBO NPOCTPAHCTBEHHBIX AAHHBIX;

- "MpocTpaHCTBEHHbIE AaHHbIE" — Mobble AaHHble, AN KOTOPbIX WMEETCs MpsMast Unu KOCBEHHast
CCbINKa Ha KOHKPETHYO TOUKY 3eMIIU UK reorpaduyeckoro panoHa;
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- "lMpocTpaHCTBEHHbIN 0OBEKT" — abCTpakTHOE NpeaCcTaBneHne HEKOTOPOW CYLLHOCTY peasibHoro Mupa,
CBSA3aHHOW C KOHKPETHOM TOYKON 3EMIN UK reorpadonyeckoro panoHa;

- "CepBuCbl AnNs NPOCTPAHCTBEHHbLIX AaHHbIX" — onepauuu, KOTopble MOryT ObiTb BbIMOMHEHbI Hag
NPOCTPAHCTBEHHBIMW [aHHBIMKM, COAEPXalLMxcsd B Habopax MPOCTPAHCTBEHHbIX LaHHbIX, WK Hafg
COOTBETCTBYOLMMY METAAAHHBIMM, MYTEM BbI30BA KOMMbLIOTEPHBIX MPUIOKEHNN.

B npuHUumne, kaxablit NPOCTPAHCTBEHHDI 0OBEKT B NPOCTPAHCTBEHHOM Habope AaHHbIX AOMKeH BbITb
ONuUCaH B  CcleuuduKaumM, ONUCHIBAKOLLEN CEMAHTUKW AaHHbIX W XapaKTEPUCTUKM  TWMOB
NPOCTPaHCTBEHHbIX 06bekTOB B Habope AaHHbix [INSPIRE-TAO, 2007]. Tunbl obecneunsaiot
KnaccuuKaLmMio NPOCTPAHCTBEHHbIX OOBEKTOB 1 ONpeaeneHne cpeay npoyen MHopmaLmm CBOMCTB,
KoTopble mto6OM MPOCTPAHCTBEHHbIN OOBLEKT MOXET MMETb (TeMaTW4ECKUE, MPOCTPAHCTBEHHbIE,
BPEMEHHbIE, DYHKLMS MOKPbITUSA W T.4.), @ TAKKE U3BECTHbIE OrpaHNYeHns (Hanpumep, KoopaMHaTHas
pecdepaTBHas cucTeMa, KOTopast MOXET BbITb UCMONb30BaHa B Habopax NPOCTPAHCTBEHHbIX AaHHBIX).
OTa WMHGopMaums, B NPUHUMNE, BKIIOYEHA B CXEMY NPUIOXEHUS, UCNOMb3ys A3bIK KOHLENTYanbHOM
CXEMbl, KOTOPas SBMSAETCS YacTbio CneynduKkaLmm JaHHbIX.

B pesynbTate, cneuudukauMs AaHHbIx  obecrieumBaeT  HeobXxoaumyl  MHopMaUMi NS
WHTEpNpeTaLyn NPOCTPAHCTBEHHbIX AaHHbIX MPUNOXKEHMEM.

MpocTpaHCTBEHHbI HAbop AaHHbIX  OnMCbiBaeTCs HabopoM  MeTadaHHblX, 0becrneynBatoLLmm
noafepxky OOHapyxeHuss (a B ONpPedeneHHOW CTeneHW Takke OLEHKY LenecoobpasHoCTy
MCMONb30BaHNS) NPOCTPAHCTBEHHbIX AAHHBIX A1 KOHKPETHbIX Lienen.

MeTagaHHble 006 cepBuMCax NPeAOCTaBMSAT  OCHOBHYK — WMHGOpMauMio O  nporpammax,
npepocTasnsowumx ycnyrn. Onucaxne ycnyr BknovaeT B cebs TMn cepauca, OnucaHne onepauui n ux
napameTpoB, a Takke WHGopMaumo O reorpaduyeckon UHGopmalmn, [LOCTYMHOM Yepes
npeanaraemble CEPBUCHI.

dopmMUpOBaHNE TEMATUYECKUX CIIOEB W UX NEPapXUYECKO B3aMMOCBSA3N B cpeae NPOCTPaHCTBEHHbIX
AaHHbIX 00ecrneynT B3aUMOAENCTBME MEXOy [OOKYMEHTaMu, COAEPXalMMM NPOCTPaHCTBEHHbIE
[aHHble, W apXWUTEKTypami, OPUEHTMPOBaHHbIMM Ha Yycnyru B rnobanbHoit ceth. Ha ocHose
BblEMNEHHbIX M3 CETEBbIX JOKYMEHTOB TaKCOHOMUI B Cpeae MPOCTPAHCTBEHHbIX LaHHbIX MOrYT OblTb
cchopmMmpoBaHbl COOTBETCTBYIOLME CMOM TemaTuyeckux kapT. Camu NpOCTpaHCTBEHHbIE [aHHble,
KOTOpble BXOAST B COOTBETCTBYWLIWA KMAcC, CTAHOBATCA OObEKkTaMu  COOTBETCTBYHOLIENO
TEMATUYECKOrO Crosi.

HanomHum, 4To TakcoHOMMUs (POPMUPYETCS Ha OCHOBE YCTAHOBMEHWSI OTHOLLIEHMIA MEXaY KOHLenTamm
W Knaccamu Buaa «rpynna oO6bekToB - 00beKT». [pu 3TOM KOHTEKCTbl KOHLEMTOB, COCTABMSHOLLMX
TAKCOHOMMWIO, ~ OMPELensioT — nereHay  kapTbl, OMpedensitolwed  TemaTUyeckue  NpUMEHEHWst
MPOCTPaHCTBEHHbIX [daHHbIX. bnarogaps 06beaMHEeHWO PasnMuyHbIX TUNOB 6a3 MPOCTPAHCTBEHHbIX
[aHHbIX B TaKCOHOMUW, aTpubyTbl OGBEKTOB MOrYT copepkaTb MNepCChiNki Ha COOTBETCTBYHLME
AOKYMEHTbI 1 MHOPMALIMOHHbIE CUCTEMBI FMobanbHOM CeTy.
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BbiBOAbI

TpaHcauCUMNNMHApHAs MHTerpauusi TakCOHOMUM 1 TeMaTUYecKo KapTbl MO3BONSIET PacLUMPATb U
[ONONHSATb MHKOPMALMOHHBIE OMKUCAHWS MOHSTUA-00bEKTOB Ha 0ase CceTeBblX MHOPMALMOHHBIX
PECYPCOB, pacrpederieHHbIX B MHTEpHET, a BCTPOEHHas B TaKCOHOMMIO MOWMCKOBas MallMHa -
3HAYNTENbHO pacLIMpPKUTL MHGopMaLMo 06 obbekTax. Takoe CoyeTaHMe MO3BOMSIET CO3AaTb eAMHYIO
WHOPMALIMOHHO-aHANUTNYECKYI0  Cpedy — 9KcrepTa,  KoTopasi — NEPMaHeHTHO  MOMOSHsieTcs
TEppPUTOpUanbHO pacnpeaerneHHbIMU NONb30BATENSIMIA MO Pa3NYHbIM HaNpaBREHUSIM UCCEL0BaHMIA.

MpeanoxeHHbln nogxoa ocobeHo mnoneseH npu  pabote C  NPOCTPAHCTBEHHBIMW  [AHHLIMM.
L,/ IPOCTPAHCTBEHHbIE AaHHbIe® NpeacTaBnsnT cobON AaHHbIe C MPSIMOM WU KOCBEHHOW CCbINKOW Ha
KOHKPETHYIO TOYKYy 3EMHOI MOBEPXHOCTWU unu reorpadmyeckoin obnactu. Oupektusa INSPIRE EC
yCTaHOBMNA HOBbIA  BW B3aMMOAENCTBMS  Mexgy CcTpaHamu-uneHamm EC B obnactu
NPOCTPaHCTBEHHON WHpopMaumn. OCHOBHOWM LUenbto [MpeKkTuBbI SBMSETCS MHTeponepabenbHOCTb
("Interoperability"), 4To 03Ha4YaeT BO3MOXHOCTL 0OBEAMHEHUS NPOCTPAHCTBEHHBIX HABOPOB AaHHBIX U
BO3MOXHOCTb B3aMMOAENCTBISI CEPBUCOB B aBTOMATUYECKOM pexume. Takum 0bpa3om yBenmunBaeTcs
pobaBneHHas cTouMocTb HabopoB AaHHbIX 1 cepsrcoB [INSPIRE Directive, 2007].

Mcnomnb3oBaHWe — TPaHCAMCUMMAMHAPHOrO  Moaxoja K KnaccudvkauuW, — cucTemaTmsalim,
NCMONb30BaHMI0 MHAOPMALIMOHHBIX PECYPCOB M MHTErpaLuu pacnpefeneHHbiX MHGOPMAaLMOHHbBIX
MOZENeit U CUCTEM Ha OCHOBE CEMAHTUYECKWX CBOICTB NPOCTPAHCTBEHHBIX JaHHbIX AAET BO3MOXHOCTb
KaXkgoMy norb3oBaTento 0BHapyXuWBaTb MPUHUMAMANBHO HOBblE, PaHEe HEM3BECTHbIE B3aMMOCBSI3M,
CNocoOCTBYET CMELLIEHNIO aKL|EHTOB C MaCCKBHbIX METOAOB MOMCKA, OPUEHTUPOBAHHBIX Ha nepeaavy
WHopmaumn, Kk Gonee LIMPOKOMY MPUMEHEHMIO aKTUBHbIX METOLOB aHanmu3a npobrem M noucka
PELLEHMIA, COTPYAHUYECTBY NOMb30BaTENEN 1 Pa3paboTUNKOB 1 KCIEPTOB.
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