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MODEL OF PROBLEM DOMAIN
“MODEL-DRIVEN ARCHITECTURE FORMAL METHODS AND APPROACHES”

Elena Chebanyuk, Krassimir Markov

Abstract: Model-Driven Architecture MDA can be regarded as a part of Model-Driven Development
(MDD), where the modeling operation and transformation languages are standardized by Object
Management Group (OMG).

This article is devoted to designing of domain model that illustrates interconnections between
mathematical foundations used to design formal approaches of software models transformation. Then,
review of related researches advantages, according to MDA promising, is represented. A summary of
requirements to model to model transformation approach according to MDA promising is outlined.
The scope of mathematical foundations for designing model to model transformation techniques is
defined. During domain model designing, a controlled vocabulary containing description of basic
mathematical foundations that are used for model to model transformations is composed. Proposed
domain model will serve as a template for choosing proper mathematical approaches and means for
model to model transformation performing with given level of accuracy. It should be considered when
new transformation methods are designed.

Means of increasing productiveness for transformation methods designing, involving proposed domain
model, are formulated in conclusions.

Keywords: software model, model transformation, Model-Driven Architecture (MDA), theory of
categories, first-order logic, metalogic, formal language, transformational grammar.
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- Classification of 2012 year: Soffware and its engineering, Software system structure,
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Introduction

Software models, often represented as Unified Modeling Language (UML) diagrams, are key artifacts in
Model-Driven Development (MDD) approach. The key idea behind MDA is to separate the specification
of the system functionality from its implementation on specific platforms increasing the degree of
automation and achieving interoperability with multiple platforms. Thus, model processing, is a key and
the most common activity for different software development lifecycles processes.

Software model transformation is a key activity of Model-Driven Architecture (MDA). Target of model
transformation activity is to analyze together information from different software development lifecycle
processes. In order to archive this goal the next model transformation activities are implemented: Model
to Model (M2M), Model to Text (M2T), and Text to Model (T2M) transformations. Text in M2T and T2M
transformations means analytical representation of software model or skeleton of program. In the first
case, the role of text is to be subsidiary artifact that saves information about model. In the second case
the role of text to be target of transformation [Truyen, 2006].

Other transformation’ aspects are horizontal and vertical software model transformations. A horizontal
transformation is a transformation where the source and target models reside at the same abstraction
level. Typical examples are refactoring (an endogenous transformation) and language migration (an
exogenous transformation). A vertical transformation is a transformation where the source and target
models reside at different abstraction levels. A typical example is refinement, where a specification is
gradually refined into a full-fledged implementation, by means of successive refinement steps that add
more concrete information. Also code generation operation are considered as vertical software model
transformation [Czarnecki and Helsen, 2006].

The key idea behind MDA is to separate the specification of the system functionality from its
implementation on specific platforms increasing the degree of automation and achieving interoperability
with multiple platforms.

The promise of Model Driven Architecture is to facilitate the creation of machine-readable models with a
goal of long-term flexibility in terms of:

* Technology obsolescence: new implementation infrastructure can be more easily integrated and

supported by existing designs;

* Portability: existing functionality can be more rapidly migrated into new environments and platforms as
dictated by the business needs;
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* Productivity and time-to-market: by automating many tedious development tasks; architects and

developers are freed up to focus their attention on the core logic of the system;

* Quality: the formal separation of concerns implied by this approach plus the consistency and reliability

of the artifacts produced all contribute to the enhanced quality of the overall system;

* Integration: the production of integration bridges with legacy and/or external systems is greatly
facilitated;

* Maintenance: the availability of the design in a machine-readable form gives analysts, developers and

testers direct access to the specification of the system, simplifying their maintenance chores;

+ Testing and simulation: models can be directly validated against requirements as well as tested
against various infrastructures. They can also be used to simulate the behavior of the system under

design;

* Return on investment: businesses are able to extract greater value out of their investments in tools
[Mens and Van Gorp, 2006].

To realize software model transformation tasks many successful researches are done. These
researches are aimed to solve actual software engineering tasks of implementing software model
transformation.

Consider papers that make a strong contribution in several MDE promising by means of using tools or
means operating with some mathematical solutions.

A review of mathematical foundations for providing realization of model transformation techniques is
outlined in [Rabbi et al, 2016].

The MDE promising are achieved solving actual software engineering tasks by means of implementing
software model transformation [Favre and Duarte, 2016].

Paper [Greiner et al, 2016] represents a case study dealing with incremental round-trip engineering of
UML class models and Java source code.

The MoDisco [Bruneliere et al., 2010] framework is used to parse the Java source code into a model
representation. QVT-R is used to formalize a bidirectional model-to-model transformation between the
UML model and the Java model. This aspect is an interesting feature of QVT-R, as a transformation
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developer may provide a single relational specification which may be executed in both directions, rather
than writing two unidirectional transformations separately. Moreover, QVT-R is chosen because of its
declarative nature where the developer is supposed to focus on relations and dependencies between
the metamodels rather than on single execution steps [Greiner et al, 2016].

Described approach tries to prevent information loss during round-trip engineering by using a so called
trace model which is used to synchronize the platform independent and the platform specific models.
Furthermore, the source code is updated using a fine grained bidirectional incremental merge. Also,
information loss is prevented by using Javadoc tags as annotations. In case model and code are
changed simultaneously and the changes are contradicting, one transformation direction has to be
chosen, which causes that some changes might get lost [Greiner et al, 2016].

Declarative notation of QVT-R language allows involving predicate logic to express transformation rules.

A review of metamodeling tools is represented in paper [Favre and Duarte, 2016] and several
metamodeling frameworks are described. Two points of this review are interesting for us from point of
view of providing descriptions of mathematical foundations that consist the basic of metamodeling tools
and frameworks:

1. Varr6 and Pataricza presented a visual and formally precise metamodeling framework that is
capable of uniformly handling arbitrary models from engineering and mathematical domains.
They propose a multilevel metamodeling technique with precise static and dynamic semantics
(based on a refinement calculus and graph transformation) where the structure and operational
semantics of mathematical models can be defined in a UML notation [Varro and Pataricza,
2003]. In order to verify metamodel some expressions are composed. First-order logics may be
used as mathematical foundations for it. Different semantics (for example static and dynamic
semantics) are used to verify the content of metamodels.

2. Also, logics are used to design modeling languages. For example modeling language “Allow” is
based on first-order relational logic. It can be a base for creating frameworks for metamodels
and model processing by means of analyzing their analytical representation. For example,
Boronat and Messeguer describe an algebraic, reflexive and executable framework for
metamodeling in MDD [Boronat and Meseguer, 2010]. The framework provides a formal
semantic of the notions of metamodel, model and conformance relation between a model and a
metamodel.
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Authors of [Favre and Duarte, 2016] provided a metamodeling framework based on MOF and the
algebraic formalism that focus on automatic proofs and tests. The central components of the proposed
approach are the definition of the algebraic language NEREUS and the development of tools for formal
metamodeling: the NEREUS analyzer and the NEREUS-to-CASL translator.

Let’s consider main possibilities of NEREUS syntax: classes may declare types, attributes, operations
and axioms which are formulas of first-order logic. They are structured by different kinds of relations:
importing, inheritance, sub-typing, and associations [Favre and Duarte, 2016].

Descriptive notation of NEREUS allows adding new construction to describe variety of connections
between objects and operations. First-order logic and algebraic formalisms used to describe
relationships between NEREUS components and to compose new expressions for interconnecting
NEREUS with other metamodeling tools.

Considering that there exist many formal algebraic languages, NEREUS allows connecting any number
of source languages such as different Domain Specific Languages (DSLs) and target languages
(different formal languages).

The contribution of paper [Rabbi et al, 2016] is a new web-based metamodeling and model
transformation tool called WebDPF based on the Diagram Predicate Framework (DPF). WebDPF has
been developed using HTML5 and JavaScript. Any HTML5 and JavaScript enabled web browser can be
used for metamodeling with WebDPF. Algorithms, related to model transformation and analysis in
WebDPF, are written in JavaScript and therefore executes on the client machine. WebDPF supports
multilevel diagrammatic metamodeling and specification of model constraints, and it supports
diagrammatic development and analysis of model transformation systems. In WebDPF, one can
graphically specify constraints and model transformation rules. Transformation rules have been
introduced in WebDPF for two purposes:

i) automatic rewriting of partial (incomplete) models so that they can be made to conform to the
underlying metamodel;

i) modelling the behavior of systems.

The support for model transformation systems in WebDPF can be exploited to (i) support auto-
completion of partial models thereby enhancing modeling efficiency, and (ii) provide execution
semantics for workflow models.
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The WebDPF metamodeling environment supports multilevel metamodeling [Rutle, 2010]. In WebDPF,
one can graphically specify constraints and model transformation rules, based on graph transformation
rules. The rules are linked to predicates and the standard double-pushout (DPO) approach is used.
Attached transformation rules for a predicate p, is given by a set of coupled transformation rules p(p)
where the meta-models remain unchanged. A rule r € p(p) of a predicate p has a matching pattern (L),
a gluing condition (K), a replacement pattern (R), and an optional negative application condition. The
matching pattern and replacement pattern are also known as left-hand side and right-hand side of a
rule, respectively. WebDPF performs termination analysis based on principles adapted from layered
graph grammars [Ehrig et al., 2006]. In a layered typed graph grammar, transformation rules are
distributed across different layers. The transformation rules of a layer are applied as long as possible
before going to the next layer. WebDPF generalizes the layer conditions from [Ehrig et al., 2006]
allowing deleting and non deleting rules to reside in the same layer as long as the rules are loop-free
[Favre and Duarte, 2016].

Authors of [Zaraket and Noureddine, 2014] proposed a method of checking software with first order
logic specification using And-Inverter-Graph (AIG) solvers. AIG can be viewed as a restricted C++
program, specifically a concurrent program in which all variables are either integers, whose range is
statically bounded, or Boolean-valued, and dynamic allocation is forbidden. Using first order logics it
permits developing and modifying semantics for model checking operations. Using conjunctive normal
forms it support defining templates to estimate software models quality.

The results of literature review, matching strong contribution of considered transformation methods and
techniques to MDA promising are represented in Table 1.

The first column contains features of the MDA promising. The next four columns contain analysis of
transformation methods and techniques outlined in the considered papers:

— Formal MOF Metamodeling and Tool Support [Favre and Duarte, 2016];

— Model Checking Software with First Order Logic Specifications using AIG Solvers [Zaraket and
Noureddine, 2014];

— Bidirectional transformations approach with QVT-R [Greiner et al, 2016];

— Web-based metamodeling and model transformation tool called WebDPF [Rabbi et al, 2016].

The last column contains our proposal what features we expect from the full automated method model
to model transformations which has to be developed.
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Table 1. Matching of considered transformation methods and techniques to MDA promising

Methods | Formal MOF Model Bidirectional Web-based Full automated
and | Metamodeling Checking transformations | metamodeling method
tools and Tool Software with | approach with and model model to model
Support First Order QVT-R transformation | transformations
Logic tool called (to be developed)
MDA Specifications WebDPF
promising using AlG
Solvers
Summary Approach Synthesis and | Method uses | WebDPF is | Provide a both
mtetgr?tes MOF verification extensible model ggsed on the | top-down  and
mle a-language f k for model to |aglram bottom-up
with formal | frameworks  to Predicate
specification validate model Framework SyiAR e
languages programs. And- transformations | (DPF). WebDPF | transformation
based Ion the Inverter-Graph by means of SUPQOFtS from any type of
?Igebzglc (AIG) is a | adding relations Eultllevel . UML diagram to
ormalism. iagrammatic
More concretely, | Boolean formula and elements metamodeling L
NEREUS, as a | with ~ memory and
formal elements, specification  of
metamodeling logically model |
language, constraints, and
supports complete it supports
processes  for | negated diagrammatic
reasoning about | conjunction development
MOF-like gates, and a and analysis of
metamodels hierarchical model |
such as ECORE transformation
metamodels. structure. systems.
Technology Framework s WebDPF Using  existing
obsolescence | extensible specification and new formal
because all of its allows adding | approaches and
components are new tools

described
declaratively.

programming
languages
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Methods | Formal MOF Model Bidirectional Web-based Full automated
and | Metamodeling Checking transformations | metamodeling method
tools and Tool Software with | approach with and model model to model
Support First Order QVT-R transformation | transformations
Logic tool called (to be developed)
MDA Specifications WebDPF
promising using AlG
Solvers
Standards as Compatible W|th
javaScript and | open standards,
HTML5  allow | OPen data
using  WebDPF specifications,
for  different | @nd open model
platforms processing
environments or
tools
Productivity Effective Using tools lets Providing
and time-to- optimization  of | to proceed many bidirectional
market model checking | software models transformations
operations lets | and modules of for different

to shrink time for
processing large
amount of
software models

code raising
effectiveness of
software
development

processes

types of software
models.
(productivity). (*)
Reusing
information from
different
software models
(time to market).

()
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Methods | Formal MOF Model Bidirectional Web-based Full automated
and | Metamodeling Checking transformations | metamodeling method
tools and Tool Software with | approach with and model model to model
Support First Order QVT-R transformation | transformations
Logic tool called (to be developed)
MDA Specifications WebDPF
promising using AlG
Solvers
Quality Comparability Setting  model By Using
with  constraint | quality understanding modularity,
language allows | characteristics both SysML | restriction
to design high | and  involving semantic  and | languages, and
quality different programming semantic tools
metamodels verification languages
techniques to constructions
modeling
process allows
estimating
resulting models
Integration Framework uses Web Considering
formal language environment operations  on
and it is allows meta-level
compatible with integrating allows designing
other model proposed  tool | integration tools
processing tools with other | for different
and plugins, metamodeling platforms
namely  CASL, frameworks
HETS and AST
Maintenance: Quality models | Using open Maintenance
are sources for | standards procedure based
effective simplifies  the on matching
software model transformation
lifecycle maintenance techniques with
development procedure visualization
processes ones




212 International Journal "Information Content and Processing", Volume 3, Number 3, 2016

Methods | Formal MOF Model Bidirectional Web-based Full automated
and | Metamodeling Checking transformations | metamodeling method
tools and Tool Software with | approach with and model model to model
Support First Order QVT-R transformation | transformations
Logic tool called (to be developed)
MDA Specifications WebDPF
promising using AIG
Solvers
Testing and Using tools Creating
simulation following  open environment  for
standards model
notations allows processing

verifying all
intermediate
results in model
transformation
process

allows combining
analytical results
with
plugins and tools

existing

for model testing
and simulation

Task and challenges

Task: to design model of problem domain “Model-driven architecture formal methods and approaches”.

A subsequent task is to represent information for designing model to model transformation automated

method, covering all MDA promising.

Explanation, how to follow MDA promising by means of mathematical foundations, is represented in the

last grey column of the Table 1.

Challenges to this model:

— Reflect interconnection between mathematical foundations used to design new transformation

methods or techniques;

— Serve as a template for defining collaboration between mathematical foundations involved to

transformation techniques;

— Simplify the procedure defining compatible data formats for transmitting information about

models between different stages of transformation methods.
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Domain model design

There is no standard for domain model design, but there are articles containing precise description of

this process. According to many recommendations, the first step of domain model designing is to

compose a controlled vocabulary. Such one is represented in Table 2.

Table 2. Controlled vocabulary of problem domain “MODEL-DRIVEN ARCHITECTURE FORMAL

METHODS AND APPROACHES”
Term Definition
Logic A particular system or codification of the principles of proof and inference: Aristotelian

logic.

Study of correct reasoning, especially as it involves the drawing of inferences.
[Britannica, 2016¢]

The formal mathematical study of the methods, structure, and validity of mathematical
deduction and proof. [MathWorld. 2016g]

Formal logic | Abstract study of propositions, statements, or assertively used sentences and of
deductive arguments. From the content of these elements, the discipline abstracts the
structures or logical forms that they embody.

Alternative titles: mathematical logic; symbolic logic [Britannica, 2016a].

First-order | The set of terms of first-order logic (also known as first-order predicate calculus) is

logic defined by the following rules:

1. A variable is a term.

2. If fis an n-place function symbol (with n>=0) and t;, ..., t, are terms, then f(ty,...,tn) is
a term.

If P is an n-place predicate symbol (again with n>=0) and t, ..., t, are terms, then
P(t1,...,tn) is an atomic statement.

Consider the sentential formulas V4B and ZkB, where B is a sentential formula, V' is
the universal quantifier (“for all"), and 3 is the existential quantifier ("there exists"). B is
called the scope of the respective quantifier, and any occurrence of variable x in the

scope of a quantifier is bound by the closest ¥x or Ix. The variable x is free in the
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Term Definition
formula B if at least one of its occurrences in B is not bound by any quantifier within B.
[MathWorld. 2016¢]
First-order | The set of sentential formulas of first-order predicate calculus is defined by the
predicate following rules:
calculus

1. Any atomic statement is a sentential formula.

2. If Band C are sentential formulas, then =B (NOT B), BA C(BAND C), BV C (B OR
C), and B=C (B implies C) are sentential formulas (cf. propositional calculus).

3. If B is a sentential formula in which x is a free variable, then VB and ZB are
sentential formulas.

In formulas of first-order predicate calculus, all variables are object variables serving as
arguments of functions and predicates. The set of axiom schemata of first-order
predicate calculus is comprised of the axiom schemata of propositional calculus
together with the two following axiom schemata:

Vx F(x) = F(r) (1)
F(r) = 3Ix F(x) (2)
where F(x) is any sentential formula in which x occurs free, ris a term, F(r) is the result

of substituting r for the free occurrences of x in sentential formula F, and all
occurrences of all variables in r are free in F.

Rules of inference in first-order predicate calculus are the Modus Ponens and the two
following rules:

G = F(x)

G = V xF(x) )
Fx) =G

IxF(x) = G @

where F(x) is any sentential formula in which x occurs as a free variable, x does not
occur as a free variable in formula G, and the notation means that if the formula above
the line is a theorem formally deducted from axioms by application of inference rules,
then the sentential formula below the line is also a formal theorem [MathWorld. 2016¢].
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Term

Definition

Metalogic:

Second-and
Higher-order
Logic

Study and analysis of the semantics (relations between expressions and meanings)
and syntax (relations among expressions) of formal languages and formal systems
[Britannica, 2016a]. Metalogic may be second or higher order logic.

Second-order logic is an extension of first-order logic where, in addition to quantifiers
such as “for every object (in the universe of discourse),” one has quantifiers such as
“for every property of objects (in the universe of discourse).” This augmentation of the
language increases its expressive strength, without adding new non-logical symbols,
such as new predicate symbols. For classical extensional logic, properties can be
identified with sets, so that second-order logic provides us with the quantifier “for every
set of objects.”

There are two approaches to the semantics of second-order logic. They differ on the
interpretation of the phrase “for every set of objects.” Does this have some fixed
meaning to which we can refer, or do we need to consider the variety of meanings the
phrase might have? In the first case (which will be called standard semantics), we are
taking for granted certain mathematical concepts. In the second case (which will be
called general semantics), much less is being taken for granted. In this case, to be
considered valid, a sentence will need to be true under all the allowable meanings of
the phrase “for every set of objects.” [Stanford, 2013].

In second-order predicate calculus, variables may denote predicates, and quantifiers
may apply to variables standing for predicates [MathWorld. 2016e].

There is no need to stop at second-order logic; one can keep going. We can add to the
language “super-predicate” symbols, which take as arguments both individual symbols
(either variables or constants) and predicate symbols. And then we can allow
quantification over super-predicate symbols. And then we can keep going further.
[Stanford, 2015]

Language

Set (finite or infinite) of sentences, each finite in length, and constructed out of a finite
set of elements [Chomsky, 1957].

Formal
Language

Formal language is normally defined by an alphabet and formation rules. The alphabet
of a formal language is a set of symbols on which this language is built. Some of the
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Term

Definition

symbols in an alphabet may have a special meaning. The formation rules specify which
strings of symbols count as well-formed. The well-formed strings of symbols are also
called words, expressions, formulas, or terms. The formation rules are usually
recursive. Some rules postulate that such and such expressions belong to the language
in question. Some other rules establish how to build well-formed expressions from other
expressions belonging to the language. It is assumed that nothing else is a well-formed
expression. [MathWorld. 2016f]

Notation

A series or system of written symbols used to represent numbers, amounts, or
elements in something such as music or mathematics [Oxford, 2016].

Grammar

Grammar is best formulated as a self-contained study independent of semantics.

We consequently view grammars as having a tripartite structure. A grammar has a
sequence of rules from which phrase structure can be reconstructed and a sequence of
morphophonemic rules that convert strings of morphemes into strings of phonemes.
Connecting these sequences, there is a sequence of transformational rules that carry
strings with phrase structure into new strings to which the morphophonemic rules can
apply [Chomsky, 1957].

Transfor-
mational
Grammar
(Transforma
-tional-gene-
rative
Grammar)

System of language analysis that recognizes the relationship among the various
elements of a sentence and among the possible sentences of a language and uses
processes or rules (some of which are called transformations) to express these
relationships. Transformational grammar assigns a “deep structure” and a “surface
structure”to show the relationship of such sentences.

A type of grammar that describes a language as a system that has a deep structure
which changes in particular ways when real sentences are produced [Britannica,
2016e].

Generative
grammar

Precisely formulated set of rules whose output is all (and only) the sentences of a
language — i.e., of the language that it generates. There are many different kinds of
generative grammars, including transformational grammar as developed by Noam
Chomsky from the mid-1950s [Britannica, 2016b].
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Term

Definition

Algebra

The part of mathematics in which letters and other general symbols are used to
represent numbers and quantities in formulae and equations [Corry, 2005]. Term
algebra usually denotes various kinds of mathematical ideas and techniques, more or
less directly associated with formal manipulation of abstract symbols and/or with finding
the solutions of an equation.

Examples of algebras include the algebra of real numbers, vectors and matrices,
tensors, complex numbers, and quaternions. (Note that linear algebra, which is the
study of linear sets of equations and their transformation properties, is not an algebra in
the formal sense of the word.) Other more exotic algebras that have been investigated
and found to be of interest are usually named after one or more of their investigators.
This practice unfortunately leads to entirely unenlightening names which are commonly
used by algebraists without further explanation or elaboration [MathWorld. 2016b].

Modern
algebra

Branch of mathematics concerned with the general algebraic structure of various sets
[Britannica, 2016d].

Modern algebra, also called abstract algebra, is the set of advanced topics of algebra
that deal with abstract algebraic structures rather than the usual number systems. The
most important of these structures are groups, rings, and fields. Important branches of
abstract algebra are commutative algebra, representation theory, and homological
algebra. [MathWorld. 2016a].

Category
theory

A general mathematical theory of structures and of systems of structures.

It is a language, or conceptual framework, allowing us to see the universal components
of a family of structures of a given kind, and how structures of different kinds are
interrelated

Category theory is an alternative to set theory as a foundation for mathematics. As
such, it raises many issues about mathematical ontology and epistemology.

Categories are algebraic structures with many complementary natures, e.g., geometric,
logical, computational, combinatorial, just as groups are many-faceted algebraic
structures [Stanford, 2014].

Category theory is a branch of mathematics which formalizes a number of algebraic
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Term

Definition

properties of collections of transformations between mathematical objects (such as
binary relations, groups, sets, topological spaces, etc.) of the same type, subject to the
constraint that the collections contain the identity mapping and are closed with respect
to compositions of mappings. The objects studied in category theory are called
categories. [MathWorld. 2016¢].

A category consists of three things: a collection of objects, for each pair of objects a
collection of morphisms (sometimes call "arrows") from one to another, and a binary
operation defined on compatible pairs of morphisms called composition [MathWorld.
2016d].

Analyzing Table 2 and defining interconnections between vocabulary entities, domain model of

mathematical approaches to be used for model transformation tasks is designed and represented on

Figure 1.
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Second order First order logic
logic S
Grammar
(Syntax)
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Rules Cate%ory Operations
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First ?1 category
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logic categories logic
C

Figure 1. Model of problem domain
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Domain model description

Consider mathematical foundations for software model elements description (Table 2).

Languages that are used for designing software models contain a set of elements to be combined for
creation of complex software model structures. Considering theory of categories, one may see that each
language element corresponds to some category. Combination of language elements allows creating
more complex constructions. Also theory of categories is used to describe complex structure from some
elements. Thus, it shows complex relations between components of complex structure.

Of course, some rules for designing these constructions should be followed. And first-order logic allows
expressing these rules.

From software model elements whole model is designed. Thus, in turn, consider mathematical
foundations for whole software model description.

Variety of complex constructions permits design precise software models. Grammar of language,
namely its syntax, defines space of rules for checking correctness of software model in a whole. Also,
first-order logic allows expressing rules and restrictions for correct model creation.

Semantic rules are used for analysis of software model content. To express semantic rules, first or
second order logic is used. First order logic allows composing expressions. Second-order logic is aimed
to estimate group of expressions or expressions that works with group of objects. Then chosen logic is
used for estimating composed expressions. Also mathematical apparatus for semantic checking should
be compatible with tool of software model designing and representation.

Finally, metalogic, or second order logic, as a foundation that studies interconnections between syntax
and semantic, should cover all aspects of software model representation and all model processing
operations.

Further researches

Further researches are:

1 Analyze model to model transformation techniques in order to define the typical stages of
transformation operations.

2 Using controlled vocabulary (Table 2) and domain model (Figure 1), define mathematical
foundations for every of these tasks and their interconnections. It has to be done with aim to
ground the choice of mathematical foundations for every stage of transformation algorithms.
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3 Represent formal description of all model to model transformation operations in terms of chosen
mathematical foundations. Then propose techniques, which allow combining different formal
solutions of transformational tasks.

Conclusion

Model of problem domain “MDA formal methods and approaches” is proposed in this article. Designed
model illustrates relationships between different mathematical foundations that are used in formal
software models transformational methods. It is proposed to use domain analysis artifacts, namely
controlled vocabulary and domain model, by the following way:

- Decompose transformation techniques into steps;

- Match tasks of every step with possibilities of mathematical foundations, represented in
controlled vocabulary (Table 1);

- Define a set of mathematical tools for solving tasks formulated above, analyzing controlled
vocabulary and domain model;

- Co-ordinate different mathematical foundations for software model representation and
processing.

Performing such operations allows:
- Formulating requirements to data specifications;
- Considering math apparatus for solving transformation tasks more attentively;
- Simplifying software model verification operations;

- Co-ordinate hidden relations between mathematical descriptions.
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HEURISTICS-BASED CLASSIFIER IN A FRAMEWORK
FOR SENTIMENT ANALYSIS OF NEWS

Filip Andonov, Velina Slavova, Marouane Soula

Abstract: Contemporary systems for sentiment analysis usually work with texts, that are known to be
Subjective and discovering the sentiment in them is already well studied and developed topic. When
dealing with news articles however the main challenge is that the text itself should not be biased, even
though that is not granted. Discovering the sentiments that some subjects in the text have about
something in it requires more a priori knowledge about the world, the topic, the language, etc. All this
requires a system designed for sentiment analysis in financial news to have flexible architecture and
knowledge management capabilities. In addition, the social context of the opinion expressed has to be
taken into account. That necessitates the establishment of classification criteria concerning the main
social characteristics of the opinion holder.

Keywords: Sentiment analysis, Data mining, Heuristics, Text processing, Gender differences

ACM classification keywords: .2 Artificial Intelligence 1.2.7: Natural Language Processing, 1.7
Document and text processing

Introduction

The goal of the project is to build a data-mining system for sentiment analysis of financial news.
Sentiment analysis appeared as an NLP task and the commonly adopted definitions and techniques
come from text analysis. A number of extended surveys have been published [e.g., Liu 2010, 2012].
After the overview [Slavova and Hinkov, 2014] we discovered that the problem is in capturing the implicit
attitude in objective texts such as the texts of financial news. Most contemporary systems are designed
to capture sentiments in the domain of marketing via Internet blogs or other sources in which the opinion
holder expresses his opinion openly. Our main problem to overcome is to capture the attitude expressed
in the news, despite the fact that news articles are meant to be objective. The problem is how to detect
the subtle clues via which the sentiment is transmitted. That is why our strategy includes following the
social reaction expressed on the Internet with relation to concrete published news, an event in the
domain and the attitude of concrete subjects. This requires a semantic description of the domain, its
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actors and events as well as the interconnections and influences between all these ingredients. For that
reason our system is based on semantics and tracking of social feedback.

Short description of the system

The general architecture of the system includes 4 main stages as shown in Figure 1. The articles are
retrieved from the Internet and transformed into a convenient format for further treatment. After
extraction of several characteristics of the texts by means of a text processing module and natural
language processing procedures, each article is assigned to one or more categories. As mentioned, the
categorization to an ontological class is necessary in order to discard the articles that are not from the
domain, in order to perform the processing related to the domain knowledge.

1 Atidetext | | 2 TeM | 3Nawral b e
retrieval >| processing and *| Language | categorization
storing Processing

Figure 1. Main architecture of the system

The text processing (Figure 2) is done in the classical way — the text is tokenized in order to separate it
into its basic ingredients, i.e. extract the title, paragraphs, sentences and word forms. The content of the
article is stored in a database as word-forms (all the strings) and the structure of sentences, paragraphs
etc.

2.1.. Extract title, text, authors, 2.2. Text tokenization
defined category of the article (Paragraphs, then sentences, then word forms).

Figure 2. Steps of the text processing module

The Natural Language Processing (NLP) module has two main tasks — to detect the part of speech
(POS) for each word form and to identify the Subject of each sentence (figure 3). As the NLP is hard
and time consuming task, our strategy is to maintain an Enlarged Dictionary (ED) in the database, which
contains the information about the word form itself only once, i.e. what part of speech it is, knowing that
a word-form can represent more than one part of speech (table Word-forms in figure 4). In this way the
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task of the interconnection between the DB and the texts consists in checking for availability of the word

forms in the ED and storage of the extracted characteristics of the sentences and paragraphs only as a

structure (word order, order of the sentences and paragraphs). This solution is better from the point of

view of memory and processing usage.
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Figure 3. Natural Language Processing module
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The information about Parts of Speech (POS) is necessary for the further sentiment analysis [Nicholls &
Song (2009)], namely, as mentioned in the sources, the influence of the different POS on the sentiment
detection has to be taken into account.

Concerning the task of Subject identification, it is performed by syntactic tokenization based on the use
of Stanford Parser module. We consider the detection of the Subject to be of crucial importance for the
further semantic analysis and the detection of the focus, which will be used in combination with the
relationships within the ontological structure of the domain.

It is important for the semantic analysis to retrieve the root of the word-form. We consider that stemming
gives a result (that we call a Stem) which is similar to the root or the basic semantic form of the word.
We expect to use the stems to differentiate between different ontological categories. Because of this our
further statistical analysis is based on the stems as discussed in the next section.

The more detailed global scheme of the system under development is given in Figure 4. The system is
built of several modules (Python is mainly used) and a database (MySQL) for storing the word forms
and the structure of the articles. As it is given on the scheme, Internet is parsed for news following a list
of URL addresses. The retrieved articles are first kept in a text format for a short time for further
classification and longtime storage in the database. As it is shown, the text itself is not stored, but the
word forms are identified and stored in table word-forms, which is in fact the ED and contains for the
moment 226658 word forms. The structures of the sentences, paragraphs and entire articles are stored
in the corresponding tables. Additional information is extracted by the developed modules as follows:

1. The Part of Speech (POS) of each word form (one or more type of POS for the word-form);
2. The subject of the sentence is identified and stored in the table Sentence;

3. The word-form is stemmed and the normal form (stem) is stored in the table Roots which
contains also the frequencies of the roots. The procedure of determining these frequencies will
be explained in the next section;

4.  The article is classified following the ontological categories of the domain under consideration.

One problem on which we concentrate in this paper is related to the classification of the articles to one
of the 20 categories that are on the third level of the ontology we have developed (fig. 5).
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Figure 5. The third level of the Domain ontology developed for the purposes of the system

This problem of classification is related to the lack of explicit information on the Internet about the
domain and the subdomain of a given article and, following from this, to the risk to store in the database
articles that do not belong to the financial domain. We use this ontology information not only to identify
the articles which are in the financial domain, but also because the further development of the system
includes a knowledge representation module where the relationships between the events and the actors
in the different branches of the ontology will be taken into account.

Using heuristics for classification of articles to the ontological categories

The aim is to build a filter-classifier discarding the articles that do not correspond to the ontology of
financial news developed for the system. Each article retrieved from the Internet has to be rejected or
classified to one of the 20 third-level classes of the ontology (figure 5). For this purpose, we use
statistical methods and heuristics. We assume that the developed tool has to work correctly without
being time and memory consuming.

The main strategy is to develop a model of the most frequent word roots in each of the 20 categories
and to check each newly retrieved article for belonging to these categories [Andonov & Slavova, 2014].
As a first step we have stored collections of 50 articles per category (see fig. 5), selected manually by
human experts. Each category collection C; is further used as a global text model of the specifics of the
language content for the category.
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In one category Ci, each word form is stemmed and for each obtained stem S; the category
representation coefficient k, is calculated as follows:

k= log, :

I

2

nmax Jeor

nmaxcor

Where :
; is the frequency of the stem j within the category text Ci
"nax is the frequency of the stem with higher frequency in the category text Ci
"jeor is the frequency of stem j in the corpus Subtlex UK of English texts

Muaxcor  the frequency of the stem with higher frequency in the corpus Subtlex UK
We calculate the frequency 7, of the stems by summation of the frequencies of all stem derivative

word forms (given in Subtlex).

The task of stemming. Some of the extracted stems are for words which do not exist in the used
corpus Subtlex UK, so we have enlarged the stems- dictionary (root) taken initially from the corpus. A
separate module has been developed for this purpose (Fig. 4), which gets the words for which we
cannot find the roots in the database. This is done by retrieving the word from Wikipedia and finding
there its root which after that is also saved in the database.

The list of calculated &, shows which stems are typical for the category Ci and discards the stems

which are frequently used in the language in general. The list of first 50 most frequently met stems
within a given ontological category C; represents its model M;.

4.3. Store metadata
Store tokenized text
Store article sources

4.1. Calculate membership 4.2. Classify the article in the
coefficient for each category | category with highest coefficient

A

Figure 6. Heuristics classifier
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Further the models M; (i=1 to 20) are used for classifying the new articles to the existing models M.
Each novel article retrieved on the Internet undergoes a filtering-classification procedure based on the
following formula which calculates its coefficient of membership b, to the category Ci.

3

b — nstemj' istem j

i
=n

article
Where :

Msemj is the frequency of stem j (j = 1 to m) existing in the novel article

Kisien; is the category representation coefficient for the stem j in the model i

Maricie - the number of stems in the novel article

b, is the membership coefficient of the novel article to the category Ci
As it is seen from the formula, the categorization is based on summation of the “influences” of stems in

the newly arriving article multiplied by their corresponding category representation coefficient Ky for
each category.

Development of the system for opinion mining in a social context

As mentioned, the system is conceived to take into account the social opinion expressed about a news
article. For that we retrieve posts in the social networks (SN) containing an URL to the article in
question, assuming that the post expresses the attitude of its author toward the news. People with
different social roles have different understandings and subjectivity level and for that we need to learn
more about the person expressing the opinion. Our preliminary choice for the opinion holder’s
characteristics are “gender” and “level of education” as they are of importance in general. This initial set
of characteristics will assist us in the methodology and technical approach for detecting more specific
categories. In this paper we concentrate on the detection of the gender of the opinion holder.

The final goal is to obtain from the text and metadata of the posts a composite feature vector for
classifying the gender categories and to use it in machine learning algorithm.
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In order to analyze public reactions to financial (or any other kind of) news we concluded that the best
way to harvest that data is to mine twitter. The reasons for that are that the twitter limit of 140 characters
is actually beneficent for our task, that twitter is very popular and it has a great API.

Our first task is to identify the gender of the person who expresses the opinion. Unfortunately this
attribute is completely lacking in the twitter metadata. There are several approaches of deducing the
gender from the available information [Burger et al., 2011] — using the user name and the account
name, using links in the user profile to social networks having gender attribute in their profiles, analyzing
the text itself and using other cues.

Using names. Twitter API gives two attributes: name and screen_name. Screen name, being the
account username, has a requirement to not include spaces, but apart from that in both fields the user
can write basically anything she desires. Problematic values of those two fields include: symbols that
are not characters; nicknames instead of real names; organizational accounts instead of a personal
ones; names in any language and ethnicity; names that are not delimited with spaces or any other
delimiting symbol.

We developed an algorithm for assigning a probability score of membership to male and female names
by comparing substrings of the nickname with lists of known gender-specific personal names. The
approach gave satisfactory results.

Another approach to twitter account gender identification is to link the user to one or more accounts in
other social network services where gender information is available. Some twitter users use the URL
and/or the description fields in their profile to post a link to their profile page in other social networks
such as Google plus, blogger, LinkedIn, Facebook, etc. Initially we harvested twitter data for any web
URL posted in the above mentioned fields. The observation of 98 974 tweets showed that, as a
percentage, only about 3% of the users post any kind of URL in their profiles and those who do are
usually merchant or organization accounts. Nevertheless, using users own gender expression is
probably the most reliable method. As everywhere in the Internet the truthfulness of the information that
users post online about themselves is not easily verifiable. It turned out however that some social
networks are used for work and people there tend to use their real names, gender, etc. From all the
major SN services, the most suitable for our needs turned out to be Google plus. It allows up to 20
million requests per day, which is more than enough for our needs. The drawback is that twitter users
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who post a link to Google plus are very rare — out of 100 000 twitter posts less than 100 have Google
plus URL. From those, not all have posted their gender, because the field is not required. As others did
before us, we decided that this information can be used to create a training set for machine learning
algorithm. The automatic classification should be based on commonly available features. in order to
verify the gender identification made by other means. Using Google plus has other advantage though —
it contains a lot of structured data about the user which can be helpful on a later stage.

In the application we developed we save all the extracted from different sources information about the
user in a database. One record corresponds to one tweet and contains the meta-information about the
user. From twitter we get the username, description, date, device, language, location and country and
from Google plus - nickname, name, tagline, aboutMe, relationship status, occupation, organization, and
places lived.

Using tweet content. The gender differences in the manner of writing were investigated in some recent
studies and it has been shown that there is indeed a gender gap that cannot be accounted by external
factors such as education, age, etc [Slik et al, 2015]. Others [Wassenburg et al, 2015] have found that
girls construct more coherent and vivid mental simulations than boys and rely more heavily on these
representations. From this we conclude that it should be possible to get information about the gender of
the writer of some text by analysing the text itself. One way to do this is to use the “bag of words”
approach. Unfortunately English language contains fewer gender cues than other languages. It still can
be done by finding statistical differences between male and female word frequency usage. More
complicated approach will be to analyze other text characteristics of the writing. Of course the two can
be combined to create a more complex feature vector.

Results

The initial tasks of downloading, classifying, storing and analyzing financial news texts are implemented
and functional. The hypothesis that the stems can be used to perform the classification task is confirmed
by experiments conducted with the system. The filtering procedure works correctly. The work done up to
now encompass all the preliminary steps needed to be performed before the sentiment analysis should
begin.

Concerning the social parameters of the opinion, there is no single approach for identifying author's
characteristics by written text that can give satisfactory results. Based on our work on the retrieved from
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the SN data, we conclude that in order to identify the gender (and probably other characteristics) of a
tweet’s author, a complex feature vector is required that takes into account both the text itself and the
available meta-information.
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SEARCH FOR NEIGHBORS AND OUTLIERS VIA SMOOTHED LAYOUT

Elena Kleymenova, Elena Nelyubina, Alexander Vinogradov

Abstract: A new approach to the problem of quick search of the nearest neighbors and outlying objects
in the training sample is presented. The approach is based on a special model for the area of mutual
attraction of objects whose shape is consistent with the direction of the principal axes, and the form of
the attraction dependency is natural. For this type of the zone a smoothed pre-structuring of the sample
can be done that allows one to replace laborious procedure for finding nearest neighbors and outliers by
simple bit addressing on the set of structure blocks. All actual distances and summed attraction levels
for classes are calculated on the final stage for a limited number of objects

Keywords: feature space, logical regularity, attraction zone, even distribution, outlier, nearest neighbor,
hyper-parallelepiped, bit addressing, dropout threshold

Introduction

Accumulation and use only reliable information becomes of special importance in tasks of gathering and
analyzing big data [Berman, 2003]. But usually such data are recorded just where the risk of error is
raised because of intervention of the "human factor" — in medicine, education, environmental monitoring,
social surveys and statistics, etc. Thus, often some parts of medical data records significantly differ from
the set of average values of parameters for certain kind of patients. This may occur as a result of
hardware malfunction, improper use of measuring methods, errors in the recording of results, etc.
Similarly the environmental monitoring data are often taken 'in the field', and it's also associated with
increased risk of data corruption while its registration and recording into reports. Mathematical treatment
of incomplete, inaccurate and partially contradictory data presupposes revealing erroneous objects in
order to provide correct application of precise methods of analysis and forecast to the rest of the data.
Let RN be the feature space of a recognition or prediction problem. For small volume of the training
sample ¥ = RB¥ each object x € X makes essential contribution to formation of significant data clusters.
It is usually assumed that the object x has its own attraction zone, and it is now known large number of
approaches, in which the geometric shape of the attraction zone is modeled in some way - balls, hyper-
parallelepipeds, Gaussian "hats", etc. [Tou, 1974]. Such heuristic models allow us to compensate for the
deficit of training data at assumption of compactness of classes. In the opposite situation, when the
sample has large volume, the use of suitable model helps to optimize the solution, in particular, to
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reduce the effects of overfitting. Below we consider the problem of exclusion from the training sample
the erroneous objects (outliers), which can occur both in small or large-volume sample. The limitation of
attraction zone for outliers will serve here as a tool. We are primarily interested in the case of solving
problems of recognition and prediction. We describe the data correction method, which is fast at error-
detection stage and simultaneously provides efficient addressing for training sample objects and thus
the acceleration of algorithms of the type "nearest neighbor".

Model of attraction zone and the generated density

The approach uses a model of attraction area as uniformly filled hyper-parallelepiped with center x,
volume [T, ¢2a, + 1}, and density 1/TF.,¢2a, + 1), Where a, - half of the smoothing interval

along the axis n, n = 1,2, ..., N. As a result of this smoothing (or spreading) procedure each central
object x is evenly represented at all points of the hyper-parallelepiped. Location of a new object in zone
of attraction of any training object votes for belonging the former to respective class. It is suggested in
the approach to consider this impact only in case when the total generated density at a given point
exceeds a predetermined threshold.

We will describe one of the reasons for choosing to rectangular zones of attraction. In case of large
amounts the problem of analyzing numerous data highlights the priority of processing speed. Under the
new conditions simple and well-researched approaches, in particular linear, get rebirth [Berman, 2003].
The most quick are methods in which all calculations can be reduced to comparisons on special linear
scales of a particular type. In this series, one of the highly successful approaches turned out to be the
one based on the use of Logical Regularities (LR) [Zhuravlev, 2006], [Ryazanov, 2007]. This approach
uses data clusters in the form of hyper-parallelepipeds in RN, each cluster is described by the

conjunction of the form &L = &#,, B, = (4, = x, = B,), and substantially interpreted as recurring

joint manifestation of the feature quantities & = {1, &g, we. %53 ON intervals €4, Bl = 1,2,.... F.
The principle of proximity precedents of the same phenomenon to each other here is embodied in the
requirement of filling the interior of the cluster by objects of the same class. Same time, the geometric
shape of the cluster represented by the parameters 4. B, becomes of particular importance. Multiple
joint appearances of feature values inside this shape are regarded as substantive independent
phenomenon that is called Elementary Logical Regularity (ELR).

Thus, in our case the calculation of the predicate of finding new object in the zone of attraction of a
training object for the given choice of the form of zone is also reduced to calculation just comparisons of
numbers on the main axes omitting more complex operations.
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Let's iterate the smoothing process, where each descendant of the central object (i.e. point with non-
zero generated density) obtained in the previous steps is considered as a new center of attraction.

0.2 —

0.15

Fig.1. Example of a sample with two outliers after first stages of smoothing.

At s steps of smoothing operation, the attraction zone turns out the hyper-parallelepiped of volume

-, 2sa, -+ 1) already unevenly filled with generated density. It is easy to show that the distribution

within hyper-parallelepiped rapidly normalized with increasing parameter s, and already for s > 3
approximation of the distribution of descendants of a single point via Gaussian

Hy aes:p(— ;-'{zq —x)Te Ty — ?.}) may in some cases be appropriate to construct numerical estimates

for classes. With the expansion of volumes [T¥.,{2sa,, + 1} close training objects are beginning to

combine their areas of attraction, and this fact results in summation of estimates from neighbors.
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Fig.2. Result of several iterations of the smoothing procedure
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The generated density for single objects decreases rapidly, including the maximums in each central
point, and at suitable choice of the threshold all isolated objects can be excluded from consideration.
The process of normalization generated density for the single point has been well studied, and the
desired screening threshold may be calculated in advance with high accuracy. The recognition algorithm
proposed in the paper has a structure similar to the standard algorithm of k nearest neighbors. It
provides advanced possibilities for reconstruction of clusters in generated smoothed densities, and
thereby, efficient evaluations for classes. At the same time, controlled expansion of the attraction zones
can significantly reduce the amount of search of neighbors at the expense of simple pre-structuring of
the sample.

Examples of practical tasks with outliers in data

Below we present two typical practical problems, in which the risk of accidental bias is big in recorded
data. The two considered issues are of great importance, and so the quality of such complicated data
should be high.

Completion and support of medical registries

In cardiology, neurology, oncology, surgery, including neurosurgery, unified standard forms of reports
have been developed on the basis of information from registries. Quality registries are designed for a
systematic data acquisition and the application of instruments for improving the quality of healthcare;
they can be classified into two categories: disease registries and intervention registries. Quality
registries differ from other clinical registries in the existence of special tools that are used in combination
with the systematic data acquisition and are aimed at improving the healthcare quality. The tools of
support of decision-making analyze the structured data on a patient introduced into the registry and form
treatment recommendations on the basis of clinical instructions. During 201312014, registries of four
directions were introduced with the formation of report templates at the Medical Center of the CB of RF,
Moscow. The registry for percutaneous coronary interventions (PCls, balloon angioplasty and/or
stenting of coronary arteries) contains data on 288 patients, of which 138 patients were subjected to
planned PCls and 150 patients were subjected to emergency PCls. The registry contains 230 indicators,
the report on coronary interventions contains 7 sections: implementation of clinical protocols,
demographic indicators, characteristics of patients with PCls, preprocedural state for planned PCls,
preprocedural state for PCls in case of acute coronary syndrome (ACS) without ST elevation, specific
features of the procedure, and postoperative indicators. The registry of the acute cerebrovascular
accident (ACVA) is represented by three types: ischemic stroke, hemorrhagic stroke, and transitory
ischemic attack (261 patients had ACVA during 2012-2014, of which 197 patients had an ischemic
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stroke, 25 a hemorrhagic stroke, and 39 a transitory ischemic attack). The registry of ACVA is formed of
240 indicators, and a report on each type of ACVA consists of six sections. By an example of an
ischemic stroke, we can represent the contents of the sections: demographic indicators, indicators at
prehospital stage, main risk factors, and the estimate of clinical data and the results of examinations
(during the first day) during hospitalization and at discharge from the hospital. The registry of general
surgery includes 3 nosological forms by which a decision is made on surgery: cholecystitis, appendicitis
and inguinal hernia. The registry contains data on 403 patients operated during 2013-2014:
cholecystectomy (214), appendectomy (67), and herniotomy (122). The registry contains 260-240
indicators for each patient, taking into account a specific character of pathology. Reports are formed
automatically, separately for each nosology according to the following sections: demographic features,
estimate of the condition of a patient before operation, the hospital stage, and the audit of the
healthcare quality. Oncological registries include prostate cancer (104 patients), gastric cancer (94),
renal cancer (64), and pancreas cancer (11).

The scope of indicators ranges within 316-150. The description of sections is made by an example of
CPG: demographic data, regular medical check-up, diagnostics, initial treatment, local recurrence,
remote metastases, hormone-resistant CPG, and outcomes. The patient's condition and the general
and recurrence-free survival rate are evaluated, and the causes of death and the presence of bone
fractures are characterized. Electronic forms are developed for all registries: electronic registration form,
protocol of observance of clinical recommendations depending on the stage of a disease and individual
risk factors, an electronic form for the audit of the results of treatment and clinical outcomes, and an
outpatient form of regular medical check-up for assessing remote results. These numerous and
complicated data are further used for gathering statistics, taxonomy and classification, recognition and
prediction of events in treatment [Zhuravlev, 2016].

Monitoring of water resources ‘in the field’

At present, all over the world a considerable part of the population consumes contaminated water, of
poor quality, because many of the local water intakes on the rivers and lakes have lost the quality of
drinking water sources by pollution. At the same time there are many man-made factors of changes in
the chemical composition of the water of small rivers and lakes: structural changes in aquatic systems,
subtraction of river runoff for local economic needs, direct flows of the domestic wastewater into
reservoirs, pollution from fertilizers and pesticides, discharge of industrial waters, and others. For these
reasons, there is a great need for regular monitoring of small rivers and a comprehensive analysis of the
data. For example, such an application for assessment of the quality of water bodies has been directed
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by the local administration to specialists of Kaliningrad Technical University, Russia. During the work

sampling of water was carried out at various water bodies in Zelenogradsky, Nesterovsky, Gusevsky,

Krasnoznamensky, Ozersky, Chernyakhovsky, Pravdinsky, Slavsky, Guryevsky, Polessky areas of the

Kaliningrad region. All recorded samples showed different exceedances of standards for various types

of pollutants. Table 1 shows the comprehensive pollution data from 25 water bodies [Velikanov, 2013].

Table 1. Multiplicity of excess regulations and water pollution index

Multiplicity of excess regulations Water
Object pollution
No Oxygen | BODs | Permanganate | Ammonia | Phosphate | Ferrous index
oxidability nitrogen | phosphorus iron

1 0,78 1,68 2,03 7,88 4,88 1,50 3,12
2 0,71 1,86 2,79 1,76 5,44 3,70 2,71
3 1,04 2,20 3,68 1,70 7,44 2,20 3,04
4 5,36 2,93 5,16 211 28,0 3,40 10,9
5 0,63 1,78 3,91 1,88 23,6 0,90 5,45
6 66,7 1,93 4,59 67,8 34,4 3,10 29,7
7 0,77 1,28 4,71 1,86 6,36 1,30 2,71
8 0,69 1,26 2,66 1,66 2,32 1,40 1,66
9 0,76 0,96 2,82 1,18 3,10 1,50 1,72
10 0,89 1,14 2,25 2,18 3,28 1,0 1,79
11 0,88 3,02 2,57 5,43 6,30 0,20 3,06
12 0,85 0,45 3,25 1,32 2,32 0,20 1,40
13 0,66 0,96 7,80 1,32 1,54 2,10 2,40
14 0,77 0,59 3,68 1,79 3,06 0,50 1,73
15 0,79 0,44 2,42 1,52 2,24 1,30 1,45
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16 1,58 3,48 3,07 20,4 9,60 1,60 6,62
17 0,62 2,14 3,04 4,22 6,38 1,80 3,03
18 0,75 0,68 3,05 7,88 3,54 2,20 3,02
19 1,48 2,87 7,57 1,76 0,80 3,10 2,93
20 0,82 2,04 4,03 1,70 1,34 2,10 2,01
21 0,86 0,87 5,79 21,1 0,58 1,0 5,03
22 0,75 0,44 2,93 1,88 0,58 0,80 1,23
23 0,96 0,31 2,91 67,8 1,18 0,90 12,3
24 0,96 2,70 10,2 1,86 2,76 3,20 3,61
25 0,81 2,28 2,50 1,66 0,74 0,80 1,46

Samples collected at 3 sites (4, 6, and 23 in the Table 1) were assigned to the 5th class of water quality
(extremely dirty). If one is interested in analyses of data for the just ordinary water bodies, then these
three precedents should be excluded from consideration or, at least, analyzed separately as
representatives of other taxons. The table represents only the most important integrated indicators of
pollution, as well as some specific fixed concentration of harmful substances. In fact, for environmental
monitoring of water bodies several groups of symptoms is used including organoleptic and sanitary
characteristics of the water, indicators of presence of suspensions and emulsions of various
substances, objects of micro-flora and other components of biological origin, concentrations of dissolved
chemical compounds and individual elements. In total, this list can unite many tens of numerical
parameters, and significant part of them has subjectivized expert origin. Of course, for single act of
monitoring it is difficult to talk about the use of quite exact methods and techniques of pollutants
sampling and recording of the results of their research. But the environmental safety gradually comes to
the fore in many different aspects of human life and activity. It should be noted that the North-West
Russia is bordered by several EU countries, and for this reason, EU environmental services are very
interested in cooperation in matters of protection of water resources and the improvement techniques of
monitoring, data storage and analysis. Improving representation of monitoring data recorded 'in the field'
can also be a useful factor in ensuring such cooperation.
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We will not show here examples of erroneous records found in complex data of this kind, and continue
to consider the model example of a sample with outliers from the previous section as an illustration for
explaining the algorithm usage in various applications such as the two shown above.

Marking training sample by zones of attraction

In what follows we show the use of controlled expansion of attraction zones of specified kind for
arrangement of efficient addressing to the training data. The latter is especially important in the case of
large dimensions, as occurs in two practical problems mentioned above.

Let .1 = 1y me, ¥, = 1, ., M, be a training table and &*,{ =1,..,L, be its marking by classes.
The characteristic function kfm} =i, ¢f m & K'} yields the number of a class by the number m of
an object in the table. For the object x? to be recognized, we will seek a set T = {x¥}, p= 1,2, ... F

of close points of the sample (i.e., nearest neighbors) of the vector x®, that are located within the hyper-
parallelepiped [£% — sat,, x5 + 5@, =1, ... ¥ with volume [TV, {2sa, + 1}, which arises as a

result of application of s smoothing operations. One should just find all the points of the sample that fall
within the hyper-parallelepiped. The fact whether the point falls within the hyper-parallelepiped can be
checked independently with respect to each of the axes n, n=1,2,...,N, for all the points of the sample

¥on=1..Nm=1...M. Forthese reasons, one can start the test from any axis, say, from the
first, n=1, and, on each subsequent axis, check only those points that withstood the closeness test on

the previous axes. Having constructed the set T = {x#}, = 1,2, ... P, we find all the points of the

sample that extend at least minimal attraction to the object x©.

On each of the main axes m =1,....;¥ one and the same test on detection sample points
£, n=1,..,Nm=1, .., M inside the limits of interval [x% — sa,,x2 + za,] has to be performed. If
the parameters g. ... m= 1.....2¥ are fixed in advance, this detection is possible only for the points of

a certain restricted subset of the training sample. Thus, when structuring the sample into blocks of size
2za, -+ 1 foreach axis n = 1, ..., N, the test should only be done to 3" blocks that are the nearest to the

point x2in RN,
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We will go further along this path, and choose blocks such that their boundaries are aligned with the
binary bit grid. (Without loss of generality, we assume that all of the data are recorded in the fixed-point
numbers) Namely, let g, — the minimum bit such that 2sa, +1 = 24, and the sample is structured

into blocks with edge length 22~ for each axis & = L,...,.i¥. Let w = {wy,wa, .., w, ) be block indices.
Then gq-th bit of the coordinate xg of the new object x ® serves as immediate address w,, of the interval

of length 2= on the n-th axis, within which we can find the nearest neighbors. Of course, the two other

adjacent intervals also should be taken into account, thus 3 intervals in total for each axis.

So, we have replaced the search for the nearest neighbors in the space RN by the search for the
nearest blocks in the space of block indices W = fw]. Again, such a search can be performed
independently on each axis, and we get a subset W2 of 3% blocks as a result. After that each selected

block is replaced with training objects it contains, and the final direct search is performed to create the
set of neighbors T = {x%}, g = 1,2, uu, P.

A further reduction of the entire volume of the search is possible via organization of hierarchical
structuring, when binary (or another but in concordance with the binary) bit mesh is used to construct
index, similar to w = {wy, v, .., w5, as for the entire grid of blocks W = {w], as well as within each

of the blocks.

Search for the nearest classes and screening outliers

Let u{x) the total probability density at position x that is generated by attraction zones of points of a
class &, = 1, ..,L. Using points x# of the set T = {a¥}, » =1, 2, ..., P, one can construct at the point

x%a vector of estimates g = €ul, u%, .., u&)x for summed densities of all classes, & = 1,...L, and use

them as votes for respective classes at decision making. In contrast to the ordinary method of k nearest
neighbors, one needn't calculate here the distances immediately during the search. Factually, only
carrying out the fast hit test for intervals [x¥ — g, x¥ + sa..1iS enough during the whole search for

subset T = & on the structured sample. Moreover, the first stage of the search consists in simple
collecting indices #® < 1. Distances and exact contributions of neighbors to the total generated

densities of classes may be calculated at the final stage after detection of all points »# & T.
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As is known, the evolution of the distribution of multiple smoothing for a single point falls in conditions of
the central limit theorem. The deviation of this distribution E{x)from the multivariate normal

il C-%‘:m-x}?m"'":m-.ﬂh
Mt — =g /
{2m) | g|z

is described by the Berry-Esseen inequality [Berry, 1941], [Esseen, 1942]:

(6 — 2(x)| = Conse 2=,

where functions of the second and third absolute moments of the distribution of single smoothing (and,

thus, the values of all variables a,,, % = 1, ...,J¥) are included as multipliers, and Censt & L4784 (the

exact value of this constant poses big challenge and continues to be refined in math statistics so far
[Shvetsova, 2010]).

Therefore, at strict adherence to the proposed approach the parameter s should always be taken into

account, especially in the case of small values. In other cases for larger values of the parameter =, a

good estimate can be also obtained easily without reference to this parameter, for example, when used
in computing tabulated Gaussian function, which in these cases already is a good approximation for the
distribution of multiple smoothing. Same time, the dropout threshold for outliers should be adjusted
accordingly, and the reduction of domain of the Gaussian function within boundaries of the block and
the necessary renormalization of final distribution should also be considered as additional cost.

One can continue to work with the vector g = {u*, u®, ...,2*) in order to decide on the assignment of

the object x® to one of the classes i = 1, ...k, such as by using a maximum likelihood criterion, etc.

Thus, in the case of solving problems of recognition or classification the proposed approach leaves a
significant range of possibilities. On the contrary, in the case of the problem of sifting alien objects there

is an obvious simple way. You can pre-select the parameters = and @, . = 1, ... V. S0 that the spread

of the region of attraction for = iterations will be consistent with substantive expert views on the dropout
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of outliers. Then, for strictly single objects of the training sample the maximum of the total generated

density £ {x%) at the center of the hyper-parallelepiped x® can serve as the screening threshold.

Fig.3. presents levels of the total generated density for the training sample of Fig.1. The lowest level
serves as a drop-out threshold for two outliers located in the upper part of the figure. At solving the
problem of recognition, classification or prediction, the screening of emissions can be carried out in
parallel and in coordination with the decision of the main task. The rest of the sample with reliable part
of the data can be used with large bases for decisions, identification natural regularities, creation of
forecasts, and assessment of various risks.

5 10 1 20 2 30 3% 40 4 50 55 60

Fig.3. Levels of total generated density built for Fig.1. Senior levels can be used as reliable at
construction of a decision rule that cuts off the impact of isolated objects.

Conclusion

This paper presents a fast method of finding the nearest neighbors and separating outlying objects in
the training sample. The approach is based on a special model for the zone of mutual attraction of
objects and on the pre-structuring of the sample into bit blocks, coordinated with the local geometry of
zones. This makes it possible to reduce the search for the set of nearest neighbors to simple choice of a
set of relevant blocks, the addresses of which are directly elder bits in the values of parameters of the
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new object and construction of the final set of neighbors using only comparisons of numbers. The
possibilities of the approach analyzed in application to recognition methods of type 'k nearest
neighbors'. In contrast to conventional methods of such kind, there is no need to calculate the distance
between the objects immediately. All calculations of distances and local densities of probability
distributions for the classes can be made in the final stages and for limited number of objects. Examples
are shown of important practical problems in which the decision-making is especially critical with respect
to the reliability of the data used in training. In the model example a procedure was presented for
removal from the training sample outlying objects that can be executed in parallel and in accordance
with the main data processing procedure. The main proposed innovations are related to the model of
attraction zone that is compliant to the main axes and uses a natural form of the dependence of
attraction on the distance. This model provides efficient bit addressing and fast data processing. In fact,
this scheme can be further developed using a variety of other species of such dependence in models of
attraction zone but still immersed in hyper-parallelepiped. The approach can be applied in various tasks
of information processing and decision making where it is important to monitor the quality of data and
perform operational steps to improvement.
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SYSTEMIC APPROACH TO ESTIMATION OF FINANCIAL RISKS
Petro Bidyuk, Svitlana Trukhan

Abstract: A computer based decision support system is proposed the basic tasks of which are adaptive
model constructing and forecasting of financial risks. The DSS development is based on the system
analysis principles, i.e. the possibility for taking into consideration of some stochastic and information
uncertainties, forming alternatives for models and forecasts, and tracking of the computing procedures
correctness during all stages of data processing. A modular architecture is implemented that provides a
possibility for the further enhancement and modification of the system functional possibilities with new
forecasting and parameter estimation techniques. A high quality of final result is achieved thanks to
appropriate tracking of the computing procedures at all stages of data processing during computational
experiments: preliminary data processing, model constructing, and forecasts estimation. The tracking is
performed with appropriate set of statistical quality parameters. Examples are given for estimation of
financial credit. The examples solved show that the system developed has good perspectives for the
practical use. It is supposed that the system will find its applications as an extra tool for decision making
when developing the strategies for financial companies and enterprises of various types.
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Introduction

Financial risk analysis and management is an urgent problem not only for the active financial
organizations and companies but for all industrial enterprises, small and medium business, investment
and insurance companies etc. Adequate models of multidimensional risks and the loss forecasts based
upon them help to take into consideration a set of various influencing risk factors and make objective
quality managerial decisions. There are many types of financial risks that could be described with
mathematical models in the form of appropriately constructed equations or probability distributions. The
market and some other types of risks are estimated with different modifications of VaR methodology that
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provides a possibility to reach practically acceptable quality of risk estimates [MCNeil, 2005], [Basel
Committee on Banking Supervision, 2006]. One of the widely spread type of risks is credit risk that
arises due to failures of clients to return loans to banks. To analyze credit risks in banks the following
models are used as of today: linear and nonlinear regression (logit and probit), Bayesian networks,
decision trees, fuzzy logic, factor analysis, support vector machine (SVM), neural networks and neuro-
fuzzy techniques, and combinations of the approaches mentioned [Mays, 2001], [Neil, 2005], [Shakhov,
2002].

All types of mathematical modeling usually need to cope with various kinds of uncertainties related to
data, structure of the process under study and its model, parameter uncertainty, and uncertainties
relevant to the models and forecasts quality. To avoid or to take into consideration the uncertainties and
improve this way the quality of final result (risk values forecasts and decisions based on them) it is
necessary to construct appropriate computer based systems for solving specific problems.

Selection and application of a specific model for process description and forecasts estimation depends
on application area, availability of statistical data, qualification of personnel, who work on the financial
analysis problems, and availability of appropriate applied software. Better results for estimation of
financial processes risks is usually achieved with application of ideologically different techniques
combined in the frames of one computer based system. Such approach to solving the problems of
quality risk forecasts estimation can be implemented in the frames of modern decision support systems
(DSS). DSS is a powerful instrument for supporting user’s (managerial) decision making as far as it
combines a set of appropriately selected data and expert estimates processing procedures aiming to
reach final result of high quality — objective high quality alternatives for a decision making person (DMP).
Development of a DSS is based on modern theories and techniques of system analysis, information
processing systems, estimation and optimization theories, mathematical and statistical modeling and
forecasting, decision making theory as well as many other results of theory and practice of processing
data and expert estimates [Burstein, 2008], [Hollsapple, 1996], [Bidyuk, 2012].

The paper considers the problem of DSS constructing for solving the problems of modeling and
estimating selected types of financial risks with the possibility for application of alternative data
processing techniques, modeling and estimation of parameters and states for the processes under
study.
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Problem formulation

The purpose of the study is as follows: 1) analysis and development of requirements to the modern
decision support systems; 2) development of the system architecture for financial risk evaluation; 3)
selection of mathematical modeling and forecasting techniques for selected financial risks; 4) illustration
of the system application to solving selected problem of financial risk estimation using statistical data.

Requirements to modern Decision support system

Modern DSS are rather complex multifunctional (possibly distributed) highly developed computing
systems of informational type with hierarchical architecture that corresponds to the nature of decision
making by a human. To make their performance maximum useful and convenient for users of different
levels (like engineering and managerial staff) they should satisfy some general requirements. Define
DSS formally as follows:

DSS={DKBPDPST MSEMPERGPDQMQREQAQ},

where DKB is data and knowledge base; PDP is a set of procedures for preliminary data processing;
ST is a set of statistical tests for determining possible effects contained in data (like integration or
heteroskedasticity); MSE is a set of procedures for estimation of mathematical model structure; MPE is
a set of procedures for estimation of mathematical model parameters; RGP are generating procedures
for the risk estimates; DQ, MQ, REQ, AQ are the sets of statistical quality criteria for estimating quality

of data, models, risk estimates, and decision alternatives, accordingly.

Such systems should satisfy the following general requirements that follow from the system analysis
principles: 1) — contain highly developed bases of data and knowledge with mathematical models,
quality criteria for each type of computing, and model selection rules, as well as necessary
computational procedures; 2) — to achieve high quality of the final result the hierarchy of the system
functioning should correspond to the hierarchic process of making decision by a human; 3) - their
interface should be based on the human factors principles: user friendly, convenient and simple for use,
as well as adaptive to users of various levels (e.g., engineering and managerial staff); 4) — the system
should possess an ability for learning in the process of its functioning, i.e. accumulate appropriate
knowledge regarding possibilities of solving the problems of definite (selected) class; 5) an active use of
artificial intelligence data processing techniques, helping to gradually transform the DSS into intelligent
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one; 6) — the organization aspects and techniques for computing procedures should provide for
appropriate rate of computing that corresponds to the human requirements with regard to the rate of
alternatives generating and reaching the final result; 7) — precision (quality) of computing should satisfy
preliminary established requirements by a user and developer; 8) — intermediate and final results of
computations should be controlled with appropriate sets of analytic quality criteria, what will allow to
enhance significantly quality and reliability of the final result (decision alternatives); 9) — DSS should
generate all necessary for a user formats and types of intermediate and final results representations
with taking into consideration the users of various levels; 10) — the system should contain the means for
exchanging with data and knowledge with other information processing systems via local and/or global
computer nets; 11) — to make the system functionality complete and flexible DSS should be easily
expandable with new functions regarding data processing, results representation and control with
appropriate statistical criteria, model constructing and alternatives generating.

Satisfaction of all the requirements mentioned above provides a possibility for effective practical
application of the system developed and enhancing general behavioral effect of the DSS as a whole for
a specific company or an enterprise within long periods of time [Hollsapple, 1996].

Basic mathematical tools for DSS

All mathematical methods and techniques that are hired for development and implementation of DSS
could be divided in the two following groups: 1 — general purpose methods that provide for
implementation of system functions; and 2 — special purpose methods and techniques that are
necessary for solving specific problems regarding preliminary and basic data processing, model
constructing, alternatives generating, selecting the best alternative for further implementation and
forecasting of the implementation consequences.

The group of the general purpose methods includes the following ones: — data and knowledge collecting
and editing procedures; — preliminary data processing techniques such as digital filtering, normalization,
imputation of missing values, detecting special effects (such as regime switching, seasonal effects,
spikes, nonstationarity etc); — the methods for accumulating information regarding previous applications
of DSS to problem solving for the retrospective analysis and repetitive use; — computer graphics
techniques; — techniques for syntactic analysis to be used in a command interpreter (language system
of DSS)); — methods for setting up necessary communications with other information processing



252 International Journal "Information Content and Processing", Volume 3, Number 3, 2016

systems via local and global nets; — logical rules to control the system functioning. The set of the
methods mentioned could be modified or expanded depending on a specific practical application.

Selection of the application defined mathematical methods for a DSS depends on the specific system
application area, possible specific problem statements regarding data processing, model building,
processes forecasting, and alternatives generation. However, it is possible to state that in most cases of
DSS development it is necessary to use the following mathematical methods: — methods and
methodologies for mathematical (statistical and probabilistic) modeling using statistical/experimental
data; - risk estimating and forecasting techniques on the basis of the models constructed with
possibilities for combining the forecasts computed with different techniques; — operations research
optimization techniques and dynamic optimization (optimal control) methods; - the methods for
forecasting/foresight of decision implementation consequences; — the sets of special analytic (statistical)
criteria to control the processes of computations performed at each stage of data processing, model
constructing and alternatives generation aiming to reach high quality of a final result.

All the methods and methodologies mentioned are described with necessary completeness in special
modern literature. For example, time series modeling and forecasting are presented in many references,
more particularly in [Tsay, 2010], [Bidyuk, Menyailenko, 2008], and financial risks modeling, evaluation
and management is considered in a vast literature, say in [MCNeil, 2005], [Basel Committee on Banking
Supervision, 2006], [Mays, 2001], [Neil, 2005], [Shakhov, 2002], [Bidyuk, Matros, 2008], [Jong, 2008].
The task for a DSS developer is in appropriate selection of model classes, modeling and optimization
techniques, quality criteria as well as relevant methodologies for appropriate organization of all
computational procedures.

Mathematical models used in DSS

Generalized linear models (GLM). GLM can be considered as further extension of multiple linear
regression (MLR) model. It is distinguished from MLR with the following features: — distribution of
dependent variable can be non-Gaussian and not necessarily continuous, say binomial; — predicted
values of dependent variable are computed as linear combination of predictors that are linked to
dependent variable via selected link function. Generally, GLM create a class of statistical models that
includes linear regression, variance analysis relations, nonlinear models like logit and probit, Poisson
regression and some others [Jong, 2008]. In a general linear model independent variable is supposed to
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be normally distributed and the link function is called identity function, i.e. linear combination of
independent variables is not subjected to any transform. Thus, GLM is a model of the following type:

y =g‘1[§b,-g,-(x>],
i=1

where m is a number of independent (explaining) variables; g(-) is a link function. It is usually

supposed that dependent variable » belongs to the class of exponential distributions. Thus,
characteristics of GLM suppose the knowledge of dependent variable distribution, characteristics and
parameters of the link function g(-), and of linear predictor X b, where X is a measurement matrix for

independent variables; b is parameter vector. The class of exponential distributions includes the

following distribution types: normal, gamma, and beta, and the discrete families: binomial, Poisson, and
negative binomial. General representation of probability density functions (PDFs) for them is as follows:

k

f(X|9)=h(X)C(6’)6Xp( W;(G)/;(X)],

i=1

where h(x) >0 and /4(x),...,/ ,(x) are real-valued functions of the observation * (they cannot depend
on @); c(8)=0 and w4(x),...,w ,(x) are real-valued functions of the possibly vector-valued parameter

@ (they cannot depend on x ).

Nonlinear models logit and probit. To solve the problem of classifying credit borrowers into two groups it
is quite logically to use appropriately transformed cumulative distribution function (CDF). CDF belongs
to the class of monotonous functions that monotonously decrease or increase on some interval.
Suppose that for determining probability of crediting a client p it is chosen a normal distribution:

p, =@(b'x) = fco(z)dz,

where ¢(z) is a density for standard normal distribution; u =b" x is upper integration limit. This way so

called probit model is constructed.
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If the probability for successful crediting is determined with logistic distribution function, then logit model
is constructed. In this case we have:

u
pe =@ (b7x1= [ ez =1+exp1m,
or
o exp(byxq +...+byXy,)
A+exp(by Xy +. A by X )

[4

In contrast to the normal distribution logistic function has so called closed form that provides a possibility
for simplified computations in comparison to probit. Parameter estimates for both models can be found
with maximum likelihood technique. An alternative possibility is Markov chain Monte Carlo (MCMC)
approach that is based on correct generation of pseudorandom sequences that satisfy certain
conditions. Due to availability of multiple alternative techniques for generating pseudorandom
sequences MCMC has found wide applications [Gilks, 2000]. The classification results achieved with
logit and probit are usually acceptable in most cases of application.

Generation and implementation of alternatives with DSS

Decision making process includes rather sophisticated procedures that could be partially or completely
iterative, i.e. executed repeatedly when the alternative found is not satisfactory for a decision making
person (DMP). DSS could return automatically (or on DMP initiative) to the previous stages of available
data and knowledge analysis.

The whole process of making and implementing decision could be considered as consisting of the
stages given below.

1 — A thorough analysis of the decision problem using all available sources of information, collection of
data and knowledge relevant to the problem. At this stage it is also important to consider and use former
solutions to the problem if such are available. The information regarding former solutions of similar
problem could be helpful for correct problem statement, to select appropriate techniques for data
analysis, to speed up alternatives generation, and to decline the alternatives that turned out to be
ineffective in the past.
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2 — Selection of a class (classes) of mathematical models for the problem description, and analysis of
the possibility for the use of available (previously developed) models. The models could belong to
different classes as far as they can be formulated in continuous or discrete time, be linear or nonlinear,
they could be developed according to the structural or functional approach etc. In some cases, it is
necessary to construct complex simulative model that would include a set of simpler models of different
classes.

3 — Development of new models for the problem (process, object, system) under study what includes
structure and parameter estimation for candidate models using available data (and possibly expert
estimates) and knowledge of various types. The alternative structures of candidate models provide a
possibility for selecting the best one of them for generating alternative decisions (loss estimates,
forecasts, probability of risk estimates, control actions etc.) on their bases.

4 — Analysis of the candidate models constructed and selecting of the best one of them with application
of a set of statistical quality criteria and expert estimates. At this stage again more than one model could
be selected for the further use as far as the best model (for a particular application) can be found only
after application of the candidates for solving particular problem, i.e. after alternatives generating and
estimating possible consequences of their implementation.

5 — Application of the model (models) selected for solving the problem of risk estimation and/or control
(or management) problem (when necessary). If the forecasts or controls computed are not satisfactory
we should return back to the stage one or stage three, and repeat the process of model constructing. At
this stage another set of statistical quality criteria should be applied to the analysis of risk estimates,
forecasts or controls.

6 — Generating of a set of alternatives with the use of the model (models) constructed and various
admissible initial conditions and constraints on variables. In a case of controls generating the
alternatives could be built with different optimality criteria, utility functions or other criteria.

7 — Analysis of the alternatives generated with the experts of an enterprise or a company, and final
selection of the best one for practical implementation. In a case when no alternative is acceptable we
should return back to the model constructing or alternative generating stages. New knowledge or data
could be required for the next iteration of computing new decision alternatives.
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8 — Planning of actions and estimation of financial, material and human resources that are necessary for
implementation of the alternative selected. Determining of the time horizon (horizon of control)
necessary for implementing the decision made.

9 — Implementation of the decision made: current monitoring of availability and spending the necessary
resources, estimation of necessary time frames, registering and quality estimation of intermediate and
final results.

10 — Application of possible analytic and expert quality criteria to estimation of final results.

11 - Analysis of the final results by the company experts, and final elucidation of advantages and
disadvantages of the alternative implemented; analysis of the decision making and implementing
process, and forming forecasts (foresights) for the future.

12 — Writing the final report on the tasks performed.

Processing uncertainties

As it was mentioned above all types of mathematical modeling usually need to cope with various kinds
of uncertainties linked with data, structure of the process under study and its model, parameter
uncertainty, and uncertainties relevant to the models and forecasts quality. In many cases a researcher
has to cope with the following types of uncertainties: structural, statistical and parametric. Structural
uncertainties are encountered in the cases when structure of the process under study (and respectively
its model) is unknown or not clearly enough defined (known partially). For example, when the functional
approach to model constructing is applied usually we do not know object (or a process) structure, it is
estimated with appropriate model structure estimation techniques: correlation analysis, estimation of
mutual probabilities, lags estimation, testing for nonlinearities and nonstationarity, identification of
external disturbances type etc. The sequence of actions necessary for identification, processing and
taking into consideration of uncertainties is given in Figure 1. All the tasks mentioned in the figure are
solved successfully with appropriately designed and implemented DSS.

We consider uncertainties as the factors that influence negatively the whole process of mathematical
model constructing, risk forecasts estimating and alternative decisions generating. They are inherent to
the process due to incompleteness or inexactness of our knowledge regarding the objects (systems)
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under study, incorrect selection or application of computational procedures etc. The uncertainties very
often appear due to incompleteness of data, noisy measurements or they are invoked by stochastic
external disturbances with unknown probability distribution, poor estimates of model structure or by a
wrong selection of parameter estimation procedure. The problem of uncertainties identification is solved
with special statistical tests and visual data studying.

Data uncertamty Reduction of Iodel structure Model parameters
wdentification data estimation estimation
uncertamnty

“ l

Data and Model constructing, risk Reduction of
knowledge forecast estimation, generating uncertamnty for
hase alternative decisions model structure

and parameters

l

Uszage of nsk selection of Reduction of Estimation of nisk
forecasts for the best result, risk estitnate forecasts
decisions risk estinate uncertainty

Figure 1. Sequence of actions directed towards identification of uncertainties, processing and taking

them into consideration

As far as we usually work with stochastic data, application of statistical techniques mentioned provides a
possibility for approximate estimation of an object (and its model) structure. To find “the best” model
structure it is recommended to apply adaptive estimation schemes that provide automatic search in a
wide range of model structure parameters (model order, time lags, and nonlinearities).

Usually the search is performed in the class of regression type models with the use of integrated
criterion of the following type [Bidyuk, Menyailenko, 2008]:

V,(6.D,)=e R Lelomy aln(1 +SSTEJ + B{In(1+MSE)+In(MAPE)} (1)
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where @ is a vector of model parameters; D, data in the form of time series (N is a power of time

series used); R? is a determination coefficient; DW is Durbin-Watson statistic; MSE is mean square
error; MAPE is mean absolute percentage error for forecasts; «, B are adjustment coefficients.

There are several possibilities for adaptive model structure estimation: (1) automatic analysis of partial
autocorrelation for determining autoregression order; (2) automatic estimation of the exogeneous
variable lag (detection of leading indicators); (3) automatic analysis of residual properties; (4) analysis of
data distribution type and its use for selecting correct model estimation method; (5) adaptive model
parameter estimation with hiring extra data; (7) optimal selection of weighting coefficients for
exponential smoothing, nearest neighbor and some other techniques; (6) the use of adaptive approach
to model type (linear, nonlinear) selection. The use of a specific adaptation scheme depends on volume
and quality of data, specific problem statement, requirements to forecast estimates, etc.

The adaptive estimation schemes also help to cope with the model parameters uncertainties. New data
are used to compute model parameter estimates that correspond to possible changes in the object
under study. In the cases when model can be nonlinear alternative parameter estimation techniques can
be hired to compute alternative (though admissible) sets of parameters and to select the most suitable
of them using statistical quality criteria.

Processing some types of stochastic uncertainties. While performing practical modeling very often
we don’'t know statistical characteristics (covariance matrix) of stochastic external disturbances and
measurement noise (errors). To eliminate this uncertainty optimal filtering algorithms are usually applied
that provide for a possibility of simultaneous estimation of object (system) states and the covariance
matrices. One of the possibilities to be hired is optimal Kalman filter. Kalman filter is used to find optimal
estimates of system states on the bases of the system model represented in a convenient state space
form as follows:

x(k) = Ak, k—1)x(k —1) +B(k, k —u(k —1) + w(k) (2)

where x(k) is n-dimensional vector of system states; k =0,1,2,... is discrete time; u(k—1) is m-
dimensional vector of deterministic control variables; w(k) is n- dimensional vector of external random
disturbances; A(k,k—1) is (nxn) -matrix of system dynamics; B(k,k —1) is (nxm) matrix of control
coefficients. The double argument (k,k —1) means that the variable or parameter is used at the moment

k , but its value is based on the former (earlier) data processing including moment (k—1). Usually the
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matrices A and B are written with one argument like A(k), and B(k), to simplify the text. Obviously

stationary system model is described with constant parameters like A , and B. As far as matrix A is a
link between two consequent system states, it is also called state transition matrix. Discrete time k and
continuous time ¢ are linked to each other via data sampling time T, : t=kT;. In the classic problem

statement for optimal filtering the vector sequence of external disturbances w(k) is supposed to be zero

mean white Gaussian noise with covariance matrix Q , i.e. the noise statistics are as follows:

Elw(k)]=0, Vk,
Elw(ow” (/)]=Q(K) 5, )

0, k#J. Q)

Lk is positively defined covariance (nxn)
, k=]

where &); is Kronecker delta-function: & ={

matrix. The diagonal elements of the matrix are variances for the components of disturbance vector

WE) nitial system state X0 is supposed to be known with the following statistics:
Elx]=%p; Elxoxj1=M; E[w(k)x{]1=0, Yk

The measurement equation for vector z(k)

of output variables is described by the equation:

2(k) = H(k)x (k) + v(K) (4)

where H(k) is (rxn) observation (coefficients) matrix; v(k) is r-dimensional vector of measurement

noise with statistics:
E[v()]=0, E[v(k)v' (j))]=R (k)5 (5)

where R(6) jg (rx7) positively defined measurement noise covariance matrix, the diagonal elements
of which represent variances of additive noise for each measurable variable. The noise of
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measurements is also supposed to be zero mean white noise sequence that is not correlated with

external disturbance ) and initial system state:

EIv(k)W (j)1=0, VY k.j;
Elv(k)x;1=0, V k.

For the system (2) — (6) with state vector x(k) it is necessary to find optimal state estimate x(k) at
arbitrary moment k as a linear combination of estimate x(k —1) at the previous moment (k —1) and the
last measurement available, z(k). The estimate of state vector x(k) is computed as optimal one with

minimizing the expectation of the sum of squared errors, i.e.:

EI(%(K) = x(k)" (k(k) = x(k))] = min, (7)

where x(k) is an exact value of state vector that can be found as deterministic part of the state equation

(2); K s optimal matrix gain that is determined as a result of minimizing quadratic criterion (7).

Thus, the filter is constructed to compute optimal state vector x(k) in conditions of influence of random
external system disturbances and measurement noise. Here uncertainty arises when we don’t know

estimates of covariance matrices Q and R in (3) and (4), respectively. To solve the problem an
adaptive Kalman filter is constructed that allows to find estimates of @ and R simultaneously with the
state vector x(k). Another choice is in constructing separate algorithm for computing the values of Q

and R,

Other appropriate instruments for fighting uncertainties are fuzzy logic, neuro-fuzzy models, Bayesian
networks, appropriate types of distributions etc. Some of statistical data uncertainties such as missing
measurements, extreme values and high level jumps of stochastic origin could be processed with
appropriately selected statistical procedures. There exists a number of data imputation procedures that
help to complete the sets of data collected. For example, very often missing measurements for time
series could be generated with appropriately selected distributions or in the form of short term forecasts.
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Appropriate processing of jumps and extreme values helps with adjusting data non-stationarity and to
estimate correctly the probability distribution for the stochastic processes under study.

Processing data with missing observations (data in the form of time series). For the data in the
time series form the most suitable imputation techniques are: — simple averaging when it is possible
(when only a few values are missing); — generation of forecast estimates with the model constructed
using available measurements; — generation of missing (lost) estimates from distributions the form and
parameters of which are again determined using available part of data; — the use of optimization
techniques, say appropriate forms of EM-algorithms (expectation maximization); — exponential
smoothing etc. The simplest model that could be hired for generating forecasts is AR(1):

y(k)=ay+a,y(k=1) + e(k),

where a,, a, are model parameters; random process &(k) takes into consideration model structure

uncertainties (say lack of appropriate regressors, external random disturbances, errors of parameter
computing etc.), and possible measurement errors. If parameters a,, a, are known, we could compute
one step-ahead prediction as conditional expectation of the form:

y(k+1)=E[y(k+0]=E,ly(k+1)1(k).y (k=1).....e(k).e(k =1),..] = @y +a.E, [y (k)] = a; +ayy (k).

as far as y(k) at the moment k takes known value. lteratively it is possible to derive the forecasting

function for S steps-ahead [Bidyuk, Menyailenko, 2008]:

S-1

. 8_1 .
y(k+s>=ES[y<k+s)1=a{2a4]+afy(k)=a02a1’ +a,"y (k).
i=0

i=0

The sequence of forecast estimates {y (k+i)}, i=1,.., s is convergent if ‘a1‘ <1:

dg

1

im E, [y (k+5)] =
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The last expression means that for stationary AR or ARMA processes the estimates of conditional
forecasts asymptotically (s — «=) converge to unconditional mean (long-term forecast). It should also

be mentioned here that optimal filter can also be used for missing data imputation because it contains
‘internal” forecasting function that provides a possibility for generating quality short-term forecasts.

Further reduction of the uncertainty is possible thanks to application of several forecasting techniques to
the same problem with subsequent combining of separate forecasts using appropriate weighting
coefficients. The best results of combining the forecasts is achieved when variances of forecasting
errors for different forecasting techniques do not differ substantially.

Coping with uncertainties of model parameters estimates. Usually uncertainties of model parameter
estimates such as bias and inconsistency result from low informative data, or data do not correspond to
normal distribution, what is required in a case of application LS for parameter estimation. This situation
may also take place in a case of regressors multicollinearity and substantial influence of process
nonlinearity that for some reason has not been taken into account when model was constructed. When
power of data sample is not satisfactory for model construction it could be expanded by applying special
techniques, or simulation is hired, or special model building techniques, such as GMDH, are applied.
Very often GMDH produces results of acceptable quality with short samples. If data do not correspond
to normal distribution, then ML technique could be used or appropriate Monte Carlo procedures for
Markov Chains (MCMC) [Bidyuk, 2012]. The last techniques could be applied with quite modest
computational expenses when the number of parameters is not large.

Dealing with model structure uncertainties. When considering mathematical models, it is convenient
to use proposed here a unified notion of a model structure which we define as follows:

S={r,p,mn,d w1}

where r is model dimensionality (number of equations); p is model order (maximum order of
differential or difference equation in a model); m is a number of independent variables in the right hand
side of a model; n is a nonlinearity and its type; d is a lag or output reaction delay time; w is
stochastic external disturbance and its type; | are possible restrictions for the variables and/or

parameters. When using DSS, model structure should practically always be estimated using data. It
means that elements of model structure accept almost always only approximate values. When a model
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is constructed for forecasting we build several candidates and select the best of them with set model
quality statistics.

Generally we could define the following techniques to fight structural uncertainties: gradual improvement
of model order (AR(p) or ARMA(p, q)) applying adaptive approach to modeling and automatic search for
the “best” structure using complex statistical quality criteria; adaptive estimation (improvement) of input
delay time (lag) and data distribution type with its parameters; describing detected process
nonlinearities with alternative analytical forms with subsequent estimation of model adequacy and
forecast quality. An example of complex model and forecast criterion may look as follows:

N

J= ‘1—R2‘+aln{ ez(k)l+|2—DW|+ﬂIn(MAPE)+U — min,
1 o

k=

N N
where R? is determination coefficient; z ez(k):z [y(k)-y(k)]* is sum of squared model errors;
k=1 k=1

DW is Durbin-Watson statistic; MAPE is mean absolute percentage error for one step-ahead forecasts;
U is Theil coefficient that measures forecasting characteristic of a model; ¢, S are appropriately

selected weighting coefficients; 6; is parameter vector for i—th candidate model. A criterion of this

type is used for automatic selection of the best candidate model. The criterion also allows operation of
DSS in adaptive mode. Certainly, other forms of the complex criteria are possible. While constructing
the criterion it is important not to overweigh separate members in right hand side.

Coping with uncertainties of a level (amplitude) type. The use of random (i.e. with random amplitude
or a level) and/or non-measurable variables leads to necessity of hiring fuzzy sets for describing such
situations. The variable with random amplitude can be described with some probability distribution if the
measurements are available or they come for analysis in acceptable time span. However, some
variables cannot be measured (registered) in principle, say amount of shadow capital that “disappears”
every month in offshore, or amount of shadow salaries paid at some company, or a technology
parameter that cannot be measures on-line due to absence of appropriate gauge. In such situations we
could assign to the variable a set of possible values in linguistic form as follows: capital amount = {very
low, low, medium, high, very high}. There is a necessary set of mathematical operations to be applied to
such fuzzy variables. Finally, fuzzy value could be transformed into exact form using known techniques.
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Processing probabilistic uncertainties. To fight probabilistic uncertainties, it is possible to use
Bayesian approach that helps to construct models in the form of conditional distributions for the sets of
random variables. Usually such models represent the process (under study) variables themselves,
stochastic disturbances and measurement errors or noise. Certainly the problem of distribution type
identification also arises in regression modeling. Each probability distribution is characterized by a set of
specific values that random variable could take and the probabilities for these values. The problem is in
the distribution type identification and estimating its parameters. The probabilistic uncertainty (will some
event happen or not) could be solved with various models of Bayesian type. This approach is known as
Bayesian programming or paradigm. The generalized structure of the Bayesian program includes the
following steps: (1) problem description and statement with putting the question regarding estimation of
conditional probability in the form: p(X; |D,Kn), where X; — is the main (goal) variable or event; the

probability p should be found as a result of application of some probabilistic inference procedure; (2)

statistical (experimental) data D and knowledge X" are to be used for estimating model and
parameters of specific type; (3) selected and applied probabilistic inference technique should give an
answer to the question put above; (4) analysis of quality of the final result. The steps given above are to
some extent “standard” regarding model constructing and computing probabilistic inference using
statistical data available. This sequence of actions is naturally consistent with the methods of cyclic
structural and parametric model adaptation to the new data and operating modes (and possibly expert
estimates).

One of the most popular Bayesian approaches today is created by the models in the form of static and
dynamic Bayesian networks (BN). Bayesian networks are probabilistic and statistical models
represented in the form of directed acyclic graphs (DAG) with vertices as variables of an object (system)
under study, and the arcs showing existing causal relations between the variables. Each variable of BN
is characterized with complete finite set of mutually excluding states. Formally BN could be represented
with the four following components: N=<V, G,P, T>, where V stands for the set of model variables; G
represents directed acyclic graph; P is joint distribution of probabilities for the graph variables
(vertices), V={X,,...,X,}; and T denotes conditional and unconditional probability tables for the
graphical model variables. The relations between the variables are established via expert estimates or
applying special statistical and probabilistic tests to statistical data (when available) characterizing
dynamics of the variables.
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The process of constructing BN is generally the same as for models of other types, say regression
models. For example, as model parameters for BN are unconditional and conditional probabilities for
specific values of variables, that are stored in respective tables. For parent variables these are
unconditional probabilities and for daughter variables — conditional probability tables (CPT).
Unconditional and conditional probabilities are determined by experts (in simpler cases), and by special
computational procedures when appropriate sets of statistical (or experimental) data are available. Thus
to each node of DAG is assigned CPT that is used for computing probabilistic inference over the BN
[Jensen, 2007], [Zgurovsky, 2015].

The set of the model variables should satisfy the Markov condition that each variable of the network
does not depend on all other variables but for the variable’s parents. In the process of BN constructing
first the problem is solved of computing mutual information values between all variables of the net. Then
an optimal BN structure is searched using acceptable quality criterion, say well-known minimum
description length (MDL) that allows analyzing and improving the graph (model) structure at each
iteration of the learning algorithm applied. Bayesian networks provide the following advantages for
modeling: the model may include qualitative and quantitative variables simultaneously as well as
discrete and continuous ones; number of the variables could be very large (thousands); the values for
conditional probability tables could be computed with the use of statistical data and expert estimates;
the methodology of BN constructing is directed towards identification of actual causal relations between
the variables hired what results in high adequacy of the model; the model is also operable in conditions
of missing data.

The process of constructing the model in the form of BN could be represented with the following steps:
1) a thorough analysis of the process (object) under study aiming to detecting of its special functioning
features and identification of parent and daughter variables; 2) search and analysis of existing process
models and determining the possibility of their usage in DSS; 3) determining degree of relations
between the process variables using special tests and expert estimates; 4) reduction of the process
dimensionality whenever this is possible; 5) scaling and discretization of the data available when
necessary; 6) determining semantic restrictions on the future model; 7) estimation of candidate model
(directed acyclic graphs) structures using appropriate optimization procedures and score functions; 8)
candidate models analysis and selection of the best one using model quality criteria (including values of
score functions); 9) application of the model(s) constructed to solve the problem stated; 10) computing
inference with the model(s) constructed with regards to the variables selected, quality analysis of the
result. In our case the final result of the model application is computing of client default probability with
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the conditions established by other model variables. According to alternative problem statement BM
could be constructed for estimation of operational or other type of financial risks.

The model of this type could be integrated with other model types such as regression, neural networks,
the models constructed using soft computing paradigm, fuzzy sets etc. To perform computing
probabilistic inference for BN today there exists rather wide set of techniques the selection of which
depends on specific problem statement and requirements to accuracy of the final result. Thus, it is
possible to state that BN is a powerful probabilistic and statistical instrument for modeling processes
(systems) of arbitrary nature in conditions of availability of various uncertainties types of statistical and
structural nature.

To reduce an influence of probabilistic and statistical uncertainties on models quality and the forecasts
based upon them it is also possible to use the models in the form of Bayesian regression based on
analysis of actual distributions of model variables and parameters. Consider a simple two variables
regression

y (k)| x(K)=p1 + By x (k) + u(k), k=01,...n

It is supposed that of random values uy,...,u, are independent and could belong, for example, to

normal distribution, {u(k)} ~N (0,03 ); here vector of unknown parameters includes three elements,

T

0=(B,, By, o2)" . The likelihood function for dependent variable y=(y;,...y,)" and predictor

x=(x4,.., X, )| without proportion coefficient is determined as follows:

U k=1

N
L(y|x,ﬂ1,,82,0'u)=iNexp{ 7 Z[}’ 1 = Bax( (k) }
o, 20,

Using simplified (non-informative) distributions for the model parameters:

9(81,5,,06,)=91(81)92(B2)93(0,)

g1(f4) o< const,

o (/fBy) o< const,
g5(0y) =< 10,
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and Bayes theorem it is possible to find joint posterior distribution for the parameters in the form
[Bernardo, 2000]:

N
h(ﬁ1,ﬂz,au|x,y)ocga% —%g( Box(K) | —eo< By, By < 4o 0<0, <oo.

Maximum likelihood estimates for the model parameters are determined as follows:

o > lx(k) = X1y (k) - ]
Zk:1 [X - X] zk:1 [y

where x=N"" ZL x(k), y=N~"1 ZL y (k) , with unbiased sample estimate of variance:

=5 = 3Ly - Bi= Bax (k]

Joint posterior density for the model parameters corresponds to two dimensional Student distribution:

By (B By 1y,%) o< AN =2)s2 +N(B, — )2 +
By = B SN x(K)2 + 20, ~ BBy - By S x|

This way we get a possibility for using more exact distributions of models variables and parameters

what helps to enhance model quality. Using new observation x* and prior information regarding

particular model it is possible to determine the forecast interval for the dependent variable, y*:

ply” 1x7) ”ILy |x*, B, B2, 0By, B2, 0) | X,Y)dBy, 0B do.
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Another useful Bayesian approach is in hierarchical modeling that is based on a set of simple
conditional distributions comprising one model. The approach is naturally combined with the theory of
computing Bayesian probabilistic inference using modern computational procedures [Bolstad, 2010].
The hierarchical models belong to the class of marginal models where the final result is provided in the
form of a distribution P(y), where y is available data vector. The models are formed from the

sequence of conditional distributions for selected variables including the hidden ones. The hierarchical
representation of parameters supposes usually supposes that data, y, is situated at the lower (first)

level, model parameters (second level) 8 = (6;, i=1,2,... n), 6;~ N(u, t%), determine distributions of
dependent variables y,; ~ N (6, 0?), i=12,..,n, and parameters {6} are determined by the pair,

(u,7?%), of the third level. Supposing the parameters 2 and 72 accept known finite values, and

parameter 4 is unknown with the prior 7, then joint prior density for (6, «) could be presented in the

form: ﬂ#(ﬂ)Hi 7e(6; | 1), and the prior for parameter vector 6 will be defined by the integral:

p(O)= [, () [T (6, 1) d .

Architecture and functional layout of DSS for estimation of financial risks

DSS architecture is a generalized large-scale representation of basic system elements with links
between them. The architecture gives a notion for the general purpose of system constructing and its
basic functions (Figure 2).

DSS functionality is controlled by user commands, correctness of which is monitored by the command
interpreter which constitutes a part of the user interface. The user commands are implemented by the
central control unit that coordinates functioning of all system elements.

Specific commands and actions are as follows: expanding and modification of bases available in the
system; initiation and starting of data and knowledge processing procedures; model constructing, risks
and forecasts estimation, alternatives generating; viewing intermediate and final results of computing;
retrospective analysis of previous results of decision making; comparing of current results with the
previous ones.
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Specific commands and actions are as follows: expanding and modification of bases available in the
system; initiation and starting of data and knowledge processing procedures; model constructing, risks
and forecasts estimation, alternatives generating; viewing intermediate and final results of computing;
retrospective analysis of previous results of decision making; comparing of current results with the
previous ones.

The functional layout of the DSS is shown in Figure 3. It shows some details regarding the set of
computational functions implemented in the system. It can be seen from the Figure 2 that the system
has three levels of hierarchy: preliminary data processing, model structure and parameters estimation,
and estimation (forecasting) of risk for a specific problem statement (say, market, credit or operational
risk).
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Data, model and forecasts quality criteria

To achieve reliable high quality final result of risk estimation and forecasting at each stage of
computational hierarchy separate sets of statistical quality criteria have been used. Data quality control
is performed with the following criteria:

— database analysis for missing values using developed logical rules, and imputation of missed values
with appropriately selected techniques;

— analysis of data for availability of outliers with special statistical tests, and processing of outliers to
reduce their negative influence on statistical properties of the data available;

- normalizing of data in a case of necessity;

— application of low-order digital filters (usually that’s low-pass filters) for separation of observations from

measurement noise;

application of optimal (usually Kalman) filters for optimal state estimation and fighting stochastic
uncertainties;

— application of principal component method to achieve desirable level of orthogonalization between the
variables selected:;

— computing of extra indicators for the use in regression and other models (say, moving average
processes based upon measurements of dependent variables).

It is also useful to test how informative is the data collected. Very formal indicator for the data being
informative is its sample variance. It is considered formally that the higher is the variance the richer is
the data with information. Another criterion is based on computing derivatives with a polynomial that
describes data in the form of a time series. For example, the polynomial given below may describe
rather complex process trend:

p
y(k)=ag +Za,y(k—i)+c1k+czk2 +otCpk™ +e(k), 9)
i=1

where y(k) is basic dependent variable; a;,c; are model parameters; k=0,12,... is discrete time;

£(k) is a random process that integrates the influence of external disturbances to the process being

modeled as well as model structure and parameters errors. Autoregressive part of model (1) describes
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the deviations that are imposed on a trend, and the trend itself is described with the m-th order

polynomial of discrete time & . In this case maximum number of derivatives could be m, though in
practice actual number of derivatives is defined by the largest number i of parameter ¢, , that is

statistically significant. To select the best model constructed the following statistical criteria are used:
determination coefficient (R?) ; Durbin-Watson statistic (DW); Fisher F-statistic; Akaike information

criterion (AIC), and residual sum of squares (SSE). The forecasts quality is estimated with hiring the
following criteria: mean squared error (MSE); mean absolute percentage error (MAPE); and Theil
inequality coefficient (U) . To perform automatic model selection, the above mentioned combined

criterion (1) could be hired. The power of the criterion was tested experimentally and proved with a wide
set of models and statistical data. Thus, the three sets of quality criteria are used to insure high quality
of final result.

One of types of financial risks that are analyzed by the DSS is the credit risk. To analyze the quality of
credit borrower’s classification, model the following quality criteria were used: common accuracy, errors
of type | and type Il, ROC-curve, and Gini index. Common accuracy is computed as follows [Mays,
2001]:

_ Correct Forecast

CA ,
N

where Correct Forecast is a number of correctly forecasted (classified) cases; N is a general number of

cases (clients) considered. To some extent this criteria is subjective because it depends on a number of
defaults as well as on the cut-off threshold value. The ROC-curve (Receiver Operation Characteristic)
shows relation between the number of correctly classified positive cases (positives) and the number of
incorrectly classified negative cases (negatives). The first ones are called true positive set, and the
second one — negative set (specificity). Obviously, the cut-off threshold value also influences the errors
of type | and type Il. Among other criteria are the following: True Positives Rate (TPR), False Positives
Rate (FPR), sensitivity (Se), specificity (Sp), and Gini index. The last one is determined by the area
under ROC-curve [Bidyuk, Matros, 2008]. Table 1 shows relation between area under curve (AUC) and
Gini index.
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Table 1. Relation between AUC and Gini indexes

AUC interval Gini index Model quality
09-1,0 08-1,0 Excellent
08-09 06-08 Very high
0,7-0,8 0,4-0,6 Acceptable
06-0,7 02-04 Medium
05-0,6 0-0,2 Unacceptable

The ROC-curve can also be used to find optimum cut-off value as a compromise between sensitivity
and specificity of a model. The following criteria can be used for cut-off value selection: 1 — the
requirement of minimum sensitivity, Se , (or specificity, Sp ); 2 — the requirement of maximum total

sensitivity and specificity of a model, cutoff = max (Se, +Sp,) where k =12,3,... is a number of a client;

the requirement of a balance between sensitivity and specificity, i.e. when Se=Sp :

cutoff = mkin|Sek —Spy|-

Example of DSS application

In this example we consider the problem of credit borrower’s classification or estimation of their
solvency. The following characteristics of clients were used: solvency, age, credit sum, type of currency
(local or USD), term of crediting, term of residing in defined area, marital status, number of children,
type of credit, and gender. The uncertainty met in this example was in the form of incomplete records.
Thus, before using the data all the gaps were appropriately filled in. We used the database consisting of
5000 records that was divided into learning sample (4000 records), and test sample (1000 records). The
probabilities of clients’ default were computed and compared to the actual data. Also errors of the first
and second type were computed using different cut-off values. It was established for Bayesian network
that maximum model accuracy reached was 0.764 with the cut-off value 0.3. The Bayesian network is
‘inclined to over insurance’, i.e. it rejects more often the clients who could return the credit. The model
accuracy and the errors of type | and type Il depend on the cut-off value. The cut-off value determines
the lowest probability limit for client’s solvency, i.e. below this limit a client is considered as such that he
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will not return the credit. Or the cut-off value determines the lowest probability limit for client's default,
i.e. below this limit a client is considered as such that he will return the credit. As far as the cut-off value
0.1 or 0.2 is considered as not important, in practice it is reasonable to set the cut-off value at the level
of about 0.25 - 0.30. After a series of computational experiments, we stopped at the cut-off value of 0.3.

Statistical criteria characterizing quality of the models constructed are given in Table 2. Using this table,
it is easy to compare the techniques used in this example.

It follows from the Table 1 that the best models for estimation of credit return probability turned out to be
discriminant analysis, logistic regression and Bayesian network. The best common accuracy was shown
by discriminant analysis (0.837), and logistic regression (0.798), though Bayesian network showed
higher Gini index than logistic regression (0.689). The decision tree used is characterized by Gini index
of about 0.583, and CA = 0.763. It should be stressed that acceptable values of Gini index for
developing countries like Ukraine are in the range 0.4 — 0.6. The Bayesian network and nonlinear
regression constructed showed rather high values for Gini index that are acceptable for the Ukrainian
economy in transition.

Table 2. Quality of the models constructed

Model type Gini index AUC Common Model quality
accuracy
Discriminant analysis 0.723 0.891 0.837 Very high
Bayesian network 0.689 0.845 0.764 Very high
Logistic regression 0.678 0.847 0.798 Very high
Decision tree (Chaid) 0.583 0.791 0.763 Acceptable
Linear regression 0.386 0.647 0.616 Unacceptable

The results of computing experiments lead to the conclusion that today scoring models and Bayesian
networks are the best instruments for banking system due to the fact that BN provide a possibility for
detecting “bad” clients and to reduce substantially the financial risks caused by the clients. It also should
be stressed that DSS constructed is very useful instrument for a decision maker that helps to perform
quality processing of statistical data using different techniques, generate alternatives and to select the
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best one with a set of appropriate criteria. The system performs tracking of the whole computational
process using separate sets of statistical quality criteria at each stage of decision making: quality of
data, models and forecasts (or risk estimates).

Conclusions

The general methodology was proposed for constructing DSS for mathematical modeling and
forecasting of economic and financial processes, and financial risk estimation that is based on the
following system analysis principles: hierarchical system structure, taking into consideration of
probabilistic and statistical uncertainties, availability of adaptation features, generating of multiple
decision alternatives, and tracking of computational processes at all the stages of data processing and
model constructing with appropriate sets of statistical quality criteria. As instrumentation for fighting
possible uncertainties the following techniques are used: Kalman filter, missing data imputation
techniques, multiple methods for model parameter estimation, and Bayesian programming approach.

The system proposed has a modular architecture that provides a possibility for easy extension of its
functional possibilities with new parameter estimation techniques, forecasting methods, financial risk
estimation procedures, and alternatives generation. High quality of the final result is achieved thanks to
appropriate tracking of the computational processes at all data processing stages: preliminary data
processing, model structure and parameter estimation, computing of short- and middle-term forecasts,
and estimation of risk variables (parameters) as well as thanks to convenient for a user intermediate and
final results representation. The system is based on the ideologically different techniques of modeling
and risk forecasting what creates a convenient basis for combination of various approaches to achieve
the best results. The examples of the system application show that it could be used successfully for
solving practical problems of financial risk estimation. The results of computing experiments lead to the
conclusion that today scoring models such as nonlinear regression, Bayesian networks and the models
resulted from application of discriminant analysis are the best instruments for banking system due to the
fact that they provide a possibility for detecting “bad” clients and to reduce financial risks caused by the
clients. It also should be stressed that DSS constructed turned out to be very useful instrument for a
decision maker that helps to perform quality processing of statistical data using different techniques,
generate alternatives and to select the best one with a set of appropriate quality criteria. The system
performs tracking of the whole computational process using separate sets of statistical quality criteria at
each stage of decision making: quality of data, models and forecasts or risk estimates.
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The DSS proposed could be used for support of decision making in various areas of human activities
including strategy development for banking system and industrial enterprises, investment companies
etc. Further extension of the system functions is planned with new forecasting techniques based on
probabilistic techniques and fuzzy sets.
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ON THE OPEN TEXT SUMMARIZER

Filip Andonov, Velina Slavova, Georgi Petrov

Abstract: This paper presents proposed improvements to the Open Text Summariser (OTS) based on a
heuristic approach. It describes the ten steps of the implemented algorithm and outlines further ideas for
its development. The authors discuss valuable feedback gained from four experts evaluating the
summaries generated by the OTS And the improved OTS and propose paths for future improvements.
Then the results of the experts’ evaluation of the two summarizers are presented and analyzed.
Problems affecting the precision of both summarizing algorithms are discussed.

Keywords: Summary, extraction-based method, heuristics

ACM Classification Keywords: 1.2.7. Natural language processing, 1G.3 Correlation and regression
analysis,

Introduction

The Open Text Summarizer (OTS) is an implementation of a grammar-agnostic method for creating a
summary of a text. It is a simple yet powerful method. The idea behind it is good enough to make it
compete in terms of quality of results with much more complicated methods using advanced techniques.
[Open Text Summarizer, 2016] Still the fact that it is independent of the language of the text makes
some space for improvements by adding heuristics without compromising its language independence
(much). The main approaches to analyzing text are abstraction-based and extraction-based. The former
analyzes the text and rephrases it by omitting details. This is what humans do when solving text
summarization tasks. The latter identifies key sentences and selects them for inclusion in the summary,
trying to keep the text coherent. A famous algorithm that uses this approach is Google’s TextRank. Both
OTS and our proposed algorithms are extraction-based.

Description of the proposed algorithm

We present a summary-generating algorithm based on OTS. Our aim is to improve the characteristics of
the OTS, namely the quality of the generated summary and of the extracted keywords. At the same time
we have tried to not complicate the algorithm with procedures that use “hard” NLP such as syntactic
analysis, but by using some heuristics in order to include in the summary more semantically important



International Journal "Information Content and Processing", Volume 3, Number 3, 2016 279

parts of the text. We propose a different way for identifying word-forms representative for the given text
(and representative sentences based on that) by comparing the word frequency in the text to the word
frequency in a large corpora.

The algorithm we propose makes use of the following additional to the text information:

stem of nouns, verbs, adjectives; abbreviations list for sentence segmentation; a stop-word list; a list of
personal pronouns; a list of linking words and a list of substitutions for uniforming non-alphabetic
characters.

Our algorithm consists of 10 main steps.

1. First, we make sentence segmentation. 2. Then we do string-replacements in two stages: a) We
replace all non-traditional quotation marks with their most commonly used variant; b) we replace all
short forms such as they've, doesn’t, weren't, etc. with their full forms they have, does not, were not, efc.
This is needed as the next step, 3., removes all the punctuation symbols and if the short forms are left
unmodified, the part after the apostrophe will be left as a separate word and will not be recognized when
compared against a language dictionary. 4. We stem all the word-forms. This is a common practice in
many natural language processing tasks and is needed here because we are interested in the meaning,
not the grammatical form of the word, as discussed in [Andonov et al. 2016]. 5. Stop-words are
removed. These are short words such as conjunctions, pronouns, etc. that are frequent, but whose
occurrence in the text does not give us information about its meaning. 6. After these preliminary steps,
the score of every stemmed word in the text is calculated. The calculations use the frequency of the
basic form of the word in an English corpora [Heuven et al. 2014] and the frequency in the text.

The formula for calculating the score is the following:

hy 9v°
Sv = max(max(h) " max(g)’ 0 ()

A default value is assigned to the words-forms in the text that do not exist in the corpora - the median of
the corpora.

Thus, we obtain a higher score for those words that are more frequent in the text than in the corpora.
Negative values for the score cannot be used so we replace them with zero, as given in (1). In the
previous paper [Andonov et al. 2016], the heuristic formula we proposed was based on division of the
two members given in (1). Our more extensive experiments after the first publication showed that it does
not give satisfying results for words that have low frequencies in the corpora. As a result, now we apply
subtraction, which has given much better results.
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7. Once we have obtained the scores of individual words, we calculate the score of the sentences. In
order to track the rule of the usual application of the semantic focal point in writing, here we use a
heuristic that sentences in the beginning of the paragraph are slightly more important than those in the
middle. Thus we give bigger weight to the first sentence of the text and to all first sentences in
paragraphs. After that a link score is calculated, based on a list of expressions that we have created.
The idea is that linking words and phrases such as 'for example', 'in addition’, 'for instance', 'in
particular', 'in fact', etc., especially when placed at the beginning of a sentence, mean that the sentence
containing them is referencing to something said in the previous one. Thus if a sentence starts or has
near its beginning such an expression then this score is higher. The reason for being interested in such
sentences is that they should not be separated from the ones they are linking to, otherwise the
coherence of the summary will deteriorate.

Our algorithm assigns different weights to different parts of speech.

From a linguistic point of view the subject and predicate are the most important. Without sentence
structure analysis however the best we can do is to identify the objects and characters the sentence
talks about. For that reason we consider nouns more important and verbs and adjectives less so.

Ss=pbs * X (i xwy)  (2)

where S;s is the score of sentence s, pbs is the paragraph beginning score of s, |s| is the number of
words in the sentence s, h; is the score of every word i in the sentence s and w; is the part of speech
weight of every word i in sentence s.

8. At this step we mark the sentences for the summary. All sentences are sorted by their score and then
the first one third with the highest scores are marked for inclusion. We use 1/3 of the original text as the
selected length of the summary as this is a common practice when humans summarize text. However,
this value can be changed. At this step, are also marked the sentences with high link score, as this
indicates a high probability that a consequent sentence is referencing to content of the current one. We
take this into account in order to improve the coherence of the generated summary.

9. After having extracted and assigned all this additional information to the text, the summary is created
by adding all sentences marked for inclusion. Also the quotation marks of partially included in the
summary quotes are fixed.

10. The final step is to list the words with the highest score as keywords.
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Ideas for future development

In order to verify the hypothesis that our changes improve the quality of the summary we made a blind
evaluation test by human experts of the summaries generated by both algorithms. One benefit of this is
that the experts gave us not only their ratings to the summaries, but also valuable feedback. The
classical understanding of a summary is 1/3 of the text, however when the text is large — for example for
news and opinion articles, a summary of 5-7 pages is still pretty large and, for practical reasons, one
expert pointed out that it would be better to make this fraction smaller. A similar remark was made about
the number of keywords, as the fixed number of 5 keywords is inadequate for very small or very large
articles.

After the analysis of the results we also came to some general conclusions concerning the strategy to
be used in the future. From a data mining perspective, both algorithms do not use a potentially valuable
bit of information — the topic of the article. The keywords and the summaries will probably be of better
quality if a reliable entities detection algorithm is used, which is not the case at the moment. When the
text is fairly long and/or consists of self-contained sections, our tests with manual splitting of the text and
generating separate mini-summaries to be combined in a single one made us believe that summarizing
the paragraphs one by one with local centers or utilizing a sliding window for the algorithm will be a
better strategy.

Comparative analysis and some statistical parameters of the summaries

In order to evaluate the effect of the changes performed on the original algorithm, we did a comparative
study using the following procedure:

The authors submitted the summaries followed by the full text of the articles/news items and the
keywords to 4 evaluators. Each one had to read at least 7 summaries and keywords and evaluate their
quality by reading beforehand the full texts. The experts had to use a scale from 1 to 5 where 1 is the
worst and 5 is the best mark. The texts and what algorithm was used to generate the summary were
chosen at random and the experts had no information about which summary is created by means of
which algorithm.

After the evaluation, we performed a trivial procedure of scaling the assigned marks to the global mean
mark as the evaluators had different requirements and different mean marks.

In order to study the influence of some parameters of the original text on the quality of the summaries,
we measured the following characteristics of the original text:

1. NumberWords is the number of words in the text after segmentation
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2. NumberParagraphs is the number of paragraphs in the text as detected by our segmentation
procedure

3. Complexity — we are using the Automated Readability Index (ARI). This is a readability test
designed to assess the understandability of a text. At the output ARI gives a number which
approximates the grade level needed to comprehend the text. The formula it uses is shown
below:

characters

471 = (W) +05

(20195 y _ 9143 (3)

sentences

Richness — we measure the richness by using the Yule’s / index

where My is the number of all word forms a text consists of and M> is the sum of the products of each
observed frequency to the power of two and the number of word types observed with that frequency The
larger Yule's /, the larger the diversity of the vocabulary (and thus, arguably, the more difficult the text)
[Teller, 2011].

Table 1 gives the description of the measures characteristics of the sample of 50 papers and the marks,
given by the evaluators (after correction).

Table 1. Descriptive statistics of the sample

N | Minimum | Maximum | Mean Std. Deviation

Number of Words 50 | 263 6706 978,94 | 1112,825
Number of Paragraphs | 50 | 1 67 16,18 12,462
Complexity 50 | 7 20 13,03 | 3,033
Richness 50 | 6,20 42,72 20,7705 | 7,99629

Text Summary Mark | 50 | 2,55 5,55 41224 | 0,73468

KeyWords Mark 35| 1,86 5,29 3,8603 | 0,92854
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Comparison of the results for the two summarizers.

Our relatively small sample has shown some promising tendencies. The comparative statistics are given
in table 2.

Table 2. Comparative parameters of the evaluation of the two summarizers — OTS and the developed
Improved OTS (I0TS)

Sumarizer TextSunnaryMarkr | KeyWordsMark
0TS Mean 4,155 3,911428571

N 22 14

Std. Deviation {0,751 1,068520596
OTS Mean 4,096 3,826190476

N 28 21

Std. Deviation | 0,734 0,84884319
Total Mean 4,122 3,860285714

N 50 35

Std. Deviation [ 0,734 0,928539288

As it is seen from the results in table 2, the mean mark for the quality of the text of the summary and the
mean mark for the keywords extraction are better for the reported here Improved OTS (IOTS)
summarizer reported here.

Analysis of the influence of the parameters of the text on the quality of the summary

In order to check whether the diffidence is statistically significant, we performed an independent sample
T-test and ANOVA. Unfortunately, with such a small sample, having a small difference in the means and
big variances of the evaluations, both tests cannot reject the hypothesis that the means of marks for the
two summarizers are equal.
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In order to investigate the possible means for further improvement, we examined the influence of the
parameters of the original text on the quality of the generated summaries and the extraction of keywords
(assuming that the experts’ marks show this quality correctly).

One expects both algorithms explained in the previous section to be sensitive to the length of the text to
be summarized. However, as shown in table 3, there is no effect of the number of words in the original
text on the quality of the summary and the keywords.

Table 3. Correlation matrix (Pearson) — effect of the parameters of the text on the quality if the summary
and on the keywords extraction

TextSummary | KeyWords Complexit NumberW | NumberPa Richness
Mark Mark piexity ords ragraphs
Correlation 1 -,196 -,297 ,185 ,168 -,256
TextSummary Sig. (2-tailed) ,260 ,036 ,199 ,243 073
Mark
N 50 35 50 50 50 50
Correlation -,196 1 =177 70 ,208 -,190
KeyWordsMark Sig. (2-tailed) ,260 ,308 ,328 ,231 274
N 35 35 35 35 35 35
Pearson 297 177 1 024 037 043
Correlation
Complexity Sig. (2-tailed) ,036 ,308 ,866 ,798 ,766
N 50 35 50 50 50 50
Correlation ,185 170 ,024 1 ,866 -,489
NumberWords Sig. (2-tailed) 199 ,328 ,866 ,000 ,000
N 50 35 50 50 50 50
Correlation 168 ,208 ,037 ,866 1 -527
NumberParagrap Sig. (2-tailed) ,243 ,231 ,798 ,000 ,000
hs
N 50 35 50 50 50 50
Correlation -,256 -,190 ,043 -,489 -527 1
Richness Sig. (2-tailed) ,073 274 ,766 ,000 ,000
N 50 35 50 50 50 50
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We observe another dependency — the quality of the summary is negatively correlated with the
complexity of the original text (Parson Correlation -0.297, p-value 0.03). It seems the more the text is
evaluated as complex (following equation (3), as explained in this section), the worse is the quality of
the summary.

words

This dependency can be interpreted as follows: The term in ARI readability index (see

sentences

equation (3)) expresses a measure of the length of an “average” sentence in the text. As explained, the
summarizers extract (leave in the summary) entire sentences, having calculated first scores concerning
the words inside of each sentence, sentence by sentence. From where - the dependency we observe.

Conceder we have to express T simple thoughts in a text with N words. The ideal number of sentences
would be T — one simple thought in one sentence. This is an ideal nonrealistic case in which the
average length of a sentence would be N/T and the complexity (difficult readability) measure ARI would
be small. Unfortunately for the summarizers of the considered type, the writing style contains complex
subordinated, fused, concatenated etc. sentences, expressing more than one simple thought within a
sentence. In result the text is judged as “complex” using expression (3), and the summarizers extract
113 not of T sentences, but of T-K longer complex sentences. That means: 1. each of the longer
sentences is rated (see step 7 of the algorithm) using words which express more than one simple
thought; 2. The summary contains less than T/3 longer sentences which risk being semantically
unrelated, so the coherence of the summary is damaged.

Unfortunately, to solve this problem, one needs syntactic analysis to separate the sub-sentences,
something that we want to avoid.

Analogical reasoning can be applied for the number of paragraphs.

The other path of reasoning in our analysis is related to the result concerning the dependency of the
quality of the summary with the richness of the original text.

The formula (1) applied to calculate the scores does not take into consideration the use of synonyms.
However, the writings of higher quality avoid the use of one and the same word several times, writers
look for synonyms to make the text less repetitive and following expression (4) it becomes “richer”.
Obviously that influences the frequencies used to calculate the scores and the quality of the summary.
Once more time the problem touches semantic questions. However, this behavior of the algorithm can
be adjusted using synonym dictionaries in a convenient way.
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Conclusion

We have introduced several modifications in OTS that are showing promising results for improved
quality of the summaries and keyword extraction. We found that the results are still not statistically
significant and we did an analysis of the parameters of the original text and the quality of the summaries
of extraction-based type. Our results show paths for further improvement of this type of summary
generation.
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ABTOMATU3NPOBAHHbIA AHANN3 TEMATUKW TEKCTOB HOBOCTEM

Anna 3aboneeBa-3oToBa, Anekcen lNetposckun, KOnusa Opnoea, TatbaHa LLinToBa

AHHOmauyus: B pabome paccmampueaomcs 803MOXHbie Nodxodbl K asmomamu3uposaHHOMY
aHanu3y mekcma HOBOCMelU C NOMOWbK an2opummos Knacmepusauuu MmeKcmos, U3GNeqeHUs
KIH0YesbIX Clo8 U GhopMUpOBaHUs ceMaHmuyeckoli cesiaHocmu 6Grokog mexcma. Ocoboe eHUMaHUe
yOerneHo 8bIF8IeHU MeMamuKu U CoXemos Hosocmed.

Knroyeeble cnoea: nomok Hogocmel, memamu4yeckas Knacmepusayusa mekcmos, u3sredyeHue

KITKOYEBbIX €108, CeMaHmuyeckas cesi3Hocmb 6710K08 mekcma

ACM Classification Keywords: A.0 General Literature - Conference proceedings

BBepaeHue

Mpobnema CHWXEHUS WHAOPMALMOHHON Neperpysku nwogei, B 0COOEHHOCTM MOMb30BaTenen
WHTepHETa 1 coumanbHbIX CETEN, CTaHOBUTCS BCE Bonee akTyanbHoi. Kak cooblyaeT amepukaHckas
nccneposatenbckas cnyxba Cyveillance, B Hauyane XXI Beka konnyecTBo CTpaHuy B WHTEpHeTe
npeebicMno 4 Mnpg, W C KaxabiM OHEM YBENMYMBAETCA Ha 7 MIH. Temnbl pocTa ayautopuu
OHJaHOBbIX HOBOCTHbIX PECYPCOB NPaKTUYECKW BABOE NPEBbILIAOT TEMMbI pOCTa 06LLEN YACTIEHHOCTH
nonb3osatenen MHTepHeTa. bonbLuyld YacTb MHGOpMaLUMK, ¢ KOTOPOM UMEKT Aeno nonb3osarteny,
COCTaBNSAIOT «CbIPble» HECTPYKTYPUPOBaHHbIE AaHHbIe. [103TOMY Bennka noTpebHOCTb B 9 dEKTUBHbIX
TEXHOMOMUSX aBTOMATWU3MPOBAHHOIO aHammu3a MHQOpMauuu, NpPeacTaBeHHON Ha eCTECTBEHHOM

A3bIKe, BbIABNEHNA rpynn CEMaHTU4ECKN NMOXOXNX TEKCTOB.

CyliectByeT [O0CTAaTOYHO MHOMO MPOrpamMMHbIX MPOAYKTOB, MPEAOCTaBASOWMX (PYHKLAW aHanu3a
TEKCTOBbIX AOKYMEHTOB. Cpeamn oTevecTBEHHbIX cucteM otmetum TextAnalyst, Galaktika-ZOOM, w3
3apybexHbIX — MOLLHbBIA MHCTPYMeHT aHanu3a TekctoB IBM Text Miner. B TextAnalyst umetotcs onuum
CO3[aHUS CEMaHTW4YeCKOW CceT BOoMbloro TekcTa, NOATrOTOBKWA —aHHOTauWW, aBTOMATUYECKOM
Knaccudumkaumm n knactepusaumm tekctoB. IBM Text Miner copgepxut yTunnuTel Knaccudukaumy,
Knactepusauum, Noucka Krnto4eBbIX CMOB W COCTABMIEHNS aHHOTaLuK TekcToB. OfHaKo 3Tu nporpamMmbl

He HanpaBneHbl Ha 06paboTKy HOBOCTHbIX CTaTeN.

Poccuiickas cuctema AHgekc HoBOCTU NO3BONSET aBTOMATUYECKM rpynnupoBatb AaHHbIE B HOBOCTHbIE

CIOXKETbI M COCTaBNATb aHHOTALWW CTaTel Ha OCHOBe KnacTepusaumumn JokymeHtoB. Cepauc InfoStream,
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obecneunBaeT JOCTYN K ONEPaTUBHON MHGOPMALMM B MOMCKOBOM PEXMME C Y4ETOM CEMAHTUYECKOM
Brm3octn pokymeHToB. MobunbHbIN arperatop HoBocTen Summly, ucnonb3yemblin komnaven Yahoo!,
TaKkKe OCYLEeCTBNAET rpynnupoBKy HoBocTen no Temam. OpfHako npunoxeHne abCcomoTHO
HenpuMeHUMo Ans 06paboTkM TEKCTOB HA PYCCKOM A3bIKE.

Takum 00pasoM, CyLIECTBYIOLME MPOrpaMMHble CUCTEMbI HE PELalT MOCTaBneHHyl npobremy
MoNHoCTbI0. B paboTe npeanoxeHa MeToaMka KOMMMEKCHOTO aHann3a TeKCTa HOBOCTEN, OCHOBaHHas!
Ha KOMOWHALMM anropuTMOB TEMaTU4YECKO KnacTepusauuu TEeKCTOB, CTaTUCTUYECKMX anropuTMOB
WN3BNEYEHNS KIOYEBbIX CMOB 1 anropuTMOB (hOPMUPOBAHMS CEMAHTUYECKON CBA3HOCTM GIIOKOB TEKCTa.
MpoBeaeHa anpobaLysi METOANKM NpU OH-NaitH 06PaboTke MOTOKOB HOBOCTHBIX MHTEPHET-CTATEA.

O6paboTka n aHanu3 TeKcTa HOBOCTH

AHanmn3 HOBOCTHbIX TEKCTOB BKIMIOYAET B Ce651 TEeMATMYECKYHO KNAaCTepn3aLmIo TEKCTOB W NOCIEAYHOLLYIO
komnnekcHyto o6paboTky ctaten. B ocHoBy npeanaraemon 060OLLEHHON CTPYKTYpbl TEKCTA HOBOCTY
(puCyHOK 1) NONOXeEH NPUHLMN «NEPEBEPHYTON NMpaMKabI», KOTOPbIN TPEBYET pa3MeLLeHne OCHOBHON
WH(OpPMaLMK B CaMOM Havasne maTepuana 1 nocneayloLiee ee packpbiTe B AeTansx ganee no TexkcTy.

Lead

Main facts -
2nd paragraph

main facts -
e Background

_ (context)
Details

PucyHok 1 — CTpyKTypa HOBOCTHOrO TeKcTa.
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3aronoBoK HOBOCTW OTpaxaeT ee Temy U cogepxut He 6onee 10 cnos (okono 80 cumeonos). Tak, ans
npumepa, B fAHaekce otobpaxaetcs B 3aronoske He Gonee 15-Tm cnos, Google nokasbiBaet go 70
Cros.

OcHoBHble (haKTbl, Kacawowwmecs cobbiTns, npeactaenatcs B 1-2 ab3auax, M COCTaBNsAT TaK

Ha3blBaeMy0 BBOAHYH YacTb (lead), koTopasi OCBELLAET rMaBHy TeMy HOBOCTH!.

3-n n nocnegywowme absaupl coctaBnsloT KoHTeKCT (background) HosoctW. Kak npasuno, 3gech

PacKpbIBAKTCA AeTanu NPOUCXOASLLEro, JAeTest MHGopMaLMs, HanpsiMyto KacaloLLasicsl HOBOCTHY.

Takum obpasom, ans cogepxaHus HosocTtu cnpasegnumea gopmyna: (Who? + What? + Where? + Why?
+ When? + How?) [do6pos, 2010]. 310 TaK HasbiBaembln 3akoH «nsti W u ogHoro Hy,
npunuceiBaemblin P.Kunnuury. Ecnv Gbl BCe HOBOCTHbIE COOBLLEHNUS CTPOMMUCE MO e4UHON CTPYKTYpE,

TO peLleHne 3agavm TemMaTu4eckoro aHanmn3a TeKCToB HOBOCTEMN MOrO Bbl 3HAYUTENBHO YNPOCTUTLCA.

Mpouecc 06paboTku 1 aHanK3a TEKCTa HOBOCTU MOXHO pa3buTb Ha HECKOMNbKO 3TamnoB.

pachemaTnyecknit aHanu3 npeacTaBnseT cobon HavanbHbIN 3Tan 06paboTky TekcTa, B X04e KOTOPOro
BblpabaTbiBaeTcsd WHGopMauus, Heobxogumas Ans AanbHenwen obpaboTku MOPGONOrMYECcKUM 1
CUHTaKCMYeckuMm aHanusatopamu. B 3apady rpaemartmyeckoro aHanusa BXOOWUT BHYTPEHHEE
npeacTaBneHne cTpykTypbl HoocTu: T = <P, S, W>, roe P — ab3aupl, S — npegnoxenus, W — cnosa.
[Mpu 3TOM HEOBXOAMMO KOPPEKTHO BbIAENUTL 3aronoBOK U NepBoe NpeasioxeHne absaua, coaepxallee

OCHOBHbIE (*)aKTbI CTatbMu.

Cnegylowmm  aTanoMm  SBnseTcs  MOPQONOrMYeckin aHanmu3, LUeMnb  KOTOPOro — MOCTPOEHMe
MOP(ONOrMYECcKol MHTEPNpPETaLUU CMoOB BXOOHOrO Tekcta. Bce MeToabl MOXHO pasgennTb Ha
CNOBapHbIE U BEPOSATHOCTHO-CTaTUCTMYECKME (6€3 MCnonb3oBaHMsa cnosaps). Hegoctatkamm BTOPbIX
aBnaTcs bonbwon obbem NEKCUKOHOB, nioxas pabota Ha Manoit BblIOOPKE, OTCYTCTBME TOYHbIX
NUHrBMCTUYECKUX MeTogoB. CrioBapHbIA METOZ OCHOBaH Ha MOAKIIOYEHMM crioBapsi (Tesaypyca), Aaet
MakCMMarnbHO MOMHbIN aHanu3 cnosodopmbl. [ns aaHHoro Gnoka uenecoobpasHo MCMonb3oBaTb
mopdonoruyeckme bubnuotekun, Hanpumep, Lemmatizer, FreeLing, NLTK, MCR, tokenizer [Muxaiinos
un ap., 2009].

CuHTaKkcMyecknii aHannW3 paccMaTtpuBaeTCcs kak 3ajava MoCTPOeHUs [epeBa  3aBUCUMOCTEN
NPEANOXeHNs:, B Xo4e KOTOPOro NPOUCXOAMT BbILENEHNEe CUHTAKCUYECKUX KOHCTPYKLMIA, OnpeaeneHne
CBA3HOCTN W nopunHeHusi dparmeHToB [Grune, 2012]. [Ana nmoucka KYeBbIX CroB pa3paboTaH
anroput™ [Soloshenko et al, 2014], coyeTalowmin BbiAeNeHNe UMEHOBAHHbLIX CYLIHOCTEN U3 TekcTa
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HOBOCTU (Ha OCHOBE pe3ynbTaToB MopdoaHanu3sa 1 noakntodaemoro mogyns PullEnti), nogcyeT Beca
CnoBa C Y4€TOM YacTOTbl €ro BCTPEYaeMoCTH (PUCYHOK 2). [MoporoBoe 3HaueHne 4ns NpusHaHus cnoea
KMoYeBbIM 330aeTC 3HAYEHWEM OTHOCUTENbHOM YacTOTbl BCTPEYaeMOCTW CoBa-kaHaugata B
KIloYeBble CroBa, C WHOEKCOM, paBHbIM 0,2XKONMYECTBO CYLUHOCTEW. Takoe 3HaueHue onpeneneHo
aKCnepuMeHTanbHoO Ha Bblbopke 13 100 TekcToB.

C Hauano )

¢ Bxoga: cnoBa n OTHOCUTENIbHAA
4acToTa UX BCTPEYAEMOCTU

MoWUCK cylHOCTEN - KaHAUAATOB
B K/1lO4EBbIE C/10BA

v

BbluncneHune nopora,
onpeaenatoLLero, ABNAETCA n
C/10BO KJ/IOYEBbIM

v

[ns KaxkaoM CyLHOCTH B
TeKcTe

BeC C210Ba > NOPOT.
3Ha4YeHUA

OTHOCUM CYWHOCTb K K/N1l04EBbLIM
caoBam

\ 4 Bbixoa: Kntouesble cnoBa

< KOHeLll > n nx sec

PucyHOK 2 — AfIropuTM noucka KntoyeBbIX gpa3s B TEKCTE.
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CTpyKTYypy COBOKYMHOCTM 3HaHWiA S TEKCTa HOBOCTH MOXHO OnpeaenuTb cneaytowm obpasom : S = {M,
F}, roe M — MHOXeCTBO BCeX MOHATUM AaHHOM COBOKYMHOCTW 3HaHUM, F — OTHOLLEHME «CMbICIoBas
cBA3by». B kavectBe hopmanbHON MOAENU CTPYKTYPbl 3HAHWMA MOXHO MCMOSIb30BaTb CEMaHTUYECKYHO
CeTb, OMNpeaensieMylo Kak opueHTMpoBaHHbIM rpad G = (E,V), rae E — MHOXECTBO BepLUH,
NOCTaB/IEHHOE BO B3aWMHO OAHO3HAYHOE COOTBETCTBME C MHOXECTBOM MOHATUMA, V — MHOXECTBO
OPWEHTMPOBaHHbIX Ayr. [lyra BbIXOAMT M3 BEPLUMHbLI, COOTBETCTBYIOLLEN OCHOBHOMY MOHATMIO A, U
BXOQMT B BEPLUMHY, COOTBETCTBYIOLLYIO MOHSATMIO, KOTOPOE COYETAETCS MO CMbICMY C MOHATMEM A
[MaweukuH n gp., 2011; Dmitriev et al, 2013]. Takum obpasom, cogepkaHne HOBOCTU MOXKHO HarnsgHo
NPEACTaBUTb B BMAE KIKOYEBbIX MOHATUMM W CBA3E Mexay HumM, nnbo B BMAe TaK Ha3blBAaEMOWA
WHTENnEeKTyansHoM kapTel (mind map).

MoacyeT Beca MpeasioKeHUst MpW MOCTPOEHUN AHHOTALMWM OCYLLECTBIISIETCS B 3aBMCMMOCTW OT €ro
HaXxOXaeHWs B TEKCTE HOBOCTY 1 paccumThIBaeTCs No hopmyne:

Ws = N(kw)-RF(kw)-WP C, (1)

3pecb Ws — Bec npeanoxennsi; N(kw) — KONUYECTBO BXOXOEHWN KITIOYEBOrO CrioBa B MPeariokKeHNe;
RF(kw) — oTHoCUTENbHAs YacToTa KroveBoro crioea; WP — 0THOCUTENbHbIN BEC Naparpadia B TEKCTE,
pasHbin 0.35 ana nepsoro naparpada, 0.2 ans sToporo naparpada, 0.1 ansg octanbHbIX naparpagos
(koHTekcT); C — KoathpuUMEHT 3HAYMMOCTY NPeanoXeHUs BHYTPU naparpada, paeHbi 1.0 ans nepsoro
npeanoxexus B absaue, 0.8 ans octanbHbix npeanioxernin [Soloshenko et al, 2014]. B utorosyto
aHHOTaUMI0 B 3aBMCUMOCTW OT 33[aHHOTO KOI(PMUUMEHTA CXaTUS BKMOYAKOTCA MPEAnoXeHns ¢
HanMbOoNbLUMM BECOM.

MeTtoabl TemaTuyeckon Knactepusauunm TeKCToB

HanoMHuM ocHoBHbIe noHsTUS. Knactepusaums — pasbreHne MHoxXecTBa 06beKTOB Ha NMOAMHOXECTBA
(KnacTepbl), YACNO KOTOPbIX MOXET OblTb MPOM3BONbHBIM MMM UKCUPOBaHHLIM. OCHOBHbIE TPYMMbI
anropuTMOB KrlacTepu3aLmun: nepapX4eckue u Hemepapxudeckue, YeTKMe 1 HeyeTkne. Mepapxmudeckue
anropuTMbl CTPOSIT HECKONbKO pa3bueHnit UCXOOHOTO MHOXECTBa OOBEKTOB Ha HemepecekaroLmecst
knacTepbl. Pe3ynbTaToM SIBNSIETCS [epeBo KNacTepoB, KOPEHb KOTOPOrO — BCE UCXOAHbIE 0OBLEKTHI, a
NCTbS — UTOTOBbLIE KnacTepbl. Henepapxuyeckue anroputMbl CTPOST OAHO pa3bueHne 0OBLEKTOB Ha
3a[aHHOE YMCNO KracTepoB. YeTkue anropuTMbl ONpeLensioT NPUHALMEXHOCTb KaXAOrO WCXOAHOTO
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0bbekTa TONMbKO OAHOMY Kractepy. HeyeTkue anropuTMbl CTaBST B COOTBETCTBUE KaxOOMY OOBeEKTY
CTeneHb ero NPUHaANEXHOCTU K HeckorbkuM Knactepam [Bandyopadhyay et al., 2013].

Wepapxuyeckme anropuTMbl PasAenslTcs Ha arnomepaTtuBHble (BOCXOLALUME) U AMBU3MMHbIE
(Hucxopsime). [epBble CTPOST KnacTepbl CHU3Y BBEPX, HAYMHAs C MHOXECTBAa KracTepos,
COfepXallux MO OfHOMY OAMHOYHOMY OOBLeKTy, 3aTem MoCneaoBaTeNbHO OObEANMHSAT napbl
KnacTepoB, Noka He NonyyaT OAWH KnacTep, COAepXalLluii BCe UCXOfHbIe 00beKTbl. BTopble pasbusaroTt
KnacTepbl CBEPXY BHI3, HAYMHAS C OAHOIO KnacTepa, KOTOPOMY MpUHaANEXaT BCE UCXOaHble 0OBEKTHI,
3aTeM 3TOT KnacTep AeNUTCs Ha [Ba U Tak PeKypCUBHO A0 TeX Mop, Noka Kaxablil OOBbEKT He OKaXeTCs
B CBOEM oTaenbHoM knacTepe. OCHOBHOE MX pasnuuuMe 3aknioyvaeTcss B BbiDOpe KpuTepus,
NCMONb3YEMOrO AMNsl MPUHATUS PELLEHUst O TOM, Kakie KracTepbl CrieayeT 00beanHUTb Ha TekyLieM

Lare anroputma. bonbluoe pacnpocTpaHeHe Nonyymnu creaytoLme Kputepum:

- OAMHOYHas CBA3b (MUHUMarbHOE PAacCTOSIHUE UMW MAKCUMarbHO CXOACTBO) — CXOACTBO MEXAY ABYMS
Hanbonee nNoxoxumm obbekTamu/knactepamu;

- NOSHas CBSA3b (MaKCUManbHOE PaCcCTOsHWE UMK MUHUMANbHOE CXOACTBO) — CXOACTBO MEXAy AByMst
Hanbonee Henoxoxumn obbekTamu/knacTepamu;

- TPyNnoBOE YCPEAHEHWe BCeX nokasaTeneil CXOACTBa — CXOACTBO ABYX KNAcTEPOB €CTb CpeaHee
CXOLCTBO BCEX Nap 0ObLEKTOB, BKMOYas Mapbl OOBLEKTOB M3 OOHOMO KnacTepa, uckntodas 6mmsocTb
obbekta camomy cebe;

- LUEHTPOUAHbIN METOS;
- MeTog Yopgaa.

Anroputm k-CpefiHNX HaunMHaeT C HEKOTOPOTO HayanbHOro pas3bueHus OGLEKTOB Ha 3apaHee 3agaHHoe
YMCMO KNacTepoB UM YTOYHSIET €ro, ONTUMU3NPYS LieneByro YHKUMIO — CpeaHeKBaapaTuyHyo oLwmMoky
KnacTepu3aLlm Kak CpeHEKBaApaTUYHOE PacCTOsHIE MeXdy 0ObEKTaMM U LIEHTPaMI WX KIacTepoB:

oD,CY=% 3 ||d —i, | 2)

j=lidiec;
roe pj — uentpoug knactepa Cj. OBbIMHO MCXOOHbIE LEHTPbI KNacTepoB BblOUPAOTCH CRyyYanHbIM
obpasom. 3atem kaxgbll 0ObEKT MpucBaMBaETCA TOMY Knactepy, Yen LiEHTp siBnsieTcs Haubonee
Onu3KkUM [OKYMEHTY, 1 BbINOMHSIETCS MOBTOPHOE BbIYMCNEHWE LEHTPa Kaxdoro Kractepa Kak
LeHTpoMaa, Unm CpedHero CBOMX YreHoB. Takoe nepemelleHne 0ObEKTOB M MOBTOPHOE BbIYMCIEHNE
LEHTPOMAOB KNacTepoB NPOLOMKaeTCs 40 Tex nop, noka He ByaeT AOCTUrHYTO YCMOBME OCTAHOBKM,
Hanpumep: (a) AOCTUrHYTO NOPOrOBOE 4YMUCNO WTepauwir, (6) LeHTpouabl KnactepoB Oorblie He
N3MEHSIOTCS, (B) JOCTUTHYTO NMOPOrOBOE 3HAYEHME OLLMBKM Knactepuaaumm.
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HeueTkuin anroputm knaccudomkaummn k-cpegmnx FCM oTHoCMT kaxablii 06bekT K Bonee Yem ogHOMY
knactepy. Kak M ero YETKMN BapuaHT, [aHHbIN anropuTM, HauMHas C HEKOTOPOro HayarbHOro
pasbueHns LaHHbIX, UTEePaTUBHO MUHUMUMPYET LENeBylo (yHKLMIO, KOTOPO SBRSETCH creayloLee

BblpaXeHue:

e,(D,C)=3Su"||d 1, (3)

i=1 j=1
rae m— CTeneHb HeYeTKOCTH, 1<m<eo, Uj - CTENeHb NPUHALNEXHOCTY i-ro 06bEKTa j-My KracTepy.

AnroputM MUHUManNbHOTO MOKpbIBatowero aepesa MST cHauana cTpouT Ha rpade MUMHUMAnbHOE
NOKpbIBaloLLEe AePEBO, a 3aTeM nocrnefoBaTenbHo yaanset pebpa ¢ Hanbonblwum BecoM. Ha pucyHke
3 1300paxeH0 MWHMManbHOE MOKPbIBAKOWEE AEPEBO, NOMy4YeHHOE AN AeBATM 06bekToB. [yTéM
yoaneHus cBssu, nomedveHHon CD, ¢ gnuHom paBHOM 6 eguHuuam (pebpo ¢ MakcuManbHbIM
pacctosiHueM), nonyyaem aea knactepa: {A, B, Cyn {D, E, F, G, H, I}. Bropoi1 knactep B fanbHenLem
MOXeT ObITb pa3aenéH ewé Ha aBa knactepa nyTém yaaneHus pebpa EF, kotopoe nmeet gnuxy 4,5
eanHuuel [Pera et al., 2012].

X

PucyHok 3 - Mnntoctpauus anroputma MST.
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Anroputm camoopranusytowmxcs kapt (Self Organizing Maps — SOM) Obin npeanoxexsl Ans
BM3yanu3auuMm W Knactepusauuu daHHblX. Buayanusaums  gaHHbIX  OCYLLECTBASIETCA  NYyTEM
NPOELMPOBaHNA MHOrOMEPHOTO NPOCTPAHCTBA AaHHbIX B ABYMEPHOE MPOCTPAHCTBO — KapTy AaHHbIX.
Takas KapTa, MOCTPOEHHas AN MaccuBa MOMHOTEKCTOBLIX AOKYMEHTOB, MOXET CRyXWTb Kak
MOMCKOBLIN MEXaHM3M, anbTepHATWBHBIA NOWCKY MO 3anpocy, npegnaraownii 0630p/HaBuUraumo no
konnekumn gokymeHtoB [Kiryakov, 2004]. Vges anroputma 3akniodaetcs B TOM, 4Tobbl 00y4MTb
HEeMpOHHyIo ceTb 6e3 yuntens. CeTb COCTOMT W3 HEKOTOPOrO YMCra HEMPOHOB, YNOPSZOYEHHBIX NO
y3nam [ByMepHOM CeTKU. Kaxabln HEMPOH MMEeEeT KOOPAMHATbI B UCXOLHOM | 7 |-MEPHOM NpoCTpaHCTBe

LOKYMEHTOB ¥ [JBYMEPHOM NPOCTPaHCTBE KapTbl. B npouecce 06yyeHnst HeMpOHbI YNopsAo4MBaloTCS B
NPOCTPaHCTBE AOKYMEHTOB TaK, YTOObI Hamnyywmm obpa3oM onucatb BXOLHOW MacCuB AOKYMEHTOB.
OTOT NpoLecC ABNSETCA MTEpaUMOHHbIM. Ha kaxzgoin wutepauuv f cryydaiHeiM obpasom BblGMpatoT
AOKYMEHT dj 13 BXOLHOTO Maccyea D; HaxoasT HenpoH-nobeautens me, Gnvxanwmin K JOKYMeHTy dj;
KOPPEKTUPYIOT Beca coceielt HenpoHa-nobeanTens: m, (t +1y = m.(t)+ h,,(t)[d, — m,(1)] -

AnropuTMbl rpynnoBOi MEPAPXMYECKON N HeWepapXxmyeckon Knactepusaumn o6beKToB paspaboTaHbl
ANs cnydvaes, korda OOBEKTbI MOrYT MPUCYTCTBOBATb B HECKOSbKWX Pa3nMYalomMXCs Bepeusix
[Petrovsky, 2003]. O6bekTbl, OMUCbIBAEMblE MHOMMMU KOMWYECTBEHHBIMU W/WMK  KAaYeCTBEHHBLIMU
npu3Hakamy, pPacCcMaTpuMBAOTCA KaK TOYKM METPUYECKOrO NPOCTPAHCTBA  MYNbTUMHOXECTB
[Metposckuit, 2003]. MpuMepoM MOXKET CRYXWUTb OOHA M Ta e HOBOCTb, COAEPXaLlascs B pasHbIX

TeKCTax unm Ol'ly6J'IVIKOBaHHaFI HECKOJTbKO pa3 B Pa3HOE BpeEMA.

Mpu BbIGOpE ONTUMANbHOMO anropuTMa KnacTepusauuu MOoTOKa TEKCTOB HOBOCTEM HeobXxoanmo
y4uTbIBaTb €r0 CREAytLLne 0COBEHHOCTU: NOCTOSHHO PacTyLLas Konnekumus AOKYMEHTOB, O4HA U Ta e
CTaTbsl MOXeT OTpaxaTb HECKONMbKO CHKETOB, HOBOCTM MMEIOT OMpefeneHHy CTPYKTYpYy TeKCTa,
pasHble YacT [OKYMEHTa [LOSMKHbl MMETb Pa3fMuHbIA BEC MPU HaXOXAeHWn Grm30CTh, CloXeTbl W
LOKYMEHTbI MOTYT UMETb NepeKpecTHble CCbINKX Apyr Ha apyra. [ns paboTbl ¢ HOBOCTHLIMM TEKCTaMu
KenatenbHo, 4Tobbl anroputM Obin HEMepapXMYeckUM, HEeYeTKUM, WHKPEeMEeHTanbHbIM. [loaTtomy
Hambonee NepcnekTMBHLIM 471 AaHHOW 3aauu BUAMTCS npuMeHeHne anroputma FCM unu HempoHHbIX
ceTen.
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Anpobauua metogmuyeckoro nogxoaa

[na npoBepku NPEANOXEHHOr0 NOAXof4a K TEMATMYeCKOW KnacTepusauuu TEKCTOB HOBOCTEN Obina
CO30aH NPOrpaMMHbIA KOMMIEKC, OCHOBAHHbLIN HA MPUHLMNE MHOFOKOMMOHEHTHOCTW MPOrpamMMHOro
obecneyenns [Zaboleeva-Zotova et al, 2013], a Takke npoBegeH akcnepumeHT [ConoweHko u ap.,
2014], uenb KOTOPOro — AokasaThb, YTO 3a CYET aBTOMATM3aLMKM 0B6paboTKM CTaTeit HOBOCTHOrO NOTOKA
CHM3MNOCL Bpems Ha 0BpaboTKy M MOBBLICUNOCH Ka4yecTBO 0BpaboTKM HOBOCTHBIX MHTEPHET-CTAaTEN.

Bbinu nonyyeHbl cneaytowme pesynbTarbl.

Bpems 06paboTku TEKCTOB HOBOCTEN YMEHbLIMIOCH KaK MUHUMYM B [Ba pasa. [lpun aTOM Bpems C
MOMOLLbIO NPOrPaMMbl YYUTHIBAETCS HE TOMBbKO HEMOCPEACTBEHHO BPEMS COCTABNIEHWNS aHHOTALWN, HO
1 BpeMsl, HeobXxoanmoe A1 OKOHYaTeNbHON KOPPEKTUPOBKM TEKCTOB (PUCYHOK 4). KayecTBO aHHOTaLum
OLleHMBaroCh JKCnepTamn Mo CriedytowmmM KpUTEPUSM: COXPaHEHUE KMoYeBblX (PaKTOB, CBA3HOCTb
HOBOCTHOW CTaTbl, COXPaHEHWE CUHTAKCMYEeCKOW CTPYKTYpbl TEKCTa MOCMe YAaneHus He3Hayaliux
vacten. Kaxabll u3 kputepueB umen wkany oueHok oT 0 go 10 6annos. Kayectso nomy4eHHON
aHHOTaLMN OLEHMBANoCh Mo CpPedHeMy apubMeTUYecKoMy Tpex nokasaTenei Ansg Kaxaoro TekcTa.
KayectBo aBTOMaTU4Yeckm 0BpaboTaHHbIX TEKCTOB HOBOCTEN OCTarnoCh Ha TOM Xe YPOBHE, YTO W Mpw
aHanu3e TeKCTa Ye0BEKOM.

14000
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PucyHok 4 — 3aBUCMMOCTbL BpeMeHn 06paboTkn OT KONUYeCTBa TEKCTOB.
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3aknioyeHue

AHanu3 HOBOCTHbIX TEKCTOB BKMtoYaeT B cebs 3aaady Knactepusaumm n nocneaytowyto KOMNeKCHyo
obpaboTky crateit. [lpoBedeH aHamu3 noOTOka HOBOCTEW, BblAeneHbl OCOBEHHOCTW AOKYMEHTOB.
[poaHanManpoBaHbl METOAbl KnacTepu3auuu OOLEKTOB, NpPeanoXeHbl anropuTMbl, Haubonee
noaxoAasiuve ansg aHanusa TEKCTOB HOBOCTEW. Peanm3oBaHa 4acTb NMPOrPaMMHON CUCTEMbI NS OH-
NaiH arperauum HOBOCTEN M3 UHTEPHET-UCTOYHUKOB, M NPOBEAEHbI MCCNEeAoBaHMs 3pdheKTUBHOCTY ee

paboTbl.
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Automated Analysis of Thematic of News Texts

Alla Zaholeeva-Zotova, Alexey Petrovsky, Yulia Orlova, Tatiana Shitova

Abstract: The paper deals with possible approaches to the automated analysis of news texts using
algorithms for clustering texts, keywords extracting and forming the semantic coherence of text blocks.
Particular attention is paid to the discovery of themes and subjects of news.

Keywords: stream of news, thematic clustering texts, keywords extracting, semantic coherence of text
blocks.
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