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A METHOD FOR EVALUATION OF INFORMATIONAL SERVICES -
STEP 2: COMPUTING THE INFORMATIONAL SERVICES’
PERFORMANCE PROPORTIONALITY CONSTANTS

Krassimira lvanova, Ivan Ivanov, Mariyana Dimitrova,
Krassimir Markov, Stefan Karastanev

Abstract: Enhancing the hardware power does not cause linear enhancing of the informational services’
performance. To discover the value of growth one has to test both source and enhanced systems
running equal or similar services. If we need to discover the growth of services’ performance for different
computers’ configurations we have to have common basis for comparing one software service with
those of other systems which are tested on different computer configurations. In paper [lvanova et al
2016] the first step of a method for solving such problem was presented. In this paper we outline the
second step of the method. This step consists of computing the informational services’ performance
proportionality constants. Further paper will present the last step of the method. All examples in the
paper are based on results from real experiments presented in the [Markov et al, 2015].

Keywords: Evaluation of informational services; computing the software systems’ performance
proportionality constants.

ACM Classification Keywords: H.3.4 Systems and Software - Performance evaluation (efficiency and
effectiveness); H.3.5 Online Information Services.

Introduction

In series of three papers we present a method for evaluation of informational services. It consists of
three steps:

1. Computing the hardware proportionality constants;
2. Computing the software systems’ performance and proportionality constants;
3. Analysis of experiments: Rank-based multiple comparison.

In the paper [Ivanova et al, 2016] we outlined the first step of the method - computing the hardware
proportionality constants. This step is important due to differences in the hardware and corresponding
operational systems. Further paper will present the third step of the method. Now we will discuss the
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second step of the method: computing the informational services’ performance proportionality constants.
All examples in the paper are based on results from real experiments presented in the [Markov et al,
2015].

Let remember the main problem to be solved.

Enhancing the hardware power does not cause linear enhancing of the informational services’
performance. To discover the value of growth one has to test both source and enhanced systems
running equal or similar software.

In our case we have the same problem. In [lvanova et al, 2016] we show that computer configurations
A, K, B, and C, may be ordered by their Average CPU Marks as well as their General scores. In all
cases we need to discover the growth of software performance for different configurations. This is
needed because we want to have common basis for comparing our load time with those of other
systems which are tested on different computer configurations.

For this purpose we will follow simple algorithm.

Let informational service X is tested on two computer configurations: U and W, where W is enhanced
configuration; and informational service Y is tested on different computer configuration V of the same
class and similar characteristics as U. We have couples (X,U), (X,W), and (Y,V).

Computer configurations U and W are not available for testing and all work has to be done on computer
configuration V.

Computer configurations’ global scores are respectively:
Eu=0.3,Ev=1,and Ew=3.

Xis tested on U by dataset $1 with 200 instances and on W with similar dataset $2 with 250 instances.
Y is tested on configuration V by datasets S1 and S2.
Loading times are respectively:

Lx,u,s1=1000 sec., Lixw,s2=5 sec.;

L(v,v,s1=400 sec., Lv,v,s2=500 sec.
The problem we have to solve is:

“What will be the loading time of informational service Y if it will be run on computer configuration W with
dataset $27” i.e. Livw,s2) = ?.

The algorithm

Firstly we will illustrate the algorithm and after that we will give it in details.

We have the diagram (Figure 1):
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Figure 1. Interrelations between computer configurations

Using published data we may estimate interrelations between computer configurations U and W as well
as between two versions of informational service X run on U and W. We have to use hardware
proportionality constants (given in [lvanova et al, 2016]) to make data comparable and to compute the
ratio coefficient of software growth by dividing the loading time on W by one on U.

To make data from experiments on V comparable with these on U and W we assume that V and U are
from the same class of computer power and there is no software growth for a informational service Y in
the transition from V to U. In other words, to estimate interrelations between computer configurations V
and U we need only hardware proportionality constants. After this step we will have data from
experiments on V transferred for the U, i.e. we will have results from informational service Y as if the
informational service Y is tested on configuration U.

We assume that the possible software growth of informational service Y from computer U to W is the
same as for the informational service X, i.e. we can use the same coefficient for software growth for
systems X and Y. This way we will have comparable data for computer configuration W.
Below the algorithm is given in details:
1. Reduce loading time Lixw,s2) of informational service X, run on computer configuration W and dataset
S2 with |S2|=250 instances, to loading time Lxws2) of X for hypothetical dataset S2’ with
|S2’|=|S1|=200 instances, using the formula
Loxw,s2) = [82°] * (Lixw,s2/ [S2]) =
= |81] * (Lxw,s2)/ |S2|) = 200%(5/250) = 4

2. Compute ratio coefficient of growth Guw from (X,U) to (X,W) by equation:
Guw = Lixu,s1)/Lxw,s2) = 1000/4 = 250
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3. Compute loading time L(v,u,s2) of informational service Y with dataset S2 if it is hypothetically ran on
configuration U, using hardware proportionality constant Hy:

VxU: Hw= EvEy= 1/03 =3.33

and formula:
Liv,u,s2) = Hvu*Liv,v,s2) = 3.33*Lv,v;s2) = 3.33*500 = 1665

4. Compute loading time Lv,w,s2) of informational service Y with dataset S2 if it is hypothetically ran on
configuration W, using ratio coefficient of growth Guw, hypothetical loading time L(v,u,s2), and formula:

Livw,s2) = Lv,u,s2/Guw = Lyv,u,s2) / 250 = 1665/250 = 6.66

This way we have received comparable value of loading time of informational service Y with
informational service X for computer configuration W, i.e.

Lixw,s2=5 sec. and L (v,w,s2) = 6.66 sec.

and we may conclude that informational service X will have a little better loading time than informational
service Y if both are run on computer configuration W with dataset S2.

One may suppose that we may use directly proportionality constant Hwy:
WoV: Hw= EwEv= 3/1 =3
and to reduce L(v,v,s2=500 sec. three times, i.e. 500/3 = 166.66.

This is not correct because the software growth is not taken in account.

We have to calculate possible software growth from V to W again going through U and using Guw to
calculate possible Gyw. This may be done by using the proportionality constant Hyy because we need to
calibrate growth from U to W by hardware proportionality of V and U. In other words, to receive value of
growth Gvw from V to W we have to compute:

Gvw = Guw/Hw
Finally:
Livw,s2) = Lv,v,s2/Gvw

Let see it for concrete values:

Guw = Lxu,s1/Lixw,s2) = 1000/4 = 250

Hw=EvEy= 1/03 =3.33
Gwvw = (Guw/Hwu) = (250/3.33) = 75.07
Livw,s2) = L(v,v,s2/Gvw = 500 / 75.07 = 6.66
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We received the same result as algorithm above. This proves that we have equivalent approaches.

The algorithm may be presented by a formula:

— X
L(Y,W,SZ) - RYVW L(Y,V,SZ)
where
R _ Ev* | S1 | *L(X,W,SZ)
YWOE k| S2 | <L
U (X,U,S1)
ie.
L — EV>‘< | Sl | >|<L(X,W,SZ) * L
(Y ,wW,s2) EU* | 52 | *L(X'U,Sl) (y,v,S2)
where:

— X, Y - informational services;

— U, V, W - computer configurations;

— (X,U), (X;W), (Y,V) - couples “informational service — computer configuration”;

— Eu, Ev, Ew - computer configurations’ global scores;

— §1, S2 - datasets;

— Lxus1), Lxws2, Lyyvst, Lyvvsz, Lywsz - loading times of given informational service,
computer configuration, and dataset;

— Hw - computer configurations’ proportionality constant;

— Guw - ratio coefficient of growth of informational service during migration from a computer
configuration to enhanced one.

Experimental environment

Our experimental environment includes informational services, computer configurations, datasets and
experimental data like published benchmark results, different constants, ratio coefficients, etc.
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The main elements of our experimental environment (for concrete names see [Markov et al, 2015]) are:

Informational services to be compared are: R, V, J, and S.

V, J and S have several variants depending of databases used. These variants have
different loading times on the same computer configurations. In our comparisons we
will take the best result from the all benchmarks on given configuration.

Computer configurations used for benchmarking are A, K, B, C;

Couples “informational service — computer configuration” are:

(R, K);

(V, A), (V, B), (V, C);

(J,A), (4, B), (J, C);

(S, A), (S,B), (S, C).

Computer configurations’ global scores are Ea, Ek, Eg, and Ec;

Middle-size datasets are: B5S0K; H.nt; B250K; G.nt; B1M; B5M.

Large size datasets are: l.nt; B25M; B100M.

Proportionality constant between computer configurations K and A is Hka [Ivanova et al, 2016];
Ratio coefficient of growth of informational services during migration from computer
configuration A to enhanced ones B and C are Gas and Gac;

Corresponded loading times L will be presented at the places where they will be used.

Software proportionality constants

To provide concrete comparisons of our experimental loading time data, we have to compute Hka, Gas,

and Gac.

For purposes of this discussion, it is enough to compute average constants Hka, Gas, and Gac based on

average loading data for all chosen systems. We will use published benchmark results (done by Freie

Universitat Berlin, Web-based Systems Group (BSBM team)) and available both as printed publication

and free accessible data in the Internet.

Software proportionality for configurations K, A, and B

Benchmark results for dataset S1 (H.nt; 200 036 instances) used for benchmarks on Configuration A

are published in [Becker, 2008] and reproduced in Table 1.
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Table 1. Benchmark results for dataset S1 (H.nt)

system loading time | the best time
in seconds in seconds
vV 1327 1327
J Variant 1 5245
J Variant 2 3557 3557
J Variant 3 9681
S 2404 2404
Total average time in seconds: | 2429.333

Benchmark results for dataset S2 (B250K; 250 030 instances) used for benchmarks on Configuration
B are published in [BSBMv2, 2008] and reproduced in Table 2.

Table 2. Benchmark results for dataset S2 (B250K)

system loading time in seconds
\ 33
J 24
S 18

Total average time in seconds: | 25
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Due to equal informational services and range of their loading times on the same computer
configuration, we will use total average times as loading times of virtual informational service X, i.e.
Lixas1) = 2429.333 and Lixg,s2) = 25.

Following our algorithm, we reduce loading time Lxgsz of virtual informational service X, run on
computer configuration B and dataset $2 with |$2|=250 030 instances, to loading time Lxg,s2) of X for
hypothetical dataset $2’ with |S2’|=|S$1|=200 036 instances, using the formula

Lssz) = [91] * (Lixaszy/ [S2]) = 200036*(25/250030) = 20.00.

We compute ratio coefficient of growth Gag from (X,A) to (X,B) by equation:

Gag = L(X,A,S1)/|-(X,B,SZ’) =2429.333/20 = 121.46665.

Hardware proportionality constant Hak is:

AxK: Hak= ExlEa= 1/032 =3.125

Really measured R loading time on Configuration K for dataset S2 is 575.069 sec. We compute loading

time L(ra,s2) using formula:

Lras2) = Hak"Lrks2) = 3.125*575.069 = 1797.09.

At the end, we compute loading time Lrp;sz of informational service R with dataset S2 if it is
hypothetically run on configuration B, using ratio coefficient of growth Gag, hypothetical loading time
LrAs2), and formula:

LrB,s2) = Lras2/Gas = 1797.09 / 121.46665= 14.796

To verify our computations and to show the easiest way to find L(r g,s2), we will use our formula

_ *
L(RDFArM,B,SZ) = RRDFArM,K,B L(RDFArM,K,SZ)

i.e. we have to compute Rrk,g one time and to use it in benchmarks for all datasets. Rrkg may be
computed by formula:
EK* | S1 | *L(X,B,SZ)

RDFArM,A,B — * *
o E,*|S52] L(X,A,Sl)

R

or in linear view:
Rrkg = (Exk * [$1] * Lixgs2) / (Ea ™ [S2] * Lixast) =
=(1*200036 * 25) / (0.32 * 250030 * 2429.333) =
= 5000900 / 194369961.5968= 0.025729.



International Journal "Information Models and Analyses"” Volume 5, Number 3, 2016 211

We compute loading time L(rg,s2) of informational service R with dataset S2 if it is hypothetically run on
configuration B, using ratio coefficient Rrxg:

LrB,s2 = Lrks2) * RrRkg = 575.069 * 0.025729 = 14.796.

We receive the same result.

Software proportionality for configurations K, A, and C

Software proportionality for configurations K, A, and C will be computed based on the performance of
systems V and J because missing information about S in the benchmark publications.

Benchmark results for dataset $1 (I.nt; 15,472,624 instances) used for benchmarks on Configuration
A are published in [Becker, 2008] and reproduced in Table 3.

Table 3. Benchmark results for dataset S1 (l.nt)

L the best time
system loading time in seconds |
in seconds

v 7017 7017
J Variant 1 70851
J Variant 2 73199 70851
J Variant 3 734285
Total average time: 38934

Benchmark results for dataset $2 (B100M; 100 000 748 instances) used for benchmarks on
Configuration C are published in [BSBMv6, 2011] and reproduced in Table 4.
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Table 4. Benchmark results for dataset S2 (B100M)

system loading time in seconds
vV 6566
J 4488
Total average time: 5527

Following our algorithm, we reduce loading time Lx.csz of virtual informational service X, run on
computer configuration C and dataset S2 with |S2|=100 000 748 instances, to loading time Lix,c,s2) of X
for hypothetical dataset S2’ with |S2’|=|S1|=15 472 624 instances, using the formula:

Lixcs2) = [$1] * (Lixcs2)/ [S2]) =
= 15472624*(5527/100000748) = 855.166.

We compute ratio coefficient of growth Gac from (X,A) to (X,C) by equation:

Gac = Lixast/Lixc,s2) = 38934/855.166 = 45.528.

Hardware proportionality constant Hak is:

AxK: Hak= ExlEa= 1/032 =3.125.

Really measured R loading time on Configuration K for dataset S2 is 43652.528 sec. We compute
loading time Lr.a,s2) using formula:

Liras2) = Hak'Lrks2) = 3.125%43652.528 = 136414.15.

At the end, we compute loading time Lrc,s2) of system R with dataset S2 if it is hypothetically run on
configuration C, using ratio coefficient of growth Gac, hypothetical loading time Lras2), and formula:

Lrc,s2) = Lras2)/Gac = 136414.15/45.528= 2996.27 sec.
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To verify our computations and to show the easiest way to find Lrc,s2), we will use our formula

= *
L(RDFArM,C,SZ) - RRDFArM,K,C L(RDFArM,K,SZ)

i.e. we have to compute Rrk,c one time and to use it in benchmarks for all datasets. Rrk,c may be
computed by formula:

R _ EK* | S1| *L(X,C,SZ)

RDFArM,A,C * *
EA | S2] L(X,A,Sl)

orin linear view:
Rrkc = (Ex * [$1] * Lixcs2) / (Ea ™ [S2] * Lixast) =
= (1* 15472624 * 5527) / (0.32 * 100000748 * 38934) =
= 85517192848 / 1245897319242.24 = 0.068639.

We compute loading time Lrc,s2) of informational service R with dataset S2 if it is hypothetically run on
configuration C, using ratio coefficient Rrc:

Lircs2) = Lrks2) * Rrkc = 43652.528 * 0.068639= 2996.27.

We receive same result.

Ratio coefficients

To compare our results from  experiments on  computer  configuraton K
we will use ratio coefficients:

For published results received on computer configuration A:
Lras2) = Lrk,s2) * 3.125;

For published results received on computer configuration B:
LrB,s2) = Lrks2) * 0.025729;

For published results received on computer configuration C:

Lrc,s2) = Lrk,s2) *0.068639.
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Conclusion

The goal of this work was to outline the second step of a method for estimating further development of
any informational service. This step consists of computing the software proportionality constants and
ratio coefficients.

We assumed that the “software growth” will be done in the same grade as one of the known systems.
Estimation of experimental systems was provided to make different configurations comparable. Using
proportionality formula, experiments become comparable. We have provided series of experiments
which were needed to estimate the storing time of a concrete informational services for middle-size and
very large datasets. Our experimental environment included program systems, computer configurations,
datasets and experimental data like published benchmark results, different constants, ratio coefficients,
etc. All examples in the paper were based on results from real experiments presented in the [Markov et
al, 2015].

A further paper will present the last steps of the method.
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INTELLIGENT FRAMEWORK FOR
RECOMMENDATION OF MOBILE SERVICES TO CONSUMERS

Ivan Ganchev

Abstract: This paper describes an intelligent framework for the recommendation of mobile services to
users, based on a combination of two different approaches. The first one utilizes Wireless Billboard
Channels (WBCs) to push (by broadcasting) service advertisements to mobile users/devices in order to
enable them to discover and associate with the ‘best’ service instances under the Always Best
Connected and best Served (ABC&S) communications paradigm. The second approach uses a
dedicated service recommendation system, which finds and suggests to each individual user the ‘best’
service instances, depending on the current user-, network-, and service context. The main parts of the
proposed framework are explained and the key technological solutions required to support it are
outlined.

Keywords: Ubiquitous Consumer Wireless World (UCWW), Always Best Connected and best Served
(ABC&S), Wireless Billboard Channels (WBCs), Advertisement, Discovery and Association (ADA),
mobile services, service recommendation system, intelligent framework.

ACM Classification Keywords: C.0 GENERAL - System architectures, C.2.1 Network Architecture
and Design — Wireless communication, C.2.4 Distributed Systems — Client/server, D.2.2 Design Tools
and Techniques — Evolutionary prototyping.

1. Introduction

In the near future, a next generation network (NGN) wireless environment, called the Ubiquitous
Consumer Wireless World (UCWW) [O’'Droma, 2007, O’'Droma, 2010], will emerge, where users will act
more like consumers of mobile services rather than subscribers as nowadays. In the UCWW, services
will be available anywhere-anytime-anyhow, will be customized to the user’s needs and adapted to the
current user- and network context, in the best possible way, independent of the user's movement across
heterogeneous access networks, e.g. 3G/4G, Wi-Fi, WIMAX, etc., according to his/her own criteria (e.g.
on the basis of price/performance offerings), while maintaining active service sessions, i.e. without
service interrupting, restarting applications, or losing data. This new communications paradigm, called
the Always Best Connected and best Served (ABC&S) [O’'Droma, 2006], will be facilitated by a novel
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Consumer-Based techno-business model (CBM), which will enable a loose dynamic (even casual)
consumer-type association between mobile users and access network providers (ANPs).

The UCWW could be considered as a global communications environment, which brings a different
approach to the wireless communications business. It will provide greater flexibility and freedom to
mobile users, full user mobility among participating access networks, and a greater degree of service
choice. Besides these new benefits for users, the UCWW has the potential to stimulate the creation of a
number of new interesting business opportunities and to create a more liberal, more open and fairer
wireless marketplace for existing and new ANPs and (mobile) service providers (xSPs), allowing their
primary business success indicator to shift from subscriber numbers to the volume of consumer
transactions. In the future, this will increase the range of competitive price/performance and price/quality
offerings, specialist and niche service offerings, and so forth, all of which will drive forward innovation in
the wireless communications and mobile services market.

To enable this user-oriented, user-friendly, and user-driven ABC&S wireless communication
environment, the mobile user should be made aware of the presence of communications services and
mobile services around him/her. One possibility to accomplish this is to use Wireless Billboard
Channels (WBCs) to solely push (by means of broadcasting) service advertisements to mobile
users/devices in order to enable them to discover and associate with ‘best’ service instances under the
ABC&S paradigm. This technological solution along with the supplementary procedure for services’
Advertisement, Discovery and Association (ADA) is described in greater detail in the next section.

Another option is to use a dedicated service recommendation system, which to do the same without a
need for additional infrastructural network elements, simply by utilizing the (mobile) Internet connection
of users. Details about this option are provided in Section 3. The building of an intelligent framework for
recommending mobile services to users, by combining these two approaches, is described in Section 4.
Conclusions and future research work are presented in Section 5.

2. Wireless Billboard Channels (WBCs) and Advertisement, Discovery and Association (ADA)

Wireless Billboard Channels (WBCs) are simplex push-based channels, used for pro-active
broadcasting of service advertisements to mobile devices (in a particular coverage area) in order to
enable mobile users to discover and associate with ‘best’ service instances (in a background mode of
operation) under the ABC&S communications paradigm (Figure 1). If needed, they can operate also as
down-link (DL) out-band Cognitive Pilot Channels (CPCs).

At first glance, the WBCs may look as a form of CPCs. However, the WBC concept was elaborated in
2004 by two researchers (O’'Droma and Ganchev) at the University of Limerick, Ireland [O’Droma,
2004a]), i.e. a few years before the CPC concept [Bourse, 2007]. The CPC idea was promoted by the
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European Telecommunications Standards Institute (ETSI) [ETSI, 2009] in order to provide collaboration
between networks and mobile devices as to enable the information transfer to mobile devices of
available knowledge of the wireless network environment, including available radio access networks
(RANSs), radio access technologies (RATs), corresponding coverage areas and frequency bands,
network policies, etc. CPCs are used mostly in relation to the wireless communications services’
provision, whereas WBCs provide also (advertisement) information about the (most appropriate to the
user) mobile services, which makes them much richer solution as regards the functionality.

Wireless Billboard
Channels (WEBCs):

Pro-active
Push-based

In background mode
Independent of ANPs

Can operate as
DL out-band CPC

L WikdA K
-IuH{:!Ugar
(ML)

wWBC

Fig. 1. The use of WBCs for the ABC&S realization (adapted from [Ji, 2010a])

If the user (acting as a consumer) is located in the footprints of several wireless access networks, first
thing s/he needs is to discover these networks well enough to make ABC&S decisions in respect of the
various services s/he may wish to access. Second, the user needs to know supplementary information
about the services provided by these networks along with corresponding price policies. Third, s/he
needs to find out what network is best for use for each particular (mobile) service (instance). Information
about all these is provided via the WBC deployed in the area of presence. The user's mobile device can
than compare this information with its own capabilities, the current user profile’s preferences, the current
location, and other contextual information such as the time of day, day of the week, etc. to select (in a
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background mode) the ‘best’ services (instances) for use to achieve a particular goal (e.g. to make a
phone call). As well as advertising the service, the WBC will also provide information to help with the
process of discovering and associating with that service (e.g. access networks’ physical layer
information), [Flynn, 2006]. All this is referred to as the Advertisement, Discovery and Association (ADA)
procedure, which could be (almost) fully automated and completed transparently to the user.

WBCs are wireless equivalent of roadside advertisement billboards and as such could be used as ‘push’
advertisements means for providers (ANPs and xSPs) to let users know about their presence and
current service offerings. After receiving this information in the form of WBC broadcasts, the user's
mobile device would be able to dynamically compile information about available services in the current
location and to match these service offerings against ABC&S criteria under different user/device
roles/profiles, all in all facilitating the ABC&S network-service match decisions and proposing ABC&S
solutions to the user through (optional) device reconfigurability and application service adaptability
functionalities. The user then, according to one of his/her roles, e.g. family parent, will select the
available ‘best’ access network for a particular service and the ‘best’ service instance, using criteria
such as price/performance ratio and current location. For instance, different mobile service and access
network will be selected to call a family member (i.e. VolP over Wi-Fi) than to call a business partner
(i.e. an ordinary phone call via a 3G/4G cellular network), based on time/day/week/location
configuration.

In the future, mobile devices will be able to select any access network they consider being the ‘best’
among all available access networks in the current area, even those whose communications
technologies, protocols, etc. are not supported (by default) by the device itself. This is because mobile
devices will become more and more reconfigurable, and eventually be able to access any and all
existing and new access networks, and because users will more and more want autonomy in availing of
access networks’ communications services as with any other consumerist services [O’Droma, 2004b].
Through the Software-Defined Networking (SDN) technology, networks will also become more
reconfigurable in order to match users’ (individual and collective — groups’, communities’) variable
mobile wireless service needs and desires thus achieving the ABC&S reconfigurability goal.

The following are the main WBC characteristics and related attributes [Flynn, 2006]:

e Point-to-multipoint (broadcast)
A WBC, deployed in a particular area, will deliver service advertisements to multiple (all active)
mobile devices, currently located in the same area.
Simplex
The simplex (i.e. unidirectional) attribute has the additional benefit of easing WBC physical
deployment and operation. If the channel were duplex, then bandwidth-spectrum allocation will
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become a much more significant issue, closer to the complexities involved in existing cellular
spectrum allocations.

Limited bandwidth

Given the proposed usage — point-to-multipoint, unidirectional service of advertisements —,
bandwidth requirements will be relatively narrow. This has the added advantage of enhancing
WBC likely success, e.g. of global agreements on spectrum allocations for WBC.

Maximum coverage area

The WBCs should ideally be available anywhere-anytime. No matter where it is, a mobile
device should have the ability to discover what services are available to it from local to regional
and international service providers. Device mobility should not affect the ability to receive
information on the channel.

Different versions for different areas

The number and types of WBCs could eventually correspond to the local, regional, national,
and international interests of advertisers and users. For instance, there could be one national
WBC channel, advertising all the services that are relevant on a national level, which could
include advertisements of local, regional or interregional significance, and then separate
regional WBC channels, advertising the services available in that particular region (Figure 2).

International WBC

National WBC

National WBC

Fig. 2. Different WBC versions (adapted from [Ji, 2007])
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e QOperated by non-ANP service providers
WBCs will need to be regulated and be fully independent and physically separate from ANPs
and their access networks. This is needed to ensure fair competition and equity of access to
WBC advertisement space, i.e. equally open to all ANPs. For this it is better that they be
operated by non-ANP service providers, e.g. by existing radio and TV broadcasters.

e Carrier technologies
There are several seemingly suitable broadcast technologies to consider, which fall into two
main categories — terrestrial and satellite. Terrestrial examples include Digital Audio Broadcast
(DAB), Terrestrial Digital Multimedia Broadcast (T-DMB), Digital Radio Mondiale (DRM), Digital
Video Broadcast Handheld (DVB-H), Multimedia Broadcast / Multicast Service (MBMS).
Satellite examples include Satellite DMB (S-DMB) or the Digital Audio Radio Satellite
technologies being used by, for example, the WorldSpace system, XM Radio and Sirius.

The main WBC purpose is to allow services' to be discovered by mobile users/devices. The standard
approach used by service discovery protocols, such as Jini, SLP, and Salutation, relies on a central
registry of service descriptions (SDs). Service providers register their SDs with that registry. Clients
query the central registry about available services, based on service attributes. The central registry
responds to the clients with SDs that match their queries. The clients then can start using the services
they discovered.

A modified version of this model was elaborated for use in the WBC by taking into account its specifics
[Flynn, 2006]. As the WBC is a simplex “push” channel which does not facilitate queries to a registry, the
solution was to broadcast all SDs in turn on the channel and the mobile device just to wait for the
required SD to be broadcast. The WBC service discovery model is shown in Figure 3 and described
below:

A. All service providers (ANPs and xSPs) register the SDs of their services with the WBC
service provider's (WBC-SP’s) central registry.

' The term ‘service’ here means both access networks’ communications services and mobile services.
The former are the actual access networks through which mobile devices connect. The latter is an
encompassing term for all non-access-network services, e.g. from e-learning, e-government portals to
on-line Internet shopping, e-mail, web-browsing, peer-to-peer services, etc. To use a mobile service, a
mobile device will utilize an access networks’ communications service.
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WEC service
discovery model:

-

B. The WBC-SP broadcasts all collected (and paid) advertisements / SDs, repeatedly, on a
WBC. The advertisement structure should be flexible enough to include all, or at least all
relevant, SDs. Advertisements should be streamed cyclically with frequency dictated by the
WBC-SP’s business model.

C. Each mobile device (MD) tunes to the channel and collects all SDs that the mobile user (MU)
is interested in.

D. The MU/MT may seek further information (e.g. following a URL in the advertisement), makes
a choice of the ‘best’ ANP for a service it requires, associates with that ANP, and begins to use
the ‘best’ instance of that service.

WEBC SP's registry of
zarvice descriptions
{SDs)

B. Adveartisa
S0s

Basic model,
adaptedto “push”
nature of WBC
Still based around
registry of 5Ds,
but NO query-
response

Instead all 5Ds are A Register SD
broadcast on WBC ' . Discover 5Ds

ML D Sarvice Provider
D Aasociata (for

using the servica)

Fig. 3. The WBC service discovery model (adapted from [O’Droma, 2012])
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The service advertisements, which are broadcast on the WBC, are composed of SDs. A three-part
design of the SD was adopted in [Flynn, 2006]:

Service Type

The purpose of this field is to group together similar services, making the advertised services
(and their SD) easier to find in the WBC streaming. Every service to be advertised has an
assigned Service Type. Each Service Type has a template, which SDs follow. These templates
are managed by the WBC-SP and published for all providers to follow.

Scope List

This field identifies which scopes a particular service belongs to. Scopes are a way to group
services together. For example, a service provider may offer a number of news alert services to
mobile users who pay a monthly subscription. All these services can then be assigned the same
scope. The users, when discovering services using the WBC, will see their scope and will know
they have access to them. Non-subscribing users will see that these services have a scope,
which they have not been assigned, and can ignore any such SDs.

Attribute List

This field carries structured information on a service being advertised. For ANP’s wireless
access services, sufficient information to enable a mobile user/device to associate with the
access network should be present in these SD attributes. To this end, SD templates, with
relevant attribute lists, for different service types are formulated in [Flynn, 2006]. The format of
the Attribute List in a SD depends upon the Service Type of that SD. Each Service Type has a
service template specifying the format of the Aftribute List. Templates are managed by the
WBC-SP.

Making decisions between different service instances is semi-automatic. The mobile device reads the
SDs from the WBC and provides relevant information to the user. For a given service type, that the user
is interested in, the device will show all available service instances (sorted in order of preference based
on attributes such as cost, quality, and supported features specified in the service profile) and among
these the user will choose the ‘best’ service instance for the desired service. After that, the mobile
device will need to know how to associate with that service (instance). The first thing needed is the
client-side software to be installed on the mobile device (if not already installed/pre-loaded). For this, an
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attribute is envisaged, which to tell the device how to download this software. Another attribute specifies
the software itself and its version so that the device can see if it needs to be updated. It could be better
to have one software-download service (which would also be advertised as any other service on the
WBC), which allows for downloading of all additional software needed for the use of services advertised
on the WBC (this could be used for software defined radio, SDR, downloads as well). Having installed
the software, there are some attributes specific to a particular service (e.g. IP addresses and port
numbers) that need to be known as well.

For the SD encoding, the use of the Abstract Syntax Notation (ASN.1) was proposed in [Flynn, 2006].
ASN.1 offers various different encoding rules, among which the Packed Encoding Rules (PER) are the
most efficient that can yield encoding close to optimal. This is important for the WBC as bandwidth is a
big issue.

An efficient system for SD advertisement, collecting, clustering, scheduling, indexing, discovery, and
association was elaborated in [Ji, 2008a] along with a novel Advertisements Delivery Protocol (ADP) [Ji,
2008b]. In addition to collecting SDs from service providers, the other goal of collecting is to provide
information about the user demand for a particular service and the advertisement cost paid by the
corresponding service provider, which has to be taken into account when generating the SD
broadcasting frequencies. The goal of clustering is to group SDs into WBC segments in an optimal way
so as to reduce the user’s access time and tuning time. The goal of scheduling is to apply a reasonable
scheduling scheme for minimizing the access time of the entire system. Scheduling could be based on a
push-based non-flat broadcasting, which will broadcast the more popular SDs more often. To achieve
this, the WBC segments could be divided into two groups — hot segments, which are broadcast more
frequently depending on the current user demand (i.e. several times per broadcast cycle), and cold
segments, which are inserted equally into the scheduling cache by filling the remaining gaps (i.e. ones
per broadcast cycle). A modified Broadcast Disks algorithm was developed to accomplish this goal more
efficiently than the classic Broadcast Disks algorithm [Ji, 2008a].

Tuning time could be reduced by employing an indexing scheme because without it, a mobile device
would have to tune into the WBC and listen to the broadcast continuously until the required SD is
transmitted. By adding indexing data to the broadcast, mobile devices can tune in, find out when the
required SD will be transmitted, then tune out and wait until that time to tune back in again. By adding
redundant data to the broadcast, however, the average access time will be increased. Suitable indexing
schemes, providing a good trade-off between the tuning time and access time, were investigated in
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[Flynn, 2006] and an indexing scheme adjusted to the WBC specifics was proposed in [Ji, 2008a],
based on the (1, m) indexing algorithm.

The goal of discovery and association is to discover and associate with the ‘best’ service instance by
utilizing the information stored in various user’s profiles, such as an identification/authentication profile,
an advertisement profile, a discovery profile, an association profile, a rules profile, a history profile, etc.

To smooth the SD processing in the WBC, a new reliable and scalable ADP protocol was elaborated,
based on the standard Asynchronous Layered Coding (ALC) protocol, to convert WBC segments into [P
packets. The designed ADP protocol includes Building Blocks (BBs) and Protocol Instantiation (PI). Four
modified BBs (i.e. Layered Coding Transport BB, Forward Error Correction / FEC BB, Congestion
Control BB, and authentication BB) and two types of Pls (i.e. ALC using FEC) and NACK Oriented
Reliable Multicast (NORM) relying on FEC with ARQ) were developed for the ADP in [Ji, 2008b].

A pilot ‘WBC over DVB-H' prototype system, based on a 3-layer architecture and utilizing novel
algorithms, schemes, and protocols, was developed, evaluated, and tested [Ji, 2010b]. Besides the
design and implementation of a layered, distributed, intelligent, and heterogeneous WBC system
prototype, the research work to date included the proofing and refining of different aspects of the
design. Also completed is the operational testing, performance evaluation, and scalability evaluation of
the core WBCs elements.

Information about the WBC has appeared in a recent International Telecommunication Union
Radiocommunication Sector (ITU-R) report [ITU-R, 2015] as a realization of a coverage-area out-band
CPC, piggybacked on a broadcast digital platform.

3. Service Recommendation System

Another possibility to recommend (mobile) services to consumers-users is to use a dedicated service
recommendation system, like the one described in [Ganchev, 2013] as a means for users matching their
need to discover the 'best' service instances, and facilitating, and supporting, the association with them
by following a user-driven ABC&S paradigm.

The area of service recommendations has attracted great attention in the last few years. For instance,
[Lee, 2010] proposes a personalized digital TV program recommendation system, working within a
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cloud computing environment, which is able to analyze and use the viewing pattern of consumers in
order to personalize the TV program recommendations. A personal photo recommendation system is
proposed in [Tian, 2013] by fusing contextual and textual features on mobile devices. A music
recommendation system, based on analysis of users’ sentiments extracted from sentences posted on
social networks is presented in [Rosa, 2015]. In [Songhui, 2012], a context-aware architecture of a car
navigation recommendation system is described, which computes and dynamically adjusts the optimal
travel path(s), based on real-time traffic information. [Wu, 2014] describes an intelligent urban car
parking recommendation system for facilitating drivers with fully efficient, real-time and precise parking
lot guiding suggestions. [Zhang, 2015] applies a semi-automated, extensible, and ontology-based
approach for the discovery and selection of Infrastructure-as-a-Service (laaS) cloud offers, by utilizing a
multi-criteria decision-making technique, based on real-time end-to-end quality of service (QoS)
parameters, for meeting service-level agreements (SLAs). [Nagarathna, 2012] proposes a service
recommendation system, based on trust, reputation, and QoS requirements, for use in a Service
Oriented Grid (SOG) by utilizing a mechanism of similarity computation and ranking of service providers
based on users’ feedback. [Paakkd, 2012] applies knowledge-based recommendation techniques for
dynamic, runtime, proximity-based service compositions for mobile devices.

However, the service recommendation system presented here is considered as a global solution
applicable to all types of mobile services and also to many other Internet services. Taking into account
the ‘big data’ aspect of information about (and gathered from) consumers, networks, and services, a
cloud-based version of such a recommendation system is envisaged as being more capable for
facilitating the delivery of increasingly contextualized mobile services to support the consumer-choice
optimization process.

A UCWW mobile application [Ganchev, 2015a], installed on the user's mobile device and associated
with such a system, could be used for finding and recommending to users, or even automatically
selecting if the user’s profile settings are so set, the ‘best’ mobile services, depending on the current
context, including in that decision process the user's personal profile requirements. The complex
functional requirements of such application make for a demanding app design, testing, and validation. A
possible design solution, realized through a structured composition of three tiers — a mobile application
tier, a web tier, and a cloud tier, is presented in [Ganchev, 2014a].

On the back-end, a UCWW cloud is envisaged to facilitate the storage of user data harvested via mobile
devices, and based on the analysis of this data, to offer predictions as to the applicability and ABC&S
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suitability of services to particular users, and to enable ever-enhanced contextualization and
personalization functionalities. Over time the data collected relating to particular users can give an
accurate view of particular cohorts, based on common interests, repetitive access of particular services,
etc. By monitoring this information, the system then can accurately predict the types of services most
applicable to individuals, and in turn, recommend these to them. Furthermore, efficient algorithms must
be applied to facilitate service utilization predictions locally on the mobile devices or as part of the
UCWW cloud as an alternative to mining the stored data [Ganchev, 2015b]. For instance, [Zhang, 2016]
proposes a hybrid method that integrates user trust relations with item-based collaborative filtering. This
is achieved by incorporating user social similarities into the computation of item similarities.
Performance evaluation results demonstrate that the proposed approach achieves better accuracy than
the traditional item-based collaborative filtering.

The UCWW cloud could be established to operate as a middleware. At the lowest layer, the user’s
mobile device collects context data from the environment, and at the highest layer the UCWW client
application makes use of this data. Between them operates the middleware of the system, which could
be entirely implemented as cloud services. [Ganchev, 2013] describes the flow of context data between
a mobile device and the UCWW cloud as well as the mechanism of sending requests and receiving
responses from the decision support subsystem, i.e. providing ratings (ranking) of the service providers
available for a particular type of service requested by the user.

This service recommendation system could be deployed as an 'anywhere-anytime-anyhow' oriented
component, supplemented by a Data Management Platform (DMP) [Ganchev, 2016b] that acts as a
machine learning platform for turning raw data into actionable analytic dataset, i.e., user behavior
profiles, including user preferences, content consumption preferences, shopping preferences, interest
preferences, app usage, etc., abiding by the user-privacy principles. More specifically, the DMP
provides data collecting, processing, analyzing, and consumer targeting operations. It could be used for
managing consumer identification and generating audience segments, in order to target consumers with
most appropriate / ‘best’ (mobile) services. For this, it utilizes real-time user’s profiling algorithms and
off-time data processing algorithms [Ganchev, 2016a], and could be implemented with the
Publish/Subscribe design pattern [Ganchev, 2016b].

The service recommendation system communicates with the DMP, keeps updating the user behavior
profiles, user interests and requirement tendencies, and sends a personalized list of 'best'
recommended service instances to each user in a real-time manner by utilizing relevant
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recommendation algorithms and updated recommendation rules. A recommendation engine acts a
central element in this system. It allows uploading the recommendation algorithms to the system and
defining/updating the recommendation rules. This engine can be built with a Lambda Architecture for
providing real-time recommendations (at the speed layer) and off-time analytical operations (at the
batch layer) [Ganchev, 2016a].

The service recommendations, provided by such a system, will depend greatly on the current context.
Besides the context that relates to the mobile services available on offer (i.e. the category, type, scope
and attributes of the service, the request time, the application initiating the request, the current Quality of
Service / Quality of Experience (QoS/QoE) index of the service, price, etc.), the context data may relate
to the user (e.g., the user location, the user preferences and profiles, current battery charge and other
operational characteristics of the user's mobile device, type of activity, intentions, social interests, the
upper bound on the price and the lower bound on QoS/QoE accepted by the user for each particular
service, privacy and security requirements, etc.), and/or relate to the constraints of the wireless access
network currently utilized by the user (e.g., the communication channel state information (CSI), network
congestion level, the current data usage pattern, the current QoS/QoE index, the cost of using the
network, pricing scheme, etc.). Then determining the ‘best’ service instance at any moment for a
particular user is based on a set of context parameter values, categorized in three groups — user-related
(u), service-related (s), and (access) network-related (n), forming a 3D (u,s,n) context space, as
illustrated in Figure 4. The selection of the 'best' service instance s for user u in the network context n is
based on finding the following maximum value [Ganchev, 2014b]:

n
Maxsl_"x Z Best(u,,s,,n,)
i=1

The concept of context allows making smart decisions based on mining of data stored in cloud
repositories. [Ganchev, 2013] proposes context to include both the data sensed in the environment (as
in a typical context-aware system), and the history of the user and the collective history of users who
have acted in a similar environment. This constitutes a novel approach in providing context-aware
services with elements of community-based personalized information retrieval (PIR), applied to mobile
network environments.
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Fig. 4. The 3D context space.

4. Intelligent Framework for Recommendation of Mobile Services to Consumers

By combining the two aforementioned service advertisement approaches, an intelligent framework could
be built with a modular structure consisting of four main parts, used for stream computing, SD server
hosting, cloud-based data mining, and distributed log collection, respectively (Figure 5), [Ganchev,
2014b].

Among these, the SD server is the main part. It collects aggregated user behavior monitored by the
UCWW client app installed on the user's mobile device. The monitored behavior includes user's
searching for services, user’s associations with services, actual service usage, etc. In the first step, the
SD retrieval module searches for the relevant keyword in the SD index database, facilitated by the
user’s profile, web page attributes database, and real-time bidding system for demand (RTBD), and as a
result an initial service recommendation list is generated. The list is then pushed to SD ranking module
and, after computing with the click-through rate (CTR) module, a final list is generated. The WBC
management module collects the list, sends it back to the user (via the UCWW server), and pushes it to
the log data real-time collection part. If SDs are for new/popular/emerging services, these SDs will be
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cached in the WBC management module for broadcasting on the WBC. The memory key-value NoSQL
database Redis (http:/redis.io) could be used to provide persistence operation and the Ngnix
(http://nginx.org) — for load-balancing services in the web tier [Ganchev, 2014b].
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Fig. 5. The intelligent service recommendation framework [Ganchev, 2014b].

The distributed log data real-time collecting part utilizes a producer-consumer paradigm to exchange
data, i.e., the SD server is a producer, and the cloud and the stream computing parts are consumers.
The Apache Flume (http://flume.apache.org/) could be used to implement this part [Ganchev, 2014b].

In the cloud, the corresponding session data is generated with a unique user ID and serialized to the
data warehouse by the extraction transformation loading (ETL) module. Then the audience targeting
function collects the behavior and updates it to the user attributes key-value database and CTR model
database. Besides collecting the log data from the ad server, the cloud also fetches the corresponding
service’s web page, updates it to a page attributes database, labels the keywords, and saves the new
information to a structural label database. A Hadoop environment could be utilized to provide
input/output, remote procedure call (RPC), and Map/Reduce functions [Ganchev, 2014b].

The stream computing part is a real-time computing system, which uses an anti-spam function to filter
user's behavior, integrates a charging and billing (C&B) function for services, and updates the behavior
to the real-time user attributes Redis database.
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4. Conclusion

This paper has reported on the development of a cloud-based next generation networking (NGN)
conceptual framework for the supply of service recommendations to consumers (mobile users), built on
the revolutionary concept for the realization of the next phase of a NGN-based consumer-oriented
wireless networking, founded on the key attributes of the Ubiquitous Consumer Wireless World
(UCWW).

The described cloud-based framework provides a personalized data collecting, processing, analyzing,
and consumer targeting functions. It could be used to manage consumer identification and generate
audience segments in the UCWW, in order to target consumers with the 'best' suitable mobile services
they might be interested in, thus facilitating the realization of a truly consumer-centric Always Best
Connected and best Served (ABC&S) 'anywhere-anytime-anyhow' provision.

The framework has a modular structure and as such contains a supplementary module for feeding with
updated information a Wireless Billboard Channel (WBC), proposed as a global solution for services’
Advertisement, Discovery and Association (ADA) in the UCWW.

The integration of such semantic-based recommendation framework into the UCWW has the potential of
creating an infrastructure in which consumers-users will have access to (mobile) services with a
radically improved contextualization. As a consequence, the framework is expected to radically
empower individual consumers in their decision making and thus positively impact the society as a
whole by facilitating and enabling direct consumer—service provider relationships. Besides benefitting
the consumers, this will open up the opportunity for stronger competition between providers, therefore
creating a more liberal, more open, and fairer marketplace for existing and new providers, in which they
can deliver a new level of services that are both much more specialized and reaching a much larger
number of consumers (mobile users).

Future research work will seek further elaboration of the design, followed by implementation, testing,
and evaluation of a fully operational system prototype, employing an efficient and effective relevance
measurement approach for the UCWW heterogeneous service network, along with an effective graph-
based feature extraction method for building the consumer profiles for facilitating real-time service
recommendations, supplied to consumers in order to discover and choose the ‘best’ (mobile) service
instances, under the ABC&S communications paradigm. With this design, the resultant framework will
be flexible, scalable, and could be easily integrated into the UCWW cloud.
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THE MODEL OF IT-STARTUP THAT GROWS IN UNIVERSITY ECOSYSTEM AND
APPROACH TO ASSESS ITS MATURITY

Maxim Saveliev, Vitalii Lytvynov

Abstract: This paper is dedicated to description of method of the maturity estimation of startup and
spin-off IT-companies created with the help of University Business Centers as an approach for
cooperation between universities and industrial companies. The control loop, based on the formation
and subsequent evaluation of organizational maturity of IT-start-up based on CMMI model is shown.
The conception of tool for assessment of IT companies maturity is proposed and theoretical ground for
implementing it on the basis of the apparatus of fuzzy logic is provided.

Keywords: academic IT entrepreneurship, IT start-up, maturity of IT companies, fuzzy logic, CMMI.

ACM Classification Keywords: K.6.1 Management of Computing and Information Systems - Project
and People Management

Introduction

In the end of XX century lead western countries face to the problem of universities graduates not
readiness to the requirements of industry and work market needs. One of the emerging problems in
Europe is shortage of IT personnel. According to estimates of the European Commission in 2020, a
shortage of skilled IT professionals in the EU could reach 825 thousand [European Commission, 2013].
And that happen when the number of graduates in the EU in the IT field is kept at the level of 100
thousand professionals per year.

One of the solution of that problem is involving University to cooperation with business. But this subject
is not well studied especially in European countries that formerly were the part of the Soviet bloc and
which have no tradition of entrepreneurship and the free market.

The formalized University-Business Cooperation (UBC) models were offered and the first practical
experience of such cooperation was analysed by Prof. V.Kharchenko and Prof. V.Sklyar [Kharchenko,
2012]. The model of cooperation between University and companies through academic consortiums
was presented in work of Prof. Y.Kondratenko [Kondratenko, 2015]. Interaction between Industry and
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Universities was topic of the works of such scientists as C.Phillips, S.Lange, A.Tormasov, H.Edmondson
etal.

One of the promising approach for UBC is the academic entrepreneurship when University acts as an
ecosystem for growing new start-ups [Lytvynov, 2015]. As a rule Universities have a specific department
called Business-Center (BC). Such BCs cultivate companies which main capital is new unique
technology or “know-how”. In fact BCs specialized in providing services that is not directly related to
company «know-how», but to the functioning of the company as a business structure.

The process of growing IT companies is multifaceted and difficult, especially if this company consists of
young students united by one idea but completely without any real experience. On each stage of
growing IT-startup from unformal group to independent business it requires from University making
difficult decisions to provide or cancel support the company. Such decisions require objectively proved
models, methods and tools to estimate different characteristics of IT-start-up and its project. And it
should be noted that the problem of such tools is not well studied for now and need to be solved.

This paper will describe a model Academic IT-start-up — a newly created small company formed in
University ecosystem which general activity belongs to creation of IT product or service and the tool to
assess the maturity characteristics of IT-start-up as an IT business company.

The model of IT-start-up in University ecosystem

There are 4 main component of |T-startup described in work «Business models dynamics for start-ups
and innovating e-businesses» by Bouwman at al. [Bouwman, 2007].

Product - that describe value proposal for the market.

Technology - the functionality required to implement the product.

Organization — structure of actors, people and stakeholders required to create the product.
Finance — mechanism of financial support product development and its entrance to the market.

Software Quality Institute in Texas defines three categories that must be managed with a view to the
successful implementation of IT projects (creating software), they are: product, project and staff.
Moreover, each category requires its own set of skills.

It should be noted that not all factors and characteristics inherent to mature and big companies are
belong to IT-startups that grows in university ecosystem. It is possible to distinguish 5 main components
that have direct impact to the goal state of IT-startup on its way to independent company. Here it is.

Team — group of individuals who work together for reaching common Project goal.

Technology — a set of methods, technics, equipment and knowledge required to implement the Product.
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Processes — organization and business processes and functionality of the Team required managing the
development of the Product at the defined level of quality.

Product — product or service that IT-startup wants to create and present to the market.
Project — Team activities, aimed at creating a unique Product (service).

Fig.1 is representing this model in graphics.

Business-center = |4 ————————————
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Knowledge & | Technology I Product
technology J\{& +

Project

\
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2

University Business

Iy

|
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___________________ I
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Figure 1. Conceptual model of academic IT-start-up

In university ecosystem, the University feeds startup with ideas for new business linked with modern
technology and new know-how that usually born here. The University also feeds startup with students
and young scientists who want to transfer their ideas to new business. Startups itself draw knowledge
from University about modern technology and methods of its usage.

From its side, the Business provides financing and investments and also time proved business and
engineering practices that helps to organize technological business processes in startup as for a
business organization. Normally it happens directly or indirectly through University Business-Centre.
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And here the control loop for BC to manage it-startup to the stage of independent business could be
defined. This control loop uses indicators of project state like delays from baseline schedule or project
risks and trends, and indicators of IT-start-up maturity like development in organization of different
business processes.

In other words, the control action on the IT-startup will be implemented through the issuance of
recommendations for inclusion in the project schedule works related to the improvement of its
organizational maturity, production processes, as well as the necessary competences, both at the
individual level of individual roles in the team and at the company level generally. These impacts will be
supported by the terms of access to the resources of the business center (funding, laboratories, data
centers, etc.). And BC will require a number of assessment tools for defining right control action on the
IT-startup and its project. One is the maturity assessment tool of Academic IT-startup.

Conceptual model for the assessment of IT-startup maturity level

One well-known approach in assessment of business structures maturity is Capability Maturity Model
Integration originally proposed as Software CMM in the 1989 by Watts Humphrey in his book “Managing
the Software Process” [Humphrey, 1989]. Now this model is supported successfully by the Carnegie
Mellon Software Engineering Institute (SEI).

CMMI groups Key Practices into Special Goals. Then Special Goals are grouped into Process Areas.
Process Areas are linked to maturity levels. The development of the key practices of CMMI is evaluated
by experts using linguistic variables that could take one value from the set {“not implemented”, “partially
implemented”, “largely implemented”, “fully implemented”}.

It means that the level of maturity could be assessed using hierarchical fuzzy logic system
[Kondratenko, 2011]. In this case maturity of IT companies will be determined by the following equation:

M= (£ (BuPors Py (RuPvee Py) (1

where

— Mis the maturity of IT-startup;

— f() and f,(-) are functions to assess maturity for 2 and 3 levels;

— PB,P,...,P, are the fuzzy value of development of process areas in CMMI-DEV model.
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In turn, the development of each area of process will be determined by the relation:

P =h, (gil (pi117""pill)""’gin (pinl"“’pinm)) (2)

where
— h() is a fuzzy function to output the development of process area with index i ;

— g,() is a fuzzy function to determine how [T-startup reach Special Goal with index j for the

Process area with index i;
— Py is afuzzy linguistic variable for assessment of special practice with index k development in

IT-startup that belongs to Special Goal with index j, that in its turn linked with Process Area with

index i.

Let define NI, PI, LI, FI as fuzzy numbers for the linguistic variable p,, . This numbers are defined as

fuzzy sets N, P, L, F belongs to the set of real numbers R. Carriers sets of N, P, L, F are defined as

intervals on R —[ne, nr], [pL, PR], [IL, IR], [fL, fr] respectively.

There are functions x; (x) such that Vxe R |4 (x)e[0,1] where ic {N,P,L,F} defined on R for
each number NI, PI, LI, FI.

For fuzzy numbers with so called L-R type functions s, (x)that is defined by relation (3) it exists

distance medric.

0 x<al
left[x_alj al<x<a2
a2-al
U, (x)= 1 a2<x<aj (3)
right(a4_xj a3< x < a4
a4 —a3
0 X>a4

It was shown at Grzegorzewski works [Grzegorzewski, 1998] that best metric is expansion of the
Euclidean distance, see relation (4).
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o’ (ab)=

o —

(A (2)-B, (a))’ dac+ [ (A, (@)~ B, () da @)

where the fuzzy number is defined by the concept of a-section, such that Vae (0,1) Jal<x <a4 and
U,(x)=a and A (&)= (x) - function reverse to u,(x) over the interval of increase and

A, () =1 (x) - function reverse to 4, (x) in the interval of its decrease.

Consider the function (5) to determine the reachability an IT company specialized goals in CMMI
process area:

g(x,%,..x,) =X, ®X,®,...0 X, (5)
where the operation @ is the operation of addition of fuzzy numbers according to the formula (6).

oh aZj'-_b2 min(uax(i)},/ﬂb (v))

al+bl

Achievement of special goal G;i of process development by the IT-startup could be described by the
linguistic values: fully reached (FR); partially reached (PR); not reached (NR).
Let consider that special goal G; is fully reached (G; = FR) if the sum of experts answers regarding

development of key practices as fuzzy number g(x,,x,,...x,)=x, @...® x, close to fuzzy number
FI*n=Fl &..®FI_.
Let consider that special goal G; partially reached (Gi = PR) if fuzzy number

g(x,X,...X,) =X, ®...® X, close to fuzzy number Mean=(LI*n®PI*n)/2.

Similarly, we shall consider, in general, that the special goal Gj is not reached (G; = NR) if fuzzy number

g(x,X,...X,) =X, ®...®x, close to fuzzy number NI *n=NI, ®...® NI,.

Let apply the same reasoning to assess the area of CMMI process development by IT-starup. The
development process area could be defined as a sum of fuzzy values G; obtained in the previous step.
Let define development of Process area by another linguistic variable that could have one of the
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following values: NF, PF, FF that corresponds to «area not mastered», «area mastered partially» u
«area fully mastered». Which will be calculated in a general form by the following rules:

— Process area £, =NF if >'G, close to fuzzy number > NR;
j= 1

— Process area F, = PF if ZG close to fuzzy number ZPR

i=1

— Process area F, = FF if ZG close to fuzzy number ZFR

i=1

To assess the maturity level of IT-startup, functions (), £ (), f,() from equation (1) should be defined.
For functions £ () and £,() similar reasoning could be applied, defining it as a sum of process areas

development. But similar reasoning could not be done for the function f().

The CMMI defines that company reach 3d “Repeatable” level of maturity if it already reach 2d “Defined”
level and mostly developed process areas that specific to the 3d level. In this case, if values of functions
f() and f,() defined by the term-set {NM, PM, FM} = {non mature, partially mature, fully mature} then

following fuzzy rules could be defined:

IF (f (P,...,P,) =NM) THEN M=/
IF (f (P,...,P,) = PM) THEN M=D.

IF (f (P,....P,)= FM) THEN M=D.

IF (f (P,....P,)= PM) AND (f, (P,...,P,) = NM) THEN M=D.
IF (f (P,....P,)= PM) AND (f, (P,...,P) = PM) THEN M=R.
IF (f (P,....P,)= FM) AND (f,(P.....,P,) = PM) THEN M=R.
IF (f (P,....P,)= FM) AND (f,(P.....,P,) = FM) THEN M=R.

IT-startup maturity calculator

The mentioned above theoretical consideration became a basis in creation of the tool to assess IT-
startup maturity. This tool, named “IT-startup maturity calculator” was designed to identify “bottlenecks”
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in IT-startup organizational processes. It also helps to provide recommendations in fixing problems and
improving efficiency of business process. The formal results of IT-startup maturity assessments could
be used by University Business Center to support decision making regarding IT-startup.

There are several structured modules of IT-startup maturity calculator:

— “Questionnaire”, that forms database of expert assessments of [T-startup performance
indicators;

— IT-startup “maturity calculation” module, that assess the level of maturity of the company
performing its fuzzy calculations;

— “Bottlenecks” identification module, which is based on a comparison of the actual assessments
of process areas development to the proper level of maturity;

Module of retrospective analysis of performance indicators and it changes, which is based on a
comparison of previously collected data.

The identification of "bottlenecks" is not a problem, because in fact, it is ether the lack of or weak
development of the company's key practices in CMMI. Another thing is that the reasons for the
existence of such "bottlenecks" can be different. The first is the lack of necessary skills and experience
on the part of employees. Second is the lack of resources because special practices will require
allocation of separate roles for their support.

A retrospective analysis of changes of maturity indicators of company plays a role in the assessing of
the IT-startup’s dynamics. It can serve as an indirect indicator of changes in the values of the team, the
objectives of the project and other activities, the difficulties faced in front of the team. In addition, a
stable negative dynamics of the maturity of IT-startup could be a criterion for withdrawal of support
provided by the University Business Centre.

Created tool was tested to evaluate the maturity of the IT start-ups created by students of Slavutych
branch of National Technical University of Ukraine “KPI” named Igor Sikorsky, as well as for the existing
small IT companies that operates in Slavutych region.

It should be noted that both standard and proposed fuzzy method gives same results in assessment of
the level of IT-startup maturity. However, the lack of possibility the result de-fuzzing of the standard
method assessment does not allow to monitor the dynamics of changes in the company's maturity. It
makes the proposed fuzzy method in the evaluation of maturity more attractive relative to the standard.
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Conclusion

Finally, we can draw the following conclusions:

University-Business Cooperation and especially the academic entrepreneurship are promised approach
to solve the problem of universities graduates not readiness to the requirements of industry and work
market needs.

The process of growing IT companies is multifaceted and difficult, especially if this company consists of
young students united only by common idea. University Business-Centers have to make difficult
decisions to provide or cancel support the company. The proposed model of IT-startup in University
ecosystem provides a control of IT-startup on its way to independent business.

One of the tools of such control is IT-startup maturity calculator, which could be successfully
implemented using apparatus of fuzzy logic.
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Introduction

Activities of agricultural enterprises are characterized by complexity and system city of tasks that are to
be solved: increase of arable land fertility; prevention of land degradation; improvement of yields and
quality of agricultural products; minimization of costs for agro-technical measures; intra-logistics
optimization and downtime reduction; minimization of economic risks of the enterprise’s activity.

Everything mentioned above requires the transition to new methods of agriculture management
information support, the usage of automatized control systems and modern information technologies. In
turn, the rapid development of information technologies takes the form of global information revolution,
which encourages the formation and development of innovative global substances - information
environment and information society [Buriachok, 2013].

Over recent years, the understanding of information support impact on the process of making
management decisions, takes the information to the next level — as a resource that has a certain value.
Information becomes the most important strategic resource of any enterprise; its development and
consumption become an important basis for the effective operation and development of various spheres
of social and economic activity. The efficient activity of agricultural enterprises requires the information
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that includes the complex of many factors data: grown crops peculiarities, climatic conditions, soil
condition and quality, usage of fertilizers, pesticides etc.

The rapid technological development of information society, modern communicative capabilities and
rapidly growing information space significantly increase the number of information sources, and thus
extend the actual and/or potential sources of internal and external cyber influence, that makes the
management of enterprises pay more attention to the protection of computer information systems.

The problems of agricultural enterprises’ information management were described in the researches
made by: .V. Bal'chenko [Bal'chenko, 2013], V.V. Litvinov [V.V. Litvinov, 2013], V.P. Klimenko, Sayko
V.F [Sayko V.F, 2006] and others. The significant part of work made by Buriachok V.L. [V.L. Buriachok,
2013], N.A. Gaydamakin [N.A. Gaydamakin, 2008] was dedicated to the problem of information security
systems development and operation. But the rapid development of information technologies and the
specificity of agricultural enterprises’ activities require the search of new approaches to the information
security organization.

The goal of the study is the research and analysis of existing information systems and their compliance
with the current information needs in agricultural enterprises management, identification of
vulnerabilities in terms of information security and information security system building.

Data protection

The development and implementation of automatized control systems show that none of the security
information tools (methods, activities and assets) is completely reliable. Methodological and methodical
bases of information security are quite general recommendations based on the international experience
and the theory of systems.

Data protection is a set of methods and means that ensure the integrity, confidentiality and availability of
information in terms of the impact of threats of natural or artificial nature, the implementation of which
may result in damage to the owners and users of information.

Today's task of information security system is to adapt the abstract statements to the specific subject
area (agricultural enterprises), where unique peculiarities and subtleties will be always present.

The research and analysis of foreign and local experience demonstrate the necessity for building an
integrated system of enterprise information security, that includes operational, operational-technical and
organizational measures for information protection. This system should provide flexibility and adaptation
to rapidly changing factors of internal and external environment. It is impossible to provide this level of
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information security without making an analysis of existing threats and potential possibilities for
information leakage.

The basis for information security system creation is the development of information security policy for
the enterprise. As a result, the protection plan should be created, which will implement the principles
that are set out in the Security Policy.

Today, the problem of agricultural enterprises information protection is associated with the creation of
large agricultural holdings and the transition to high-intensive farming. The basis for the transition to the
innovative farming is the availability of information concerning the exact limits of arable land and their
agro-chemical and agro- physical characteristics. This in turn requires the usage of modern information
technologies and revision of approaches for agricultural enterprises information system creation.

Enterprise Performance Management

Enterprise Performance Management can be the basis for automatized control system building not only
as a management concept, but also as the exact class of information systems that support this concept.

The enterprise information infrastructure can be presented in several hierarchical levels, each of which
is characterized by the degree of information aggregation and its role in the management process.
‘Analytical stack” developed by Gartner can be an example of schematic representation of the
information infrastructure. There are several levels in this hierarchy [Ysaev, 2008]:

— the level of transactional systems;
— the level of business intelligence, including data warehouses, data marts and OLAP-systems;
— the level of analytical applications (Picture 1.).

Transactional systems include enterprise resource management systems (ERP-system) and provide the
information needs of management at the operational level. Despite the objective differences, all these
systems have a common feature: they are designed to handle certain operations (On-Line Transaction
Processing (OLTP) - processing transactions in real time). The goals, objectives and sources of
information at the operational level are initially defined and have a high degree of structure and
formalization.

Transactional systems are the sources of primary information, which after the appropriate processing
are used for further analytical processing and presentation for making management decisions. From
transactional systems, data can be passed to analytical applications either sequentially through all the

levels of analytical stack or by passing one or more levels (‘bypass” - “direct transfer”).

Data warehouse (DW) is defined by Bill Inmon [Inmon, 1992] as "subject-oriented, integrated, stable,
supporting the chronology of data sets, organized for the purpose of management support, designed to
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act as "one and the only one source of truth" that provides managers and analysts with reliable
information necessary for rapid analysis and making decisions”.

/\

Analytical Applications

/ A\

OLAP

-
Data Mart
Data Warehouse

Transactional Systems

Figure 1. Analytical Stack

However, the large amount of data contained in warehouses, usually make them unavailable for
processing in real time. This problem is solved on the following hierarchy levels — data marts and OLAP-
systems.

Data marts are structured information files, but their difference is that they are subject-oriented, the
information is stored in data marts in the most favorable form for solving specific analytical problems.
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The next level of the analytical stack is occupied by On-Line Analytical Processing (OLAP-system). This
is the system of analytical data processing in real time that can provide the solutions of many analytical
problems and work with relevant data despite of the company’s activities characteristics.

OLAP-systems are characterized by large dimensions of stored data (as opposed to relational tables),
preliminary calculation and aggregation of values, which makes it possible to build quick independent
requests to operational database using a number of different analytical measures.

At the highest level of the analytical stack there are analytic applications, aimed at the analysis and
decision support at the strategic level. The information system on the strategic level (Executive Support
Systems, ESS) provides the support of making decisions concerning the implementation of promising
strategic aims of enterprise development on the basis of solving unstructured problems, special
problems that require professional judgments, estimates and intuition.

Peculiarities of construction of the automated control system of the agricultural enterprise

To ensure the information needs of agriculture enterprises management various information systems
are used nowadays:

— monitoring system of agricultural resources conditions and crop yields forecasting;

— supporting system of agricultural products quality control;

— operational control system and productive processes optimization;

— information and reference systems of marketing orientation;

— analytical and modeling systems of tracking the emergencies and their impact on production,
agricultural products quality, and many other specialized information systems of different
orientation and level of detail [Sayko, 2006].

Based on the agricultural enterprises management needs, the following main aspects of creation of
agricultural information systems that allow justifying their structure and functions, can me defined
[Savchenko, 2006]:

— the necessity for creation of new management and agriculture systems, that take into account
natural conditions and organizational and technological capabilities of the company, maximal
use of its soil and climatic potential;

— the inextricable connection between technology and biological objects (soil, plants, etc.), which
are characterized by occurring continuous processes and cyclical products;
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the need for continuous monitoring of a large number of parameters, including geographically
distributed:;

variety of processes and operations in the processing plants, which are usually set out in huge
technological maps;

significant differentiation of agricultural manufacturers in terms of amount and production
structure, sustainability, etc.;

agronomic data is characterized by significant volume of different data that is difficult
formalized.

In works [Bal'chenko, 2013], [Litvinov, 2013] the analysis of modern methods and technologies that are

used in the process of solving the issues of effective management of agricultural enterprises is made.

The approach for building the automated management system of agricultural enterprises is given. The

major functional subsystems of information managing system of agriculture enterprise are specified:

1.

Normative reference and infrastructure subsystem (system administrators) - to conduct the
regulatory information that is required for use in solving management problems.

Subsystem of collecting primary information concerning the management object (system
administrator, manager) - to collect primary information on the status and processes of the
enterprise and the transfer of urgent messages and instructions from the control center to the
performers.

Subsystem of crop/livestock work planning of and their resources’ provision.

Subsystem of operational dispatch management of crop/livestock works and operations of and
corresponding  resources’ provision (managers, agronomists/livestock specialists) -
automatizing the distribution and initial data processing process concerning the state of
management facilities, supporting in the process of making decisions.

Subsystem of facilities management assessment - for use in solving dispatcher problems.
Logistics subsystem.

Subsystem of keeping mapping information (cartographers, land surveyors) - presenting
information concerning the state of management facilities in form of digital maps.

Subsystem of notification and exchange of urgent messages and instructions between the
control center and the performers - designed for messaging between the employees of
distributed system.

Subsystem of modeling the enterprise activity - for imitating modeling of possible consequences
of the prevailing situation in the enterprise activity.
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The fundamental concept in the sphere of computer systems information security is the security policy.
It means an integrated set of rules and regulations that govern the information processing, the
implementation of which provides the status of information security in the given space of threats. The
formal expression of Security Policy (mathematical, schematic, algorithms, etc.) is called the security
model.

Security models play an important role in the process of development and research of protected
computer systems as they provide the system engineering approach that involves the solving of such
critical tasks:

— selection and justification of the basic architecture principles of secure computer systems, that
defines the mechanisms of protection means and methods implementation;

— verification of systems’ properties (security) is developed by formal confirmation of compliance
with security policies (requirements, conditions, criteria);

— making a formal specification of security policy as an essential part of organizing and
documenting software protection, developed computer systems [Gaydamakin, 2008].

Security policy of computer informational systems

There are the following types of information computer systems security policy [Devyanin, 2005].

Discretionary security policy is the security policy, based on the Discretionary Access Control, which is
defined by two properties:

— all subjects and objects are identified;
— the rights of access to system objects and subjects are based on some external rules in relation
to the system.

The main element of discretionary access control systems is the matrix of access - the matrix of size |S]
x |0], the lines of which correspond to subjects and the columns correspond to objects. In such a case
every element of the access matrix M [S, O] with R determines the access rights of the subject S to the
object O, where R is the set of permissions.

The advantages of discretionary security policy include the relatively simple implementation of access
control systems; the disadvantages include the static of defined rules of access therein.
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Mandate (authority) security policy is a security policy based on Mandatory Access Control, which is
defined by four conditions:

— unambiguous identification of all subjects and objects of the system;

— given hierarchical levels of information confidentiality;

— every system object has the level of confidentiality that determines the value of information;
— every system subject has the access level.

Mandate security policy application helps to prevent the overflow of information from the objects with
higher hierarchy level to the objects with low access level; on the other hand, the introduction of
systems based on the security policy of this type is complicated and requires significant hardware and
software resources of information system.

The approach of information flow security policy should be mentioned. It is based on the sharing of all
possible information flows between the objects of the system into two disjoint sets: the set of enabling
information flows and the set of adverse information flows, the purpose of implementation of which is to
ensure the unavailability of emergences in the computer system information flows.

Role differentiation of access is the development of discretionary differentiation access policy, and the
rights of access to system objects are based on their application-specific basis, defining their roles
thereby. Role differentiation of access allows realizing flexible access control rules that take into account
the dynamics of the computer system operation process.

In addition to the abovementioned policy we can name the policy of isolated software environment
implemented by determining the order of safe interaction of system subjects that ensures the
impossibility of influence on information and security systems and their settings modification or
configuration.

Thus, the development of information system security policy should include three levels: basic, segment
and marginal. The security policy of base and segment levels must ensure the protection of information
flow within the information system, the marginal level of security provides the protection of information
exchange with the environment (figure 2).
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{ @ ‘%A Marginal and basic levels ]

Level 3 \
The marginal level:

Ensuring the security of incoming and outgoing information

Level 2 I

The segment level:
Ensuring the security of responsible centers interaction

Level 1
The basic level:
Ensuring the security of

individual system units j /

Figure 2. The hierarchical model of information security policy

Conclusions

The basis for constructing a system of information systems protection is the development of the security
policy that is based on: organizational and management structure of the company; informational
management needs of the enterprise; used organizational, technical and software; processing
technology.

The security policy development should be based on a strict hierarchy; this means that the protection
degree of different system units cannot be the same. Thus, the data that is being processed in these
sites will be under the thread of unauthorized exposure risks. Having divided the information in several
categories according to its importance (critical and non-critical), the model of any company’s protection
can be optimized.
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PARTIAL DEDUCTION IN PREDICATE CALCULUS AS A TOOL FOR ARTIFICIAL
INTELLIGENCE PROBLEM COMPLEXITY DECREASING

Tatiana M. Kosovskaya

Abstract: Many artificial intelligence problems are NP-complete ones. To decrease the needed time of such
a problem solving a method of extraction of sub-formulas characterizing the common features of objects under
consideration is suggested. This method is based on the offered by the author notion of partial deduction. Repeated
application of this procedure allows to form a level description of an object and of classes of objects. A model
example of such a level description and the degree of steps number increasing is presented in the paper.

Keywords: Artificial Intelligence, pattern recognition, predicate calculus, level description of a class..

1. Introduction

While simulation an Artificial Intelligence (Al) problem the most of researchers consider an investigated object as a
unit which is characterized by some global features [12]. In particular, a researcher using methods of mathematical
logic operates with propositional formulas or Boolean functions [2]. Such an approach is not convenient for a
simulation of a complex object which is described by properties of its elements and relations between them.

At the same time there are many papers which offer to use predicate calculus and resolution method for the
above mentioned problems [13; 14]. The predicate calculus language is enough adequate to simulate complex
or changeable objects. But, unfortunately, the authors do not take into account the time complexity of a problem
using such a simulation.

The point is that a problem using such a simulation is an NP-hard [6]. If P#£NP then such a problem may be solved
only in the time exponentially depended of the input [5; 3].

The upper bounds of number of steps for algorithms solving some Al problems described by the predicate calculus
language were proved by the author in [6; 10; 7]. The analysis of thees upper bounds allowed to develop hierarchical
many-level descriptions of the goal conditions which essentially decrease the solving time for the mentioned problems
[8]. But at that time there was no tool for automatic construction of a level description. Intuitive construction of such
a description showed that the time decreases.

The notion of partial deduction [9] earlier introduced by the author for the recognition of an object with incomplete
information occurred to be such a suitable tool.

Some Al problems using predicate language description which may be simplified with the use of partial deduction
are presented in this paper.

2. Logic-objective approach to a recognition problem

Let an investigated object w is represented as a set of its elements w = {wy, ..., w; } and predicates p1, ..., pp,
define properties of these elements and relations between them.

Logical description S(w) of an object w is a collection of all true formulas in the form p; (7) or —p;(7) (where 7 is
an ordered subset of w) describing properties of w elements and relations between them.

Let the set of all investigated objects €2 is a union of classes 2 = UX_ Q.
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Logical description of the class €2 is such a formula Ay (Z) that if the formula Ay (@) is true then w € Q. The
class description may be represented as a disjunction of elementary conjunctions of atomic formulas.

Here and below the notation Z is used for an ordered list of the set z. To denote that there exist distinct values for
variables from the list = the notation 37+ Ay () is used.

The introduced descriptions allow to solve many artificial intelligence problems which may be formulated as follows.
Identification problem. To pick out all parts of the object w which belong to the class €2.

Classification problem. To find all such class numbers & that w € Q.

Analysis problem. To find and classify all parts 7 of the object w.

These problems are reduced in [1] to the following formulas respectively

S(w) = (7Tk)z4k(fk), (1)
S(w) = (7k) A (Tk), (2)
S(w) = (7k)(?Zk) Ar(Tk,), (3)

where (k) and (77) denote the words "what are the values of £?" and "what are the values of Z?".
It is proved in [6] that the corresponding recognition problems

S(w) = ITp Ak (Tk), (4)
S(w) = Vi, Ax(Tk), (5)
S(w) = Vie Tk Ak(Th) (6)

are NP-complete. Hence the problems (1), (2), (3) are NP-hard.

3. Methods of proof and upper bounds of their number of steps

If one can solve the problem (1) with A% (), be a conjunction of atomic formulas then he can solve the problems
(1) with arbitrary Ay (Zx), (2) and (3), and the number of steps of their solutions would differ from the first one
polynomially. If we solve problems (4), (5), (6) by means of a "constructive" algorithm (i.e. algorithm not only proves
the existence but also finds values for variables Z and parameter k) then we simultaneously solve problems (1), (2),
(3). That is why the complexity bounds of algorithms will be done for the problem (4) in the form

S(w) = L A(F), ),

where A(Z) is a conjunction of atomic formulas.
The exhaustive search method is one which allows to finds values for variables Z. It is proved in [6] that its number
of steps is

o(t™), (7)
where t is the number of the elements in w, m is the number of variables in the formula A (). Note that this estimate
coincides with the one for simulation of predicate approach to the artificial intelligence problems by boolean formulas

[14].
Logical methods (namely logical derivation in a sequent calculus or by resolution method) also allow to finds values
for variables Z. Both these methods has the number of steps

O(s%), (8)

where s is the maximal number of occurrences of the same predicate in the description .S(w) and a is the number
of atomic formulas in the formula A(z) [10].
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4, Level approach to the decision of problems

To decrease the obtained step number estimates a level description of goal formulas was offered in [8; 11]. Let
Ay (1), .., Ax(Tx) be a set of goal conditions every of which is a conjunction of atomic formulas. Find all
subformulas P (%) with a "small" complexity which "frequently" appear in goal formulas Ay (Z1), ..., Ak (Tk)
and denote them by atomic formulas with new predicates p; and new first-level arguments z; for lists 7} of initial
variables. Write down a system of equivalences

pg(zzl)@le(gzl)v /L':]-a"'vnl-

What object must be called a "common sub-formula” of two formulas A and B?

For example, let
Az, y, z) = pr(x)&p1(y)&p1 (2)&p2(z, y)&ps(z, ),
B(z,y, z) = p1(2)&p1(y)&p1(2)&pa(z, 2)&ps(, 2).

If the formula

P(u,v) = p1(u)&pi(v)&ps(u,v)
is their common sub-formula?
The formula P(w, v) is their common up to the names of variables sub-formula with the substitutions Ap 4 = |3}
and A\pp = |4 because
—P(z,y) = p1(z)&p1(y)&pa(x, y) isasub-formulaof A(x,y, z) = p1(x)&p1(y)&p1(2)&pa(z, y)&ps(z, 2),
— P(x, z) = p1(x)&pi1(z)&pa(z, z) isasub-formulaof B(x, y, z) = p1(x)&p1(y)&pi(z)&pa(z, 2)&ps(z, 2).
Definition. The formula P is called a common up to the names of variables sub-formula of formulas A and B if
there are such substitutions \p 4 = ]fA and \pp = ]%”B of the lists of terms t 4 and t g instead of the list of
variables T that the formula P turns into a sub-formula of A and B respectively.

Such substitutions are called unifiers of P with A and B respectively.

Let A} () be a formula received from Ay (z,) by substitution of p} (z}) instead of P! (3!). Here Z}. is a list of all
variables in Ay (z}.) including both some (may be all) initial variables of Ay () and first-level variables appeared
in the formula A}, (z},).

A set of all atomic formulas of the type p (w}) where w} denotes some ordered list 7} of elements from w for which
the formula P! (7}) is valid is called a first-level object description and denoted by S*(w). Such a way extracted
subsets 7} are called first-level objects.

Repeat the above described procedure with formulas Aj (). After L repetitions L-level goal conditions in the
following form will be received.
AL ()

CICYE 1)
pr(zh) & PrL(yn)

pi(z) & Py

pr(zr) e Pr ()

Such L-level goal conditions may be used for efficiency of an algorithm solving a problem formalized in the form of
logical sequent (3). To decrease the number of steps of an exhaustive algorithm (for every ¢ greater than some ¢)
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with the use of 2-level goal description it is sufficient
ny -t T < (7)

where r is a maximal number of arguments in the formulas P} @11), ny is the number of first-level predicates, s is
the number of atomic formulas in the first-level description, m is the number of variables in the initial goal condition.

Similar condition for decreasing the number of steps of a logical algorithm solving the problem (3) is

K L ny . K
St o S ®
k=1 j=1 k=1

where a, and aj, are maximal numbers of atomic formulas in A (Zx) and A} (Z}) respectively, s and s' are
numbers of atomic formulas in S(w) and S (w) respectively, o is the number of atomic formulas in £;' () [8]

5. Partial deduction

During the process of partial deduction instead of the proof of A(Z) = 3y_. B(¥) we search such a maximal (up
to the names of variables) sub-formula B'(y’) of the formula B(y) that A(z) = 3y, B'(Y').

Let @ and o’ be the numbers of atomic formulas in A(z) and A’(z’) respectively, m and m’ be the numbers of
objective variables in A(x) and A’(Z') respectively. Parameters ¢ and r are defined as ¢ = a’/a and r = m/ /m.
In such a case sub-formula A’(Z’) is called a (g, r)-fragment of the formula A().

Definition. The problem of partial deducibility of a formula B(y) from A(Z)
A(T) =p Fy.B®H)
is the problem of extraction of such a maximal (upon q) (q, r)-fragment Q (w) of the formula B(y) that

A(T) = JurQ(u).

It may be proved that if (=) and R(v) are two maximal sub-formulas of A(z) and B(y) obtained while checking
A(T) =p Fy.B(Y)

and

B(y) =p 37+ A(T)
then Q(w) and R(v) coincide up to the names of variables.
That is there exists their common unifier A = |2 2.

6. Algorithm of level description construction

The below described algorithm was offered in [11].
Let A1(Z1), ..., Ak (Tx) be elementary conjunctions which are components of class descriptions.

1. For every pair A;(z;) and A;(z;) (i # j) extract their maximal common up to the names of variables
sub-formula Q; ;(; ;) and find unifiers X\; ;) ; and A jy ;-

2. Repeat the extraction of maximal common up to the names of variables sub-formula for every pair of already
extracted sub-formulas Q'~* (Eil,,,i%l) ig] Qéi Jyis (@-1“,]-2171) and obtain their common sub-

i1eini1

formulas Q! (Tiy.ig 1 g1y ) (L = 2,, L) and the unifiers.

1Byl —1,J1--Jgl—1
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3. Select among the extracted sub-formulas Q! (@1,__1—21_1,]-1,”]-2l_1) minimal ones and

01l 1,01 Jg1—11
denote them by means of P1(3}) (i = 1,,n1). They are elementary conjunctions defining the first-level
predicates p} (y;) and the first-level variable y; is the variable for the string of initial variables.

4. Sub-formulas of the higher levels Pf“@ﬁ“) (@ = 1,,m41, I = 2,,L) are constructed from the
previously extracted sub-formulas Qél...z‘l,jl...jl (Tiy.iy.jr...5,) With the substitution of pl(y}) instead of
PL(y}). Here y} is the variable for the string of the less level variables.

The found unifiers are used here.

7. Example

The images for this example are taken from [4].
Let we must recognize contour images described by the following predicates.

Yy z

\/ V(z,y,2) <= (Lyzz <)

y . . L(z,y, z,) <= x belongs to the
E— segment [y, z]
Initial predicates.

Given a set of contour images of "boxes" presented on the picture one can obtain the description of the class of
"boxes" by means of changing the name of a node 7 by the variable x; in the description of an object.

9 10
9 10
78 7 8
} 7 Js 7 8
3 1 45 6 334 516 3[4 516
1, 2 1 p2 1 c 21 4 2
Training set

Given a complex image containing ¢ nodes and not more than s occurrences of the same predicate in the image
description, the number of steps needed for identification (and extraction) of a "box" is O(¢'?) for an exhaustive
algorithm and O(s29) for a logical algorithm.

The first extraction of the common up to the names of variables subformulas gives 5 subformulas (subformulas
corresponding to the images ad and be coincide).

9 10 9— 10 9 10
S L)
3 4 b 3 4 b 3 1 b
1 ab 2 1 ac 2 1 ad 2
9 10 9 10
7 8
6
3 7 b 3 4 b 3[4 5 |6
1 be 2 1 bd 2 1 cd 2
Images corresponding

to the extracted sub-formulas.
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The second extraction of the common up to the names of variables subformulas gives 1 subformula. It defines the
first-level sub-formula.

3 4 5

1 2

Image corresponding
to the first-level sub-formula.

This subformula contains 7 nodes and 10 relations between them. A new first-level variable ! for the string of
variables (1, z2, 3, 24, 25, T9, T19) and a new first-level predicate p* such that p'(1,2, 3,4, 5,9, 10) is true
for the object a are introduced.

Images corresponding to the second-level sub-formulas are ab, ac, bd and cd. Their formulas have the first-level
sub-formula which is changed by the first-level predicate. They have the variable 2* and the initial variables

X9, 5, L8, L9, T10 for ab,

T4, Tg, Tg, T1g for ac,

x4, Tg,29, T10 for bd,

T4, Ts, Tg, T7, Tg for cd.

At the same time the indicating the value of ! makes unknown only variables x5, x1¢ for ab; xg, 219 for ac; x,
Tg, T10 for bd; x4, xs Of x5, x5 for cd.

Hence, these second-level sub-formulas contain respectively mq, = 3, mae = 3, mpg = 3 and meg = 2
essential variables (x! and some "old" ones).

Every of the second-level sub-formulas contain the first-level subformula p! (x') and some "old" atomic formulas.
Their amounts are respectively sqp, = 8, Sqc = 7, Spd = D, Seq = 8.

Elementary conjunctions corresponding the training set in the three-level descriptions contain one of the second-
level subformulas p?(22) (k = 1,...,6) and some "old" atomic formulas. Every of these formulas contain
respectively m, = 4, my = 3, m. = 2 and my = 4 essential variables (xi and some "old" ones).

The amounts of atomic formulas (with a second-level predicate and initial ones) are respectively s, = 8, s, = 9,
Se = 5, Sq = 9,

So the number of an exhaustive algorithm steps for the tree-level description is O((t3 + 3 + 3 4 t2) + (t* +
3 +2 + 1)) = O(t*) instead of O(+19) for the initial description.

The number of a logical algorithm steps for the tree-level descriptionis O((s® + 57 + 55 + s%) + (88 + 5% + 5° +
s9)) = O(s?) instead of O(s2?) for the initial description.

8. Discussion

The open question is i€jwhat extracted formula must be changed by an atomic one if it may be done in different
ways?i£ Inthe example above the formula corresponding to the image d contains both the subformula corresponding
to the image bd and the siubformula corresponding to the image cd. What second-level predicate must appear in
the tree-level description of d? To answer this question complexity investigation must be done.

While extracting a sub-formula it may happen that it contains several variables of a lower (not initial) level. In such

a case the sub-formula defines a relation between parts of an object. If we must regard these parts as informative
pair or a new informative part?
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9. Conclusion

The use of predicate calculus language seems to be an adequate one for the simulation of Artificial Intelligence
problems. But the NP-completeness of the problems appeared while such a simulation does not allow to implement
algorithms directly.

The notion of partial deduction for a predicate formula allows to construct such a level description of classes that
the exponent in the complexity upper bound of the problem solution decreases very much.

It does not mean that we can solve an NP-hard problem in a polynomial time. Because the construction of a
level description is also an NP-hard problem with the almost same exponent in the complexity upper bound. It
corresponds to the long time of learning and the quick implementation of the received knowledge.
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Review of some problems on the complexity of simultaneous
divisibility of linear polynomials
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Abstract: An introduction to the problems considering complexity of simultaneous divisibilities of values
of linear polynomials is presented. Some history facts, recent results and open questions that stimulate
further research are discussed.
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Introduction

Being defined, the notion of NP-completeness has become widely known as a synonym of practical
intractability of a computational problem. There were found such problems in various fields of applied
mathematics. In [ ] there were presented the most natural ones, among those found
during the first decade after the appearance of the notion. While NP-completeness of a particular problem,
encountered in algorithmist’s practice, is enough for him to be sure it is impossible to solve exactly this
problem effectively (in time polynomial in the length of the input), the theory of computation complexity also
considers questions inspired by pure mathematics fields, such as number theory and model theory. A tight
relationship between computability theory and number theory was stated in Matiyasevich’s theorem on
equivalence of enumerablility and diophantiness of sets and consequently undecidability of Hilbert's 10th
problem ([ ] and a textbook | ]). Subsequent researches were partly
concentrated on the lower bound for the number of variables in diophantine equation which preserved
undecidability.

From the point of view of the complexity theory the intriguing question is the complexity of deciding
solvability in non-negative integers of diophantine equations in two variables. S.Smale in his
"Mathematical problems for the next century" [ ] points out on the importance of these
questions in his 5th problem, independently of the famous P?NP problem (number 3 in his list).

Further researches on the existential fragments of theories of non-negative integers, weaker than for
addition and multiplication (Hilbert's 10th problem), resulted in decidability of the so-called "Diophantine
problem for addition and divisibility". This result, obtained independently by A.P.Bel'tyukov [

] and L.Lipshitz | ], found various applications in computer science (e.g. in [
] [ 1). An expressiveness of the language makes it useful in formulation
of particular problems, such as reachability problem for one-counter machines and their modifications
( [ 1), which leads their decidability.

In the following sections we will firstly represent complexity results concerning simultaneous divisibilities
of linear polynomials and then consider some sub-problems and related questions.
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Definitions and complexity results for simultaneous divisibility of values of linear polynomials

The decidability of the Diophantine problem for addition and divisibility means the existence of an algorithm
for recognizing every satisfiable in non-negative integers quantifier-free formula of the first order language
in the signature (+, 1, |) , where | is a predicate symbol for the relation of divisibility of integers and x|y
means "x is a divisor of y". The general question is reducible to the satisfiability in non-negative integers
of a linear divisibilities system, i.e. formula of the form

&Ly (filwn, s ) | gi(@1, @), (1)

where f;(x1, ..., z,,) and g;(z1, ..., z,,) are linear polynomials with non-negative integer coefficients.

The study of the complexity of the problem was started by L.Lipshitz in [ ] and resulted in
the proof of its NP-completeness for every fixed (greater than 5) number of divisibilities in a system.

Theorem 1 ([ 1) The Diophantine problem for addition and divisibility is NP-hard (and NP-
complete for every fixed number of divisibilities 1 > 5in 1).

It is very important that while for every arbitrarily large but fixed number of divisibilities the problem is
in the class NP, it is only NP-hard in the general case. This situation may be illustrated, for example,
with the NP-complete problem of consistency in non-negative integers of a system of linear diophantine
equations, which is closer to the practical algorithms. It appears to be in the class P for every fixed number
of variables, that is, in some extent a tractable problem (see [ ).

There should be given some terminology remarks. The almost same problems have several names in
different papers. In the decidability proof | ]and in | ] we see "the
Diophantine problem for addition and divisibility", in Russian literature "universal theory of natural numbers
for addition and divisibility" as in | Jor| ] (since a universal theory is
decidable, the corresponding existential theory is also decidable). Furthermore, as "existential theory of
(N;=,4+,)"in [ ] and "existential Presburger arithmetic with divisibility" in the recent papers
[ ]and | ]. In abbreviated form it is written as
JdPAD. Also, when we speak about the problem of consistency in non-negative integers of a system of
linear diophantine equations, it is, in other words, the problem of satisfiability of a quantifier-free formula
of Presburger arithmetic (abbreviated as 3P A).

Detailed analysis of the decision procedure of L.Lipshitz was performed in [

]. There was shown that for every satisfiable formula an upper bound for every assignment of
variables would be doubly exponential in the length of the input. Thus, the problem belongs to the
complexity class NEXPTIME, i.e. solvable on non-deterministic Turing machine using 27 number
of steps, where n is the length of the input string with binary representation of the values of the input.

Theorem 2 ([ ]) The Diophantine problem for addition and divisibility
(3PAD) is in the complexity class NEXPTIME.

With this result we have a complexity upper bound for those problems, which are reducible to the 3P AD,
in particular, those presented in the introduction. The exact complexity is not known and the problem of its
determination remains open. It should also be noted that the existence of an instance of a problem with
minimal solution in binary representation of size exponential in the length of the input, does not mean the
problem is not in NP. For example, J.C.Lagarias in [ ] shows that there are instances of the
negative Pell equation (or anti-Pellian equation as it is named in the paper)

22— dy? = —1 2)
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with minimal non-negative integer solution of exponential length, while the problem is in NP since there
exists a succinct certificate to establish solvability of the equation. Therefore, further progress can be
quite a difficult task of significant importance for theoretical computer science.

Some sub-problems and related problems

Thus we know that 3P A D is NP-hard and we even do not know it is in NP. The corresponding algorithm
is very impracticable. However, it could happen that for some applications it is sufficient to deal with sub-
problems in order to state NP-completeness or the existence of a polynomial algorithm. In this section
we will consider systems of divisibilities of a number by values of linear polynomials with non-negative
coefficients and the opposite problem of systems of divisibilities of values of linear polynomials with non-
negative coefficients by a number. There will not be any restrictions on the number of divisibilities, but on
the number of non-zero coefficients in every polynomial. Proofs of some results, presented in the section,
will be published in [ ].

The first one could be considered as validity in positive integers of a formula of the form
Az 3w, &8 (K| filz, o xn)). (3)
If there is no restriction on values of the variables, it will be a system of linear congruences
Az, 3z, &2 (filz, ..y zn) = 0(mod K))), (4)

which could be solved in polynomial time in accordance with | ] (section 2.3.4). If the variables
will take their values from the interval of positive integers [D, D’], 0 < D < D' < K, the problem is
obviously in NP. This problem is NP-complete for every K > 2 (if X' = 2 the problem is trivially in the
class P) and exactly three non-zero coefficients of the variables in each polynomial (in |
])-

Since we are interested mainly in the number of non-zero coefficients, it will be convenient to use some
abbreviations. Let z = (z1, ..., z,) be the list of variables of a formula and let in this case the fact that
there are not greater than & non-zero coefficients in a polynomial be written down as * £;(z). Thus, with
this notation we have the following theorem.

Theorem 3 (| 1) The problem of satisfiability on the interval of positive integers
[D,D'], 0 < D < D' < K of formulas of the form &, (K |3 f;(z)) is NP-complete for every
K > 3.

From the point of view of the number of non-zero coefficients, we have the following result.

Theorem 4 (| 1) The problem of satisfiability on the interval of positive integers
[D,D'],0 < D < D' < K of formulas of the form &, (K | *f;(%)) is NP-complete for every
k > 2 andisin the class P for £ = 1.

The case k > 3 in theorem 4 is a corollary of the Theorem 3, while for only two non-zero coefficients
in each polynomial there is a polynomial reduction from GOOD SIMULTANEOUS APPROXIMATION
( ]). In his proof, J.C.Lagarias has used constructions, as he writes "inspired by Manders
and Adleman” ([ 1). This method was introduced by K.L.Manders and L.Adleman
for encoding an instance of a special case of KNAPSACK problem to an instance of solvability in non-
negative integers of a quadratic diophantine equation of the form az? + by = c with positive integer
coefficients. Possibly, the proof in | ] could be made more natural by means of
polynomial reduction from 3-SAT with "conversion lemma" separately formulated in [

I
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For a system of divisibilities of a number on linear polynomials, the first result was achieved in |

]. The problem LINEAR DIVISIBILITY (abbreviated as LD) of solvability in positive integers
of one divisibility of the form ax + 1 | K was shown to be -complete. A problem is v-reducible to another
problem if there is a reduction procedure that can be performed in polynomial time on a non-deterministic
Turing machine. Thus, a polynomial reduction is a special case of a y-reduction. A problem is called
~-complete if it is in NP and every problem in NP is ~-reducible to it. These problems most likely are
not in the class P nor are NP-complete; for the discussion of the notion see pages 158-160 in |

].
The primary object of interest for K.L.Manders and L.Adleman was the complexity of an equivalent problem
of solvability in non-negative integers of a binary quadratic equation of the form axy + by = ¢ and the
study of the diophantine complexity. From this result one can conclude that simultaneous divisibility of
a number by values of linear polynomials is ~y-complete. By polynomial reduction from ONE-IN-THREE
3-SAT (in [ 1), the problem of validity in positive integers of formulas of the form

Az &L, (O fi(7) | K) ()

is NP-complete for every K > 4 and is in the class P for 0 < K < 4. Though there is much more
freedom for polynomial reductions for the problem

3 & (Cfi(7) | K) (6)
in comparison with LD, the proof of its NP-completeness does not look like obvious.
Among the references on the decidability proof of IPAD, the paper [ ] on the
decidability of the universal theory of non-negative integers for addition and D(x,y,z) predicate, true for
each triplet (x,y,2) such that z=GCD(x,y), is sometimes mentioned (in | ). As

it was mentioned above, the decidability of a universal theory is equivalent to the decidability of the
corresponding existential theory. This decision problem is equivalent to 3P AD because of the mutual

existential definability of the predicates (see remarks in | ]). We have
x|y < D(z,y,x) (7)
and in other direction
D(z,y,2z) = Fu(z|z&z|y&z|u&y|z + u), (8)
—D(z,y,z) = Fu(~(z|z) V =(z]y) V (u|z&uly&—=(u]z)). (9)
NP-completeness of the problem
3z(GODCf(z),....° fm(T)) = K) (10)
on every non-empty and non-trivial integer interval could be proved in the same manner as in Theorem 3
by polynomial reduction of ONE-IN-THREE 3-SAT ([ 1). Corresponding question

for only two non-zero coefficients does not look like as an evident consequence of Theorem 4.

Conclusion

One of the aims of the paper was to show the importance and actuality of problems concerning divisibilities
of values of linear polynomials. Although the general problem has high complexity lower bound, some sub-
problems could appear sufficient in applications for determining complexity of various problems, arising,
for example, in counter automata theory.

The other purpose was to point to a number-theoretical interest in the problem and its possible relations
with complexity of solvability of quadratic diophantine equations.
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TAKCOHOMU3ALIUA ECTECTBEHHO-A3bIKOBbLIX TEKCTOB

Butanuu MpuxogHiok

AHHomauyusi: B cmambe onucbisaemcs nodxod hopMUpPOBaHUSi MAaKCOHOMULU Ha OCHOBe
CEMaHMUYeCcKo20 aHasusa mekcmosbix Maccueos. [lpedcmagneH an2opumm U onucaHbl OCHOBHbIE
amank! e20 pabomsl, onpedernieHa cneyuukayusi 8X00HbIX U 8bIXOOHbIX 0aHHbIX 8 sude becmunogbix
mepmog nambda-ucqucneHusi. pueedeHbl maK xe ecnomozamesibHble anaopummbl ebideneHus
pa3nu4HbIX  munoe (8 yacmHocmu, eeoepacpuyeckol)  uHgopmayuu. [aemcs  oueHKka
aghpekmusHocmu  NPEONIOKEHHO20 — aneopumma, NoflydeHHas C  NOMOWbK)  8bIHUCTUMESTbHbIX
3KChepuMeHmos.

Knioueenie croea: makcoHoMusl, 2UnepoMHOLIEHUE, CIPYKMyPU3aUUSsT, UHXeHepus 3HaHUL

ACM Classification Keywords: .2 ARTIFICIAL INTELLIGENCE - 1.2.4 Knowledge Representation
Formalisms and Methods, H. Information Systems

BBeaeHue

BbicTpbIn pocT TemaTnyecknx 06bEMOB MHOpMauuu, HeobxoaumocTb ee 6onee KayeCTBEHHOM
0bpaboTkm M ycBOeHMs TpeOylT MCnOnb3oBaHWs METOAOB, CPEACTB MOMyYEHWs MHOpMaLMU W
npeobpa3oBaHus ee B Takyl ¢opmy, ¢ koTopon OyaeT yaobHee paboTaTb Ha BCex 3Tanax peLleHus
3apady. [naBHas Uenb Takoro npeobpal3oBaHNs 3aKMOYAETCA B HAXOXAEHWUM LOKYMEHTOB NO HYXHOM
TemaTuke, obpaboTke W aHann3e TEKCTOBbLIX (ECTECTBEHHO-A3bIKOBbIX) [OKYMEHTOB C MOMOLLbH
OnpefeneHHbIX WHCTPYMEHTOB, KOTOPbIE MNO3BONSOT BbISBAATH CBOWCTBA OMMUCAHHbIX OOBEKTOB U
nornyeckne 3aKOHOMEPHOCTY, CYLIECTBYIOLWME Mexay HUMU. 10 MHEHMIO Y4eHbIX, NPeanoXeHHas
[OMKHBIM 06pa3oM MHOpMaLWMs NO3BONAET YBUAETb Te AONONHUTENbHBIE CKPbITbIE 3aKOHOMEPHOCTH,
KOTopble He yhaeTcs obHapyxuTb apyrumn metogamu [Benuuko, 2009; Maspunosa, 2001; BanbkmaH,
2012; MnagyH, 1994; Van Rijsbergen, 1979; Helbig, 2006].

Takum obpa3om, akTyarbHOM SBMsieTcs 3ajadva WaeHTUUKALMM TEPMUHOB, KOTOPbIE COBMECTHO C
KOHTEKCTaMW OMPELENsIoT COAEpXKaHNe LOKYMEHTa U CeMaHTUYECKUe CBSI3U MEXy HUMU. JTO AaeT
BO3MOXHOCTb B [anbHelileM chopmMm1poBaTh TOMONOTMYECKYD CTPYKTYPY TEKCTa B BUAE TaKCOHOMMM,

OTOBpaXeHUst U Co3haHuNst HOBbIX OBLEKTOB, CBA3EN, YBA3KM HOBbIX aTpubyToB, KOTOPbIE MOTYT BbITh
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MCnonb30BaHbl NpK aHanuTUYeckon obpabotke MHGopmauyuu [Ctpuxak, 2014; Bennyko, 2015]. Takue
TOMOSIOMMYECKNE CTPYKTYPbl MOTYT MCMONb30BaTbCA MpU (HOPMUPOBAHUN MHGOPMALMOHHOW Cpesbl
kopnopatueHbix cuctem (KC), ceTeBble MHCTPYMEHTLI KOTOPbIX 06ECMEYNBAKOT MOUCK, (POPMYIMPOBKHY,
(hOPMMPOBAHUS, CTPYKTYPUPOBAHWS U NPeACTaBMeHns WHGOPMaLMM U COOBLLEHWIA, N3 KOTOPbLIX B

AanbHenwem hopMUPYIOTCS 3HAHNS 1 NPUHUMAKOTCS! COOTBETCTBYHOLLME PELLEHMS.

Mpouecc BbigeneHUa nHgopmauum

OdekTnBHas 0b6paboTka HECTPYKTYPUPOBAHHbIX (B YAaCTHOCTW, HANMUCaHHbIX eCTECTBEHHO-A3bIKOBbIM
TEKCTOM)  OOKYMEHTOB ~ MOXET  JOCTUratbCid € MOMOWBID  UX  TaKCOHOMM3aLuu
[Ctpuxak, 2014; LWLaTankuH, 2012] ¢ nocneayowwmM nNpeacTaBneHneM B BUAE OHTONOMYECKoro rpadga
[Benuyko, 2009].

Ha npouecc B3aMOAENCTBUS C TEKCTOBbLIMM I/IHCbOpMaLl'I/IOHHbIMI/I pecypcamu, 0COBEHHO B CETEBOM

cpefe BNnAKT Takne Tpu acnekta, Kak:

a) CMHTaKCWYECKWW, KOTOPbIN KacaeTcs (hopmaribHOM MPaBUIBLHOCTU COOBLIEHUA C TOYKM 3peHus
CMHTaKCUYECKMX NPaBuN A3blka, NCMONb3yeMOro 6e30THOCUTENBHO K €ro COAEPKaHNIO;

) cemaHTM4eCKuit, KOTOPbIA OTPaXAEeT YPOBEHb MOHATUAHOIO B3aUMOAENCTBUS;
B) MparmMaTU4eCKuin, KOTOPbI ONpeaensieT onepauyoHanbHbIe acnekTbl UX MCMONb30BaHKS.

MepsnyHas obpaboTka WMHMOPMALMOHHBLIX PECcypcoB, OCOOEHHO MpW WX UCMONb30BaHUM, Tpebyet
peLLeHns Lienoro 3BeHa npobrnem, KOTopble Takke XapakTepu3yoT NpoLecchl B3aumogencTaus. K atum
npobnemam  cneuwanucTbl  OTHOCAT  CReaylolWwmMe:  pacnpedernieHHOCTb;,  reTEepPOreHHOCTb;
WHTeponepabenbHOCTL MHAOPMaLMK TOMBKO HA CUHTAKCUYECKOM W CTPYKTYPHOM YPOBHSIX; HEMOSTHYHO
OTBETCTBEHHOCTb 3a WMHOPMaLMIO, NepeaaBaemyto Npu MHTErpaumm; OybnupoBaHue MHGopMaLmu;
NOTEepK MOMHOTbI KOHTPOMS AOCTyNna K MHQOpMaLuy; TEXHOMOMMYECKUe TPYAHOCTW, CBSA3AHHblE C
pasHoobpasvem (OpMaToB NPeACTaBeHUs [AaHHbIX; COAEPXaTeNnbHOCTb  KOHCIIMKTOB  Mexay
WH(OPMALMOHHBIMI  €AMHALAMM Ha MOHSTUMHOM YPOBHE; MH(OPMALMOHHAS SHTPOMUS UCTOYHMKA
nHGopmaumu. W kaxagas n3 atux npobnem MMeeT cBoM onpeaeneHHble NpobrnemMHble BONPOCHI C TOYKY
3PEHMS TEXHOMOTUN €€ PELLEHMS.

B pamkax aaHHOro npouecca Heo6XoaumMo NPONTI TPY KIOYeBbIX amana:

—  UOEHTU(MKALMIO MHOXECTBA TEPMUHOB KOHLENTOB X , MpUHaAnexalmx 3agaHHOMY TEKCTy
TEPMUHOMNONS;

— VILI,eHTVI(bVIKaLI,VII'O MHOXeCTBa CEMaHTUYECKINX OTHOLLEHI Rsem Mexay KoHuenTamu,
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— VI,EI,eHTMCbI/IKaLl'I/IPO MHOXeCTBa anI/I6yTOB koHuenToB A (TaKI/IX, KaK reorpa(bvlquKaﬂ nnn

TeMnoparbHas HdopMaLms).

MoeHTndmkaums Bo3MOXKHA C MOMOLLbKO NOCNEA0BaTeNnbHOr0 NpeobpasoBaHnst BXOAHOTO MHOXeCTBa
NeKkceM eCcTeCTBEHHO-A3bIKOBOrO TekcTa L C MOMOLLbI MOCNeA0BaTENbLHOMO NPUMEHEHUS npasun K3
MHOXecTBa Rul .

Ha MHoxecTBe nekcem /e L C nNOMOLLbO onepatopa « < » (MPeawecTByeT) onpesesieHo NIMHENHDI

nopsifok, M, Takum obpasoM, L SBMSIETCA NMHEAHO YNOPSBOYEHHON MHOXECTBOM /[ </, <...<[ .
Takke Nnekcembl pa3duTbl Ha MpeanoXeHnst S, , Ha MHOXECTBE KOTOPbIX aHanmornyHbiM obpasom

3a/1aHo NuHeHbIA nopsigok S={S, < S, <...< S, }.

Kaxgoe npegnoxeHue Takke npeactaBnseT cobOM NUHENHO  ynopsidO4YEHHOE  MHOXKECTBO:
S,:{/{<I;’<...<I;_} . MpaBuna npUMEHAIOTCS OTAENBHO K KaXaoMy W3 NpeanoxeHun S, u

AENCTBYIOT UCKMIOYMTENBHO B pamkax npeanoxerns. Camu npasuna UMeOT anniukaTuBHYO opMy 1
MoryT ObITb NpeAcTaBneHbl B Biae 6ectunosbix BblpaxeHni [bapenapert, 1985; Ctpuxak, 2014]:

f, = (Axt(x))a=t(a) (1)

roe:
— A-Teopus — nambga-1cYncneHns; 3anucb Ax noapasymeBaeT, YTo 370 A-TepM;
— X - NepemMeHHas, NpUHUMatoLLas 3Ha4YeHNs Ha MHOXeCTBe NekceM L Unu KOHUEeNnToB X ;
— t — BbIpaxeHue, coaepxallee nepeMeHHyHo;
— a — apryMeHT (PYHKLMW, onpeaenstoLLei BOSMOXHbIE 3HAYEHWS NEPEMEHHON X ;

— £, — (hyHKUMS, KOTOPaAst MOXET ObITb NPUMEHEHA K apryMeHTy a .

Kaxzoe Takoe npasuno 3agaeT npeobpasoBaHue 0gHOro 13 BUAOB (2) — (4).

LR s x (2)
X— (X R, (3)
L—R A (4)

Kpome Toro, BO3MOXHbI Apyrue npeobpasoBaHus:
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LB 5 (5)
LR (6)

r4e MHOXeCTBO L — MHOXECTBO KOHCTPYKTOB.

KoHCTpykT 06beanHseT B cebe HECKOMbKO NEKCEM, KOTOpble B AarnbHeniwem obpabaTbiBaloTcs Kak
ofHa. KOHCTPYKTbl MOTYT MUMETb TaKue Xe XapakTepUCTUKM, Kak U NeKceMbl, U MOryT ObiTb CBSi3aHbI C

Apyrumm nekcemamm ninmn KOHCTPyKTaMn CUHTaKCM4eCKMMU CBA3AMU Rsyn .

Moboe npasuno suga (2), (4), a B HEKOTOPbIX CyYasx — v Buaa (5) MoxeT ObITb MPUMEHEHO HE TOSbKO

K MHOXECTBY L , HO M K MHOXecTBaM L unm L UL,

MpenBapuTenbHas CTPYKTypU3auma

HepBbIM N Hanbornee 0YEBMAHLIM MUCTOYHUKOM CTPYKTYpbl TEKCTa ABNAETCA €ro coaepxaHue. OHo

npeacTaenseT coboit Habop npeanoxeHnin S, < S, KoTopble onpeaeneHHbIM 06pa3oM BblAeNeHbl 13

toc
OCHOBHOTO TekcTa. Yalle BCero nog COAEpKaHMe OTBOANTCA HECKOMNbKO CTPaHWL, B HaYane unm B KOHLE
TekcTa. Torga cogepkaHue [OCTaTOMHO Ferko WAeHTU(MUMpOBaTh, 3adaB ero npegesnbl, U
BOCMOMb30BaBLUNCL MMNEPOTHOLLEHNEM MHOXeCTBEHHOCTU nopsigka S [KnuHu, 1957; Manuwesckui,
1998]. MpuMeHeHne rNepoTHOWEHNS S, SBNSETCS HeobxoaumbiM ycroBueM u obecneuynsaet
NOEHTUDUKALIMIO KOHKPETHBIX MECT B TEKCTE, B KOTOPbIX MO3NLMOHUPYIOTCS KOHKPETHbIE NOHATUS, U Ha
KOTOpble CCbINAlTCA  ANeMeHTbl  coaepxaHus. OnucbiBaemas npouedypa pasMeTkn  TekcTa

peannayeTcs Ha OCHOBE CMEAYIOLMX ABYX NPaBUN:

T=A0,.l (7)

1olysees

t=3i,Vje[Ln],S €S, ulieS, (8)

toc

KoHcTpykTBHOCTE npaBun (7) u (8) no3sonsieT WX NpuMeHdTb aaxe 6e3 npeaBapuUTeNbHOMO
NCMONMb30BaHNA NpoLedyp OPWUMMHANbHOM pasMeTKM TeKkCTa, YTO XapakTepusyeT npoLecchl

(hopMUPOBAHUS IMHIBUCTUYECKMX KopnycoB [LLnpokos, 2005].
[Mpu OTCYTCTBMM codepxaHus Heobxoanmo cgopMupoBaTth NpeaukaT g [And aHanusa pasMeTkn W

3ameHuTb ycnosue (8) Ha (9).

t=3i,vje[Ln].q(l) (9)
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Mocne NnpMMEeHEHUA npeaunkaTa I/I,D'eHTI/I(*)MKaLI'MVI BblAEJIEHHbIE WM NOCNEOOBATESIbHOCTU JIEKCEM

dopmupyIoT MHOXECTBO KaTeropuii{ X, }. bnarogaps nuHeitHomy nopsiaky nekcem W npeanoxeHuil

MOXHO pa3buTb OpUrMHarbHbIN TEKCT Ha YacTu:
L ={I|vI e S VI e S I <1 <1 (10)
Kaxyto 13 MHOXeCTB L™ MOXHO 06pabaTbiBaTh Kak OTAENbHbI TEKCT.

Kateropum {X_,} chopmupytoT BepxHuil ypoBeHb OHTOrpadha: Bce BblfeneHHble 13 parMeHTa TekcTa

LS kaTeropum SBNSOTCS NOAKATErOpUSIM COOTBETCTBYHOLLEI KaTeropun X .

BbiaeneHue KOHLENTOB U CBsA3eN

BbioeneHne KOHLENTOB W CBA3EH SBNSIETC CHOXHBLIM MPOLECCOM Yepe3 OOorNblUyl BapuaTUBHOCTb
A3bIKOBbIX KOHCTPYKLMA BO3MOXHbIX B TeKCTe. AHanu3aTop AOMKeH MMETb (hopMarnbHOe onucaHue
TaKWUX KOHCTPYKLIA, @ KAYECTBO aHanW3a HanpsMyto 3aBUCKT OT NOMHOTbI 3TOT0 ONUCaHNS.

OnucaHue npednoxeHuli 8 sude npasus euda (1). KOHKpETHbIN BUL NpaBun 3aBUCAT OT TUNa npaBuna
W BXOAALEro NOAMHOXeCTBa rnekceM, Ans 0BpaboTkM KOTOpbIX MpeaHa3HayeHo 3TO MpaBuro.
CocTaBnswowmmy  npasunamn  ecTb npegukatbl ugeHTudmukaumm suga (11) u (12), kotopble
npeaHasHayeHbl Ans 0bpaboTky 0TAENbHON NEKCEMbI:

C,» =(AX,yt(x,y))ab=(ab)eLP (11)

lse =(A%,y,2H(x,y,2))a,b,c =(a,b,c)e LS (12)

[na kaxgoro npegukata onpefeneHHbiM obpa3om dopmupyetcs MHOXecTBo LP umim LS . Tak LP
npeacTaBnseT coboil MHOXECTBO NlEKCEM M MOXET BbITb onpefeneHa ABymst crnocobamu: npocTbiM
nepeyHemM [ONyCTUMbIX NEKCEM WNKU OnpederieHMeM OnpefeneHHoro npusHaka, 4to opmupyet
kaTeropuio Takux nekceM. A LS npefctaBnsieT Cobod MHOXECTBO Map NIEKCEM, CBS3aHHbIX
onpegeneHHbIM BUAOM CUHTaKCUYECKON CBA3W. Takum 006pasoM, Kaxabli npeaukat onpeaensieTcs Ha

OCHOBE Bblj€NEHNA COOTBETCTBYHOLLEro eMy MHOXECTBa A0MYCTUMbIX JIEKCEM.

Ha ocHoBe Takux npeaukaTos opmupyeTcs npasuno suga (13):
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rul=c,, AC,, AC,, AT (13)

AT AT
Py X3P, XnPn X X,Ki; Xy X3K3 Xn_1XpKn_1n

MpuMeHeHWe npaBura 3akmo4aeTcs B HAXOXOAEHUN YNOpsAOYEHHOro MHOXecTBa nekcem (14), ans
KOTOPbIX BbINOMHsAETCA ycnosue (15).

L

rul

cLIM <M< <] (14)
(AX,, Xyyewwy X, LU 11 (15)

Mpasuna sBuga (2), (4), (5), (6) B AanbHerweM BbINOMNHsAT Npeobpasosaxue (16) — (19) copasmepHo:

O Y O L B B ST VO A (16)
O O Y B i ST VO A A (17)

B I B2 e d 3 s L ) (18)
T P B S O AV 0 A (19)

Mpasuna dopmata (3) UMEOT APYryto CTPYKTYPY 1 BbINONHSOT npeobpasosaxue (20):

{/{“’,/2.../,,_1/2’”’}'—"'><{’1’”’,/2---/n_1/z’“'}’{<’f”"’5wR >}> “

’ sem

BbiaeneHue atpubyToB

BbloeneHne kaHaupatoB B aTpubyTbl MPOMCXOAMT MpW BbiAENEHUM KOHUEenToB npasuna (4). B
pesynbTate WX npuMeHeHus npeobpa3oBaHuamu (17) opmupyeTcs MHoxecteo A° . [ns
(hOpMMPOBaHUS MHOXeCTBa COBCTBEHHO aTpubyToB A HEoBXOoaMMO OCyLLeCTBUTL Mmpoueaypy

Banuaauum anemeHtoBac A 1 0TOPOCUTD Te, KOTOPbIe He MPOMAYT BanuaaLyo.
[ns Kaxgoro 13 BO3MOXHbIX TUMOB aTPUOYTOB CO3AAETCs OTAENbHbIA NPeaukaT Banuaauun g, YTo 1

onpeaensieT, AOKHA NN fiekcema BXOAUTb B UTOrOBOE MHOXeECTBO aTpuOyToB. MpeankaTsl BanmaaLmm
3aBUCST OT MHOTUX (haKTOPOB, B YACTHOCTM, TUMa TeKCTa, NOAMHOXECTBA A3blka, obpabaTtbiBaeMoro
npegmeTHon obnactu. Hanpumep, Ans reorpadmyeckux KOOpAMHAT YCHOBUEM BanMOHOCTA MOXET
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ObITb NPUHAANEXHOCTb KOOPAMHAT onpefeneHHon pabouveir obnactu. Obpasywowmin npegukat —
npasuno Byaet BoirnsaaeTb (21), a cam npegukat — Bug, (22):

fq :Xmin <ax < Xmax /\ymin <ay < ymax (21)
Lf,(a,.a,) (22)
qa.a,)=4 * "7
O,—@(ax,ay)

Ha ocHoBe Takux npeaukaToB HOpPMMPYIOTCS MHOXEeCTBa atpubytos no tunam (23) u oboblyatLiee

MHOXeCTBO (24):

Al ={a'|q,(a")} (23)

A=U,A (24)

Bce anemeHTbl MHOXecTBa Buaa (24) moryT ObiTb MCMONMb30BaHbl kak aTpubyTbl oTOBpaxeHus
pasnuuHbIX MaccueoB obpabaTbiBaeMblx TEKCTOB. 3@ CYET NPUMEHEHUS TMNEepOTHOLLEHUS S B BUAe
npasun (7), (8), (20) oHu obecneynBalOT YHUKANbHOCTb MPECTaBIEHNS MHOXECTBEHHOCTU WX
CMbICIOB, X MOryT BbITb WUCMONb30BaHbl B Mpouedypax noucka W UoeHTUUKaLuM HeobXoanMbIX
TEKCTOBbIX MacCKBOB. Takke, ykasaHHble aTpubyThbl, COCTABNAOLLME MHOXECTBO B1aa (24), MOryT BbiTb
NCMOMb30BaHbI B NpoLedypax WHTerpauun pacnpefeneHHbIX TEKCTOBbIX MacCUBOB, KOTOPbLIE UMEIOT
OnpegeneHHyt CTeneHb CMbICIIOBOW 3KBUBANEHTHOCTU. bonee Toro KOHCTPYKTUBHOCTL Npasui (2) — (8)
W npegukata (22) nossonseT (opMupoBaTh NPOLEAYPbl PACLIMPEHNS CMbICIIOB TEKCTOBbLIX MacCUBOB
MPU WX WHTErpauuu, Ha OCHOBE CBS3HOCTW WX 3MIEMEHTOB MMNEPOTHOLIEHNEM  MHOXECTBEHHOCTM
nopsigka S ans Bcex anemMeHToB 0bpabaTbiBaeMblX TEKCTOB.

HOCTPOEHMG TaKCOHOMMM TEeKCTa

CdpopmupoBaHHOEe MHOXECTBO aTpubyToB BuAa (24), XapakTepusyeTcs Tem, YTO Hag BCEMMU €ro

dNeMeHTaMn 3adaeTCda TMNepoTHOLEHNE MHOXECTBEHHOCTU NOpAAKa S . Torpa Ha OCHOBaHWM
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NPUMEHEHNA npeankaTUBHOrO BbIpaXeHNA BUAA (22), B HEM BcCerga MOXHO BbloennTb Henycroe

MHOXXECTBO 31IEMEHTOB, 06pa3yroLyx GUHapHbIe napbl BUAA:

A(x; yrul YSA(y; )rul) (25)

Kaabli TEPM KOTOPOro MpEeACTaBnsAeT OnpedeneHHyl nekcemy obpabaTbiBaeMbiX TEKCTOB.
KOHCTPYKTUBHOM OCOBEHHOCTBLIO BbIpaXeHWs (25) SABNSETCA NPeacTaBUMOCTb Kaxaoin GuHapHoW napbi

B BUAE TeMaTnyeckon TaBTonorum [Ctpukak, 2014].

[Mpouecc NOCTPOEHUS TaKCOHOMUM TEKCTa Tenepb, Ha OCHOBE NpuMeHeHus npasun (1) — (24), moxet
ObITb NpeACTaBneH B BUAE CriedytoLLen npoayKLum:

AU(x)rul)SA(y, yrul) = T = (A(xt(x),S,<) (26)

Mpasuno (26) 3agaeT MHAYKTUBHOCTL NpoLecca (hopMUMPOBaHNS YNOPSZ0YEHHBIX MHOXKECTB KOHLLENTOB
Buaa (24), mexay oneMeHTamy KOTOPbIX YCTaHaBMMBAKOTCH TMMNEPOTHOLLEHWE MHOXECTBEHHOCTY
nopsiaka, W (akTM4ecku KOHCTPyMpyeTcs TakcoHoMUsi. HeobXxoaumbiM YCNOBWMEM WHAYKTUMBHOCTY
SBNSeTCS OnpeAeneHne Hag KOHUENTamMu TEKCTOB NpeaykaTUBHOMO BbipaxeHus (22). MNpeaukaTueHbIe
BbIPXKEHNS, (DOPMYNMPYIOTCS Ha OCHOBE KOHLENTOB TAKCOHOMUYECKOM KaTeropuu C 3adaHHbIM
MHOXECTBEHHbIM OTHOLLEHWMEM YMOPSAOYEHHOCTU U NMPUHUMAIOT TOMBKO 3HAYEHUS UCTUHHOCTW. JTO
no3sonsieT  (popMMpoBaTb Ha OCHOBE TEPMUHOB  KOHLENTOB  TaKCOHOMWYECKOM  CUCTEMBI,
NIMHIBUCTUYECKIE BbIPAKEHUSI, KOTOPbIE COAEPKATENBHO OTPaXatoT CMbICNOBbIE COCTOSIHWS TEKCTOBbIX
MacCMBOB, KaK MacCUBHOW CUCTEMbI TEMATUYECKUX 3HAHMMN.

Tak, ons MHOXEeCTBa TaKCOHOMUYECKMX KaTeropui = {Tun (phylum) nogTun (subphylum) knacc (classis)
nogknacc (subclassis) psg (y pacteHun - nopsgok) (ordo) nogpsp (subordo) cembs (familia)
nogcemenctso (subfamilia) pog (genus) nogpog (subgenus) Bug (species) nogsug (subspecies)
pasHoBMaHoCTb (varietas) copma (forma)}, rMnepoTHoWweHWe GUHAPHON MHOXECTBEHHOCTM MOPSAKA,
obecneynBaeT coxpaHeHue BCEX TWUMOB B3aMMOLENCTBUS MEXIY TepMamu, ONpeaensioLmx TeMaTuku
TEKCTOB. OTO TaKkke M03BOMNseT (POPMUPOBATL BCE MHOXECTBA TaKCOHOMMIA W3  KOHLENTOB
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CNOXMBLUEACS OHTOMOrMyeckon cuctembl. OgHaKoO 3aaaB Haf YKasaHHbIMM KaTEropyUsiMW OTHOLLEHUE
NIMHENHOW YNOPSABOYEHHOCTI, Mbl Cy)XaeM WX NepeyeHb, Tak Kak psid KaTeropum, Takux, Kak: knacc
(classis) hopma (forma) Bug (Species) MoryT 3aHMMaTh B BbipaxeHusx (24) u (25), npeacTaBnsoLmum
OuHapHOE OTHOLLEHME - «BbITb 3NEMEHTOM KaTEropuny», Kak NneByto, Tak U NpaByK YacTb BblpaXeHMi
Buaa (11), (12) n (26).

B 3akntoueHne otmeTum, 4to cornacHo [Manwuwesckuit, 1998; Ctpmkak, 2014], BuHapHble BbipaXeHus,
cocTaBnsoLme npasuna (24) — (26) obnagatoT CBOMCTBaMM arunepumKIMYHOCTH, MPPedieKCUBHOCTH,
TUNepPTPaH3UTUBHOCTM W PETYNSPHOCTM:

— arvnepumuKnMYHOCTb — ecnn And S He CyLWecTByeT rMnepLMKnMYHOro MHOXECTBA KOHLIENTOB
X c U Takoro, koraa:

Vxe X3Y c X :YSx (27)
- ppedrekCUBHOCTb:
YSx = (Y /{x})Sx (28)
— TUNEPTPAH3UTUBHOCTb:
YSx,xe X, XSz = ((YUX)/{x})Sz (29)
— PerynsipHoCTb:
YSx,Y' 2Y = Y'Sx (30)

YkasaHHble CBOWCTBA NO3BONAT B JaNbHENLLEM peanu30BbIBaTh NPoLeaypbl, KOTOpble 0becneyunBatoT
(HOPMMPOBaHNE HA OCHOBE BbIAENEHHbIX TaKCOHOMUWM, TEeMaTWYeCKUX OHTOMOMNYECKUX CUCTEM
[FaBpunoBa, 2001; Banbkman, 2012; MnagyH, 1994; Ctpuxak, 2014; Guarino, 1994].
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OueHka 3achheKTMBHOCTH

/13-3a upe3Bbl4anHO BOIbLION BapUaTUBHOCTY NPEAMKATOB ¥ NpaBun oLeHKa 3DdeKTMBHOCTH paboThI
anropuTMOB BMOMHE MOXET ObITb BbINONHEHA TOMBKO 3KCMEPUMEHTANbHLIMU METOAAMM.

OueHb YyBCTBMTENbHA IPGEKTMBHOCTL K KayecTBy nNpenBapuTenbHom 06paboTkn  TekcTa
(nekcuyeckoro aHannsa) 1 CooTBETCTBUS a3kl NpaBmn A3blka.

Ans OLIEHKM Ka4eCTBa NCYMCNAIOTCA Takne napameTpbl.

— TP (True Positive) — konu4ectBO OOBEKTOB, KOTOpble MPaBUNbHO WAEHTU(ULMPOBAHLI
CUCTEMON;

— FP (False Positive) — Konn4ecTBO NOCNEA0BATENBLHOCTEN NEKCEM, KOTOPble HEe OnpeaensoT
00beKTbI, HO BbINM MOEHTUDNULMPOBAHBI CUCTEMON;

— FN (False Negative) — konu4ectBO OOBLEKTOB, KOTOpble HE OblMM MAEHTUULMPOBAHDI
CUCTEMON.

OueHka kadecTBa paboTbl anropuTMa OCyLLECTBNSIETCS NO cneaytowmm napametpam [Helbig, 2006]:

— Precision (moyHocmb) npeactaBnseT coboit OTHOLIEHME KOPPEKTHO MAEHTUUUMPOBAHHbIX
0ObEKTOB KONMYECTBa BCEX MAEHTUULIMPOBAHHBIX CUCTEMON OO BEKTOB;

— Recall (nonHoma) npefcTaBnsieT CoBOI OTHOLEHWE KONMMYECTBA MPaBUILHO BbIAENEHHbIX
NAEHTUDULMPOBAHHBIX CUCTEMOW OOBEKTOB C KONMYECTBOM BCEX OOBLEKTOB B TEKCTE;

— F (mepa) npenctasnseT cobon WHTerpanbHbIM MokasaTenb TOYHOCTM W MOMHOTBI, @ Takke

BbIYNCINAETCA KaK UX cpeaHee rapMOHNYHOE.

[aHHble napameTpbl onpeaensaTcs no gopmynam (25) — (27):

Precision = _IP (31)
TP + FP
Recall = L (32)
TP +FN
F(f +1) Precision x Recall (33)

[3*Precision + Recall
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nOCKOJ'ley TPYAHO OUEHUTb OTHOCUTENbHYK BaXXHOCTb TOYHOCTU W NMONHOTLI B NpouUecce BblAeNeHnd

TEKCTOB, MO3TOMY ECTb CMbICT MCMONb30BaTh cOanaHcMpoBaHHyto F-mepy (28):

_ Precision x Recall (34)

F =
Precision + Recall

Pe3ynbTaTbl BbluMCneHNs 3DDEKTUBHOCT paboTbl anroputmMa Anst NPOCTOr0 TEKCTa, ONUChIBAOLLEro
reorpacuyeckoe pasmeLLeHne pasnnyHbix 0OBLEKTOB, NOKasaHo B Tabnuue:

TouHoCTb lNonHoTa F-mepa
NmeHa 0,723404 0,85 0,781609
"eorpacmyeckast MHGopmaLys 0,92 0,741935 0,821429
Bcero 0,824742 | 0,784314 0,80402

Kak BugHO 13 Tabrnuubl, Ka4eCTBO BbIOENEHWUS UMEH (4TO, MO CYTW, SBMAKTCA KOHLENTamu) M
reorpacuyeckon nHgopmamm (aTpubyThl KOHLENTOB) KapAMHANBHO OTAMYAOTC.

['eorpacmyeckast MHGopMaums nocrne WMAeHTU(MKALMKM NPOXOAMT MpoUeaypy Banuzauun, Kotopas
no3sonsieT 4oOUTLCS YPE3BbIYAHO BbICOKOW TOMHOCTU. OfHaKO B X04e Takom npoueaypbl HEKOTOPbIE
BblJENEHHbIE 3NIEMEHTbI JaHHbIX 0TOPACHIBAIOTCS, YTO 3HAYUTENBHO CHKAET MOMHOTY.

[Ans umeH cutyaums npsMo NPOTUBOMNONOXHAA — AN HUX HE CyLLeCTBYET dP(eKTUBHBLIX anropuTMoB

Banudaumu, no03TOMY TOHYHOCTb UX VILI,eHTVI(bVIKaLI,VIVI OTHOCMUTESBHO HM3kas. Ho 6naro,u,apﬂ TOMY, 4YTO HE
NPONCXOANT OTBEPXKEHWE 3NTIEMEHTOB AiaHHbIX, MOBbLILAETCA UX MOMHOTA.

B Lenom Sq)(beKTVIBHOCTb BblAE€NEHNA UMEH HECKOJIbKO HWXE, NOCKOSIbKY B cnocobax HanucaHns UMeH

3Ha4UTENbHO Bonblue BapnaTMBHOCTN.
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BeicTpogencTene paboTbl anroputMa HanpsAMyl 3aBUCWUT OT KONWYeCTBA BbI30Ba Onepawyit
NPMMEHeHNs Npeaunkata K BXoaHOW nekceme. MocKonbKy kaxgoe npaBuio paboTaeT B pamkax O4HOMO
NPeanoXeHns:, TO 3aBUCUMOCTb ObICTPOAENCTBUS OT KONMMYECTBA NPEANIOXKEHWUA ABNAETCA NUHENHON.

3aB1CMMOCTb CKOPOCTU OT ANUHbI NpeasiokeHna NoKka3aHo HUXe Ha auarpamme:

160

140

120 S~

‘ /
100 ®

50 60 70

Kak BWAHO, 3aBMCMMOCTb KOMMYECTBa BbI30BOB Onepauui (M, COOTBETCTBEHHO, NPOU3BOAUTENBHOCTM)
OT ANWMHbI NpeanioxeHus, 6nmska K nuHenHoW. [pu aToM adhhekTMBHOCTL 06paboTkn Gonee

pacnpoCTpaHeHHbIX KOPOTKIX NPeaNoxXeHi BonbLUe, YemM MeHee pacnpoCTpaHeHHbIX ANUHHbIX.

Takke ObicTpogeicTBue 3aBuCUT OT pa3mepoB 6asbl mpasun. Hanpumep, ecnu oT6POCUTH OKOMO
nomnoBWHbl Npasur, ObICTPOZENCTBME anNropuTMa HECKONbKO MOBbICUTCS, W OydeT BbIMSAETh

cnegyrowmm obpasom:
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B Lenom anroputM UMeeT A0CTaTOYHO BbICOKOE ObICTPOAENCTBIME M NPUFOAEH AN UCTONb30BaHNSA B
npoueccax MOAAEPXKN MPUHATUS PeLLeHW, TPpebyoLLMX onepaTMBHONO aHanu3a AaHHbIX. Anroputm
TaKKe NPUrofeH ANs CTPYKTypu3aLmmn 60nbLunx 06bEMOB AaHHbIX, TaKMX, KaK KHUIW.

BbiBoabl

Taknm 006pasoM, MPUMEHEHWE TUNEepOTHOLIEHUS MHOXECTBEHHOTO MOPSAKA K MHOXECTBY MOHATMIA,
COCTaBMSIOLLMX TEPMUHOMONE TEKCTOB, NO3BOMSIET UX NPEACTABNATL Kak B BUAE GECTUMOBLIX TEPMOB,
OnMcbIBaeMbIX Mpu NoMowu A -Teopun nambaa-ucuncnerms. bectunosele npoueanypsl obecneynBatoT
MpoLecc MaeHTUdMKALMN MECT NO3ULMOHUPOBAHNS KOHKPETHBIX NOHSITUA TEKCTA, BblAENsItoT OMHapHbIE
CTPYKTYPbI, KOTOPbIE MOFYT BbITb TakKe NPeAcTaBMeHbl TEMaTUYECKUMM TABTONOMMSIMI. 3a CYET STOTO
peannayeTcst CTPyKTypu3aLst TEKCTOBbIX MAcCMBOB W (DOPMMPOBAHMWE WX TAKCOHOMMYECKMX CUCTEM. B
obliemM Ccnyyae TaKCOHOMMIO TEKCTOBOTO MacCMBa MOXHO OMpefensTb Kak — apXuUTeKTypy
COOTBETCTBYIOLIEr0 [OKYMeHTa. [pyrMMW crioBamy TakCOHOMWsi ecTb 0606Luaroliee NoKpbITUE

TemaTu4yeckoro MHOI'OO6pa3VIF| TEKCTOBOro JOKyMeHTa.

KOHCTPYKTMBHOI XapaKTepUCTUKOM Yyka3aHHOrO MHOroobpasnsi SIBMSIETCS ee MHTErpaTMBHOCTb W
BbISIBIIEHME CMbICMOBbIX CBSI3BHOCTEN, NPEeACTaBNsIeMbIX B BUAE MPOAYLMPYEMbIX TMNEPOTHOLIEHUEM
MHOXECTBEHHOCTW MOPsiAka TEMATUYECKUX TaBTONOMN M YCTaHOBINEHMEM MEXOY HWUMM OBUHApPHOTO
OTHOLLIEHUS NopsiaKa.

Bornee TOro 6ecTMnoBasi MHOXECTBEHHOCTb MOPsAka OMpedensieT [0CTaToMHO 3deKTUBHbIE
npoueaypbl pasmMeTkM M MAEHTUMKALMA MOHATMIA TEPMMHOMONS TEKCTOBbIX AOKYMEHTOB M Kak
CrefcTBMe AOCTATOYHO 3GhheKTUBHOE MHOTOOBpa3sie Nx TaKCOHOMUYECKUX CUCTEM .
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ITHEA SAMPLE SHEET FOR PREPARING PAPERS

Krassimir Markov

Abstract: The new rules for preparing the manuscripts for the ITHEA International Journals (1J),
International Conferences, and International Book Series (IBS) are given. These rules will be obligatory
from the 2017 year. The form for the papers is shown by this sheet.

Keywords: ITHEA formatting rules.

ITHEA Keywords: Please use keywords from http:/idr.ithea.org/tiki-browse_categories.php .

Introduction

We ask authors to follow some simple guidelines.
In essence, we ask authors to make papers look exactly like this document.

This text is a sample for preparing the manuscripts for publishing in ITHEA International Journals,
Conferences, and Book Series. All styles needed for formatting the papers are included.

The easiest way to prepare your manuscript in accordance of these rules is simply to replace the
content of this sample sheet with your own material.

Responsibility for papers published in ITHEA International Journals and Book Series belongs to authors.
Please get permission to reprint any copyrighted material.

The camera-ready copy of the paper should be received by the ITHEA Journal Submission System
( http.//ij.ithea.org ) or respectively by the ITHEA Conference Submission System ( http.//ita.ithea.org );
e-mail for questions: info@foibg.com.

Instructions for Preparation of Manuscripts

The authors are hoped to prepare manuscripts in close accordance with the instructions given below.

This text is a sample for preparing the articles. All styles needed for formatting the papers are included.
Do not include any new styles. Please, do not use automatic numbering anyway, because of losing the
information during the assembling the journals or books.

Name the file of the manuscript beginning with the journal or conference name, following with the family
names of the authors or if they are more than 2 authors — name of the first author, followed by "_et_al".
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For instance if the manuscript will be submitted to:

— | ITK 2017 from Jackson and Wiliams, than the file needs to be named:
"JITK10-Jackson_Williams.doc";

— |J ITA 2017 from Jackson, Wiliams, and Davis, than the file needs to be named:
"IJITA10-Jackson_et_al.doc";

— i.TECH 2017 from Jackson and Wiliams, than the file needs to be named:
"ITECH10-Jackson_Williams.doc";

— |i.TECH 2017 from Jackson, Williams, and Davis, than the file needs to be named:
"iTECH10-Jackson_et_al.doc".

Manuscripts will be peer reviewed and evaluated for originality, significance, clarity, and soundness
according to criteria of peer review procedure.

The authors of the accepted manuscripts will be allowed to make a correction in accordance with the
suggestions of the reviewers and to submit final camera-ready manuscripts within the stipulated
deadline.

ITHEA Manuscript Preparing Styles (ITHEA MPS) are obligatory for manuscripts submitted to ITHEA.

In order to see ITHEA MPS please press ALT+CTRL+SHIFT+S in this ITHEA template document. You
will see the window shown on Figure 1. To apply style to some part of text, please press on name of the
style.

How to apply ITHEA MPS styles to your document:

— Open the file you would like to format and click Office Button—Word Options
(Word 2007) /File— Options (Word 2010).

— Choose Add-Ins on the left side, and then select Templates in the drop-down list at the bottom
of the dialog. Click Attach in the dialog box that opens, navigate to your working directory,
select the ITHEA.dotm template,

— Click Open. Check the option Automatically update document styles and click OK.
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Styles e
1.1.1 Heading 3 T
1.1.1.1 Heading 4 T
11111 Heading b T
1.1.1.1.1.1 Heading 6 T
1.1.1.1.1.1.1 Heading 7 i
1.1.1.1.1.1.1.1 Heading 8 T
1.1.1.1.1.1.1.1.1 Heading 9 T
lfalic B
Normal T
Normal-Authors T
Normal-Authors + Bold

Normal-Authors + Centered
1. Numbered, Left 0 cm, Hanging: 0.5 cm ]
1. Numbered, Left 0.63 cm, Hanging: 0.63 cm
Subtitle T
TableName 13
TITLE T _

Show Preview
] Disable Linked Styles

[—'ﬁl [‘1&] [43?] Options...

Figure 1. Part of the list of the ITHEA MPS
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Main ITHEA formats for manuscripts

Format of the pages is A4 paper (210 x 297mm).

Margins of the paper sheet are: top - 30mm; bottom, left, right - 25mm.

Plain text has to be formatted by ITHEA MPS “Normal” style.

"Normal" style features: Arial Narrow; 12pt; 1.4-spaced text; 3pt before and after each paragraph;
without special indents; left and right justification.

Use the ITHEA MPS style "Subtitle" for the titles of the separated parts of the article.

Figures and tables should be positioned in the body of the text, as close as possible to the relevant
text.

Figures should be properly numbered, centered and should always have a caption positioned under it.
Captions should be centered. To caption apply ITHEA MPS “Normal” style with /talic font. Before figure
one black space should be left. After caption of table also one black space should be left.

Number manually all figures and tables. Use these numbers to point them in the text. Note that the
position of figures and tables may be changed during the assembling the journals or books. Color
figures are good for electronic variant but they will be printed in grayscale and some colors may look as
equal.

The size of picture should not exceed sixteen centimeters width (16 cm.) and twenty centimeters high
(20 cm.). Check it doing the next: wright mouse button click on picture -> “Picture format’->Size. The
picture below (Figure 2) is formatted to maximum width - 16 cm.
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ITHEA ISS Membership

0006000 :x«

Figure 2. Example of figures placing, signing, and formatting

Caption of the table should be formatted by ITHEA MPS style “Table”.

"Table" style features: Arial Narrow; 12pt; font size 12-point. Spacing before and after should be of 18-
point and 3-point, respectively. Captions should be set to justify.

Tables must appear inside the designated page margins. Tables should be properly numbered, and
should always have a caption positioned above it. After table one black space should be left.

Titles of the columns should be centered. Text information should be aligned to left, numbers - to right.

Table 1. Two columns table

Title1 Title2

text 1 text 2

number 1 number 2
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Please prepare your figures electronically, and integrate them into your document.

Check that in line drawings, lines are not interrupted and have a constant width. Grids and details within
the figures must be clearly readable and may not be written one on top of the other.

Figure resolution should be at least 300 dpi.

Program Code: Program listing or program commands in text should be set in ITHEA MPS “Code”.
Example of a Computer Program in C#: Before and after code section left black lines. "Code" style
features: Arial Narrow; 12pt. Code lines should be justified to left.

string s = "456-435-2318",;
Regex regex = new Regex(@"\d{3}-\d{3}-\d{4 }");

Lists are formulated by ITHEA MPS style “List’. To mark list points you may use numbers or dashes (-)

"List" style features: Arial Narrow; 12pt; Spacing between marker (number or dash) and text is 1.4.

Example one:
— One;
— Two;

— Three

— One hundred.

All strings, except the last one, in “example one” should start with capital letter and finished by “;”.

Example two:
1. One;
2. Two;
3. Three;
4.
5. One hundred.

All strings, except the last one, in “example two” should start with capital letter and finished by “;”
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Try to avoid nested lists, contained more than three levels of nesting.

Formulas should be positioned in the body of the text, as close as possible to the relevant text.

Put formula and its number in a table row without borders. Align the formula to the center and its
number to the right as follow:

2
D:—bi b* —4ac (1)
2a

The MathType INI v1: Equation Preferences are:

[Styles]

Text=Arial Vector=Times New Roman,B
Function=Arial Number=Times New Roman
Variable=Arial,| User1=Arial Narrow
LCGreek=Symbol,| User2=Arial Narrow
UCGreek=Symbol MTExtra=MT Extra

Symbol=Symbol

[Sizes]

Full=11 pt SubSymbol=100 %
Script=58 % User1=75 %
ScriptScript=42 % User2=150 %

Symbol=150 % SmallLargelncr=1 pt
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[Spacing]

LineSpacing=150 %
MatrixRowSpacing=150 %
MatrixColSpacing=100 %
SuperscriptHeight=45 %
SubscriptDepth=25 %
SubSupGap=8 %
LimHeight=25 %
LimDepth=100 %
LimLineSpacing=100 %
NumerHeight=35 %

DenomDepth=100 %
FractBarOver=8 %
FractBarThick=5 %
SubFractBarThick=2.5 %
FractGap=8 %
FenceOver=8 %
OperSpacing=100 %
NonOperSpacing=100 %
CharWidth=0 %
MinGap=8 %

VertRadGap=17 %
HorizRadGap=8 %
RadWidth=100 %
EmbellGap=12.5 %
PrimeHeight=45 %
BoxStrokeThick=5 %
StikeThruThick=5 %
MatrixLineThick=5 %
RadStrokeThick=5 %
HorizFenceGap=10 %

References in the text should be keyed with the name(s) and year of the referred material -

for instance [Shannon, 1949].

Put list of bibliography after the text of the article using the ITHEA MPS style "Bibliography".

Code" style features: Arial Narrow; 12pt, Italic; justified to left; hanging 0.5 cm.

Author's Information: Finish the article with the personal information for every author separately:

photo, name of the author, position, organization(s), post and e-mail address(es), major fields of

scientific research (keywords). For this information use style "Normal-Authors".

Note that the only way to contact the authors is pointed e-mail address in the author's information. Be

sure that the addresses are written correctly. If you (or your internet provider) use anti-spam protector

write the way to access the e-mail address.

For papers written in Russian, the title, authors, abstract, and keywords in English are obligated.

Insert them at the end of paper after authors’ information.



294 International Journal "Information Models and Analyses" Volume 5, Number 3, 2016

Recommended structure of the manuscripts to be published by ITHEA

The papers should contain: Title; Authors; Abstract, Author's keywords and ITHEA keywords;
Introduction (objective, used methodology and terminology); Short survey of related papers; Task and
challenges; Proposed approach; Case study or implementation of results; Conclusion; Further
researches; Acknowledgements; Bibliography; Appendices; Author's information, Annex for. papers
written in Russian (for papers written in Russian the title, authors, abstract, and keywords in English are
obligated. Insert them at the end of paper after authors’ information).

Some comments to the parts of the manuscripts are given below:
— Title: Title of the paper should be formatted by the style "Title" of ITHEA MPS.

— Authors: The name(s) of the author(s),are formatted by the style "Authors" of ITHEA MPS.
Please, write the whole first name and surname of the authors.

— Abstract: The abstract of the paper is formatted by the style "Abstract" of ITHEA MPS. The
abstract needs to be from 100 to 350 words long. Note that the abstract is very important for
directing the paper to the right reviewers. State the problem, your approach and solution, and
the main contributions of the paper. Include little if any background and motivation. Be factual
but comprehensive. The material in the abstract should not be repeated later word for word in
the paper.

— Keywords: Keywords are applied by ITHEA MPS style “Keyword” respectively. Papers should
contain up to 5 keywords. Keywords are authors designated keywords.

Also please see ITHEA conference topics given in the Call for papers available at the ITHEA
International Conferences page: http://www.ithea.org/conferences/conferences.html, as well as

ITHEA journal topics and sub-topics given at the ITHEA International Journals pages:

“Information models and analyses”: http://www.foibg.com/ijima/ijima-finfo.htm ;

— “Information theories and applications”: http://www.foibg.com/ijita/ijita-finfo.htm ;

— ‘“Information technologies and knowledge™: http://www.foibg.com/ijitk/ijitk-finfo.htm ;

— “Information content and processing”: http://www.foibg.com/ijicp/ijicp-finfo.htm .
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— ITHEA keywords: Please use keywords from ITHEA Classification Structure (Figure 3), given
at: http://idr.ithea.org/tiki-browse_categories.php .

Current category: Top
=] ﬁ ITHEA Classification Structure

% A. General Literature

% B. Hardware

& -4 C. Computer Systems Organization
%)% D. Software

+] -4 E. Data

)% F. Theory of Computation

& -4 G. Mathematics of Computing
% H. Information Systems

+ -4 1. Computing Methodologies
+] -4 ], Computer Applications

o L‘Ir K. Computing Milieux

Figure 3. ITHEA Classification Structure (based on ACM Classification System)

— Introduction: It is advisable to represent description of research objective, used methodology
and terminology. The Introduction is crucially important. Here is the Stanford InfoLab's patented
five point structure for Introductions [Widom, 2006]. Unless there's a good argument against it,
the Introduction should consist of five paragraphs answering the following five questions:
1. What is the problem? 2. Why is it interesting and important? 3. Why is it hard? (E.g., why do
naive approaches fail?) 4. Why hasn't it been solved before? (Or, what's wrong with previous
proposed solutions? How does mine differ?) 5. What are the key components of my approach
and results? Also include any specific limitations.
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Then have a final paragraph or subsection: "Summary of Contributions". It should list the major
contributions in bullet form, mentioning in which sections they can be found. This material
doubles as an outline of the rest of the paper, saving space and eliminating redundancy.

Related work: Authors are advised to provide wide review, reflecting state of art for latest
achievements in investigated area. Describe solutions close to paper topics, represented in
leading periodical issues (it may be journals, proceedings, books, etc.). Also it is advisable to
explain the place of task, investigated in current paper, in common authors’ researches. You
may reference to your previous papers to distinguish unanswered questions or aspects needed
to be improved.

Task and challenges: Formulate task clearly and laconically. Challenges are ground why the
results of your investigation should look like as you formulate in task.

The Body: It is aimed to present the main results, proposed approach, etc. The structure of the
body varies a lot depending on content but important components are [Widom, 2006]:
(1) Running Example: When possible, use a running example throughout the paper. It can be
introduced either as a subsection at the end of the Introduction, or its own Section 2 or 3
(depending on Related Work). (2) Preliminaries: This section, which follows the Introduction and
possibly Related Work and/or Running Example, sets up notation and terminology that is not
part of the technical contribution. One important function of this section is to delineate material
that's not original but is needed for the paper. (3) Content. The meat of the paper includes
algorithms, system descriptions, new language constructs, analyses, etc. Whenever possible
use a "top down" description: readers should be able to see where the material is going, and
they should be able to skip ahead and still get the idea.

Case study or implementation of results: In this section an evaluation of the presented
results has to be done. Usually, it is a practical implementation and/or a theoretical analysis.
A comparison with leading results in the same scientific area is very important to be given.
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— Conclusion: Obtained results and comparing them with similar results in the world, and

references. In general a short summarizing paragraph will do, and under no circumstances
should the paragraph simply repeat material from the Abstract or Introduction. In some cases
it's possible to now make the original claims more concrete, e.g., by referring to quantitative
performance results [Widom, 2006].

Further work: Interconnect results presented in the paper with general task of your research.
This material is important part of the value of a paper is showing how the work sets new
research directions.

Acknowledgements: This is the right place to point the Project or any other source for partial
support of your publication. Also, acknowledge anyone who contributed in any way: through
discussions, feedback on drafts, implementation, etc. If in doubt about whether to include
someone, include them. If your paper is supported by ITHEA ISS to be published with reduced
fee, please include the obligatory acknowledgement: "The paper is published with partial
support by the ITHEA ISS (www.ithea.org) and the ADUIS (www.aduis.com.ua)”

— Bibliography: Please use the following template for references formatting:

[Family name of the first author, publication year] First author family name, name, Second author family

name, name,...,N-th author family name, name. Title of the publication. Name of the journal,

proceedings, book. Volume, Issue, Publisher, year, pages, link to resource (if exists).

Examples for referring book, journal, and conference proceeding:

Reference to book:

[Shannon, 1949] C.E. Shannon. The Mathematical theory of communication. In: The Mathematical

Theory of Communication. Ed. C.E.Shannon and W.Weaver. University of lllinois Press, Urbana,
1949.

Reference to journal:
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[Smith and Brown, 2003] Smith, V., Brown, A., To be or not to be. Journal ABCDEF, Vol.2, Issue 3.

Springer-Verlag, 2003. pp. 187-210. ISSN: 0123-0123 (print version), ISSN: 1619-1374 (on-line),
doi:00099994342342 http://article-link.com

Reference to proceedings:

[Jackson et al, 2016] Jackson J., Williams D., Davis Y., Software engineering In: i.Tech 2016,
Proceedings of the 19th International Conference information technologies. Edited by A. Test, B.

Test. ITHEA Sofia, Bulgaria, 2016. ISBN: 123 456 789 012-X, pp. 87-98. DOI xxxx-yyyyyyy,
http://proceeding-link.com

— Appendices: Appendices should contain detailed proofs and algorithms only. Appendices
should not contain any material necessary for understanding the contributions of the paper as
well as all material that most readers would not be interested in.

— Author’s information: This information is very important for contact with all authors to be
contacted during the publishing process. Do not forget to check if the e-mail addresses are
correct. Photo and Major Fields of Scientific Research are important, too. This information is
useful for readers for further collaboration with authors especially during the conferences time.

Conclusion

This exemplar is meant to be a model for manuscript format. Please make your manuscript look as
much like this exemplar as possible. In case of serious deviations from the format, the paper will be
returned for reformatting.
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Annex for papers written in Russian
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Abstract: For papers written in Russian the title, authors, abstract, and keywords in English are
obligated. Insert them at the end of paper after authors’ information, i.e. just here.

Keywords: (Keywords are your own designated keywords).
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