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PARTIAL DEDUCTION IN PREDICATE CALCULUS AS A TOOL FOR ARTIFICIAL
INTELLIGENCE PROBLEM COMPLEXITY DECREASING

Tatiana M. Kosovskaya

Abstract: Many artificial intelligence problems are NP-complete ones. To decrease the needed time of such
a problem solving a method of extraction of sub-formulas characterizing the common features of objects under
consideration is suggested. This method is based on the offered by the author notion of partial deduction. Repeated
application of this procedure allows to form a level description of an object and of classes of objects. A model
example of such a level description and the degree of steps number increasing is presented in the paper.
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1. Introduction

While simulation an Artificial Intelligence (AI) problem the most of researchers consider an investigated object as a
unit which is characterized by some global features [12]. In particular, a researcher using methods of mathematical
logic operates with propositional formulas or Boolean functions [2]. Such an approach is not convenient for a
simulation of a complex object which is described by properties of its elements and relations between them.
At the same time there are many papers which offer to use predicate calculus and resolution method for the
above mentioned problems [13; 14]. The predicate calculus language is enough adequate to simulate complex
or changeable objects. But, unfortunately, the authors do not take into account the time complexity of a problem
using such a simulation.
The point is that a problem using such a simulation is an NP-hard [6]. If P6=NP then such a problem may be solved
only in the time exponentially depended of the input [5; 3].
The upper bounds of number of steps for algorithms solving some AI problems described by the predicate calculus
language were proved by the author in [6; 10; 7]. The analysis of thees upper bounds allowed to develop hierarchical
many-level descriptions of the goal conditions which essentially decrease the solving time for the mentioned problems
[8]. But at that time there was no tool for automatic construction of a level description. Intuitive construction of such
a description showed that the time decreases.
The notion of partial deduction [9] earlier introduced by the author for the recognition of an object with incomplete
information occurred to be such a suitable tool.
Some AI problems using predicate language description which may be simplified with the use of partial deduction
are presented in this paper.

2. Logic-objective approach to a recognition problem

Let an investigated object ω is represented as a set of its elements ω = {ω1, ..., ωt} and predicates p1, ..., pn
define properties of these elements and relations between them.
Logical description S(ω) of an object ω is a collection of all true formulas in the form pi(τ) or ¬pi(τ) (where τ is
an ordered subset of ω) describing properties of ω elements and relations between them.
Let the set of all investigated objects Ω is a union of classes Ω = ∪Kk=1Ωk.
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Logical description of the class Ωk is such a formula Ak(x) that if the formula Ak(ω) is true then ω ∈ Ωk. The
class description may be represented as a disjunction of elementary conjunctions of atomic formulas.
Here and below the notation x is used for an ordered list of the set x. To denote that there exist distinct values for
variables from the list x the notation ∃x 6=Ak(x) is used.
The introduced descriptions allow to solve many artificial intelligence problems which may be formulated as follows.
Identification problem. To pick out all parts of the object ω which belong to the class Ωk.
Classification problem. To find all such class numbers k that ω ∈ Ωk.
Analysis problem. To find and classify all parts τ of the object ω.
These problems are reduced in [1] to the following formulas respectively

S(ω)⇒ (?xk)Ak(xk), (1)

S(ω)⇒ (?k)Ak(xk), (2)

S(ω)⇒ (?k)(?xk)Ak(xk), (3)

where (?k) and (?x) denote the words "what are the values of k?" and "what are the values of x?".
It is proved in [6] that the corresponding recognition problems

S(ω)⇒ ∃xk 6=Ak(xk), (4)

S(ω)⇒ ∨Kk=1Ak(xk), (5)

S(ω)⇒ ∨Kk=1∃xk 6=Ak(xk) (6)

are NP-complete. Hence the problems (1), (2), (3) are NP-hard.

3. Methods of proof and upper bounds of their number of steps

If one can solve the problem (1) with Ak(x)k be a conjunction of atomic formulas then he can solve the problems
(1) with arbitrary Ak(xk), (2) and (3), and the number of steps of their solutions would differ from the first one
polynomially. If we solve problems (4), (5), (6) by means of a "constructive" algorithm (i.e. algorithm not only proves
the existence but also finds values for variables x and parameter k) then we simultaneously solve problems (1), (2),
(3). That is why the complexity bounds of algorithms will be done for the problem (4) in the form

S(ω)⇒ ∃x 6=A(x), (4′),

where A(x) is a conjunction of atomic formulas.
The exhaustive search method is one which allows to finds values for variables x. It is proved in [6] that its number
of steps is

O(tm), (7)

where t is the number of the elements inω,m is the number of variables in the formulaA(x). Note that this estimate
coincides with the one for simulation of predicate approach to the artificial intelligence problems by boolean formulas
[14].
Logical methods (namely logical derivation in a sequent calculus or by resolution method) also allow to finds values
for variables x. Both these methods has the number of steps

O(sa), (8)

where s is the maximal number of occurrences of the same predicate in the description S(ω) and a is the number
of atomic formulas in the formula A(x) [10].
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4. Level approach to the decision of problems

To decrease the obtained step number estimates a level description of goal formulas was offered in [8; 11]. Let
A1(x1), ..., AK(xK) be a set of goal conditions every of which is a conjunction of atomic formulas. Find all
subformulas P 1

i (y1i ) with a "small" complexity which "frequently" appear in goal formulas A1(x1), ..., AK(xK)
and denote them by atomic formulas with new predicates p1i and new first-level arguments z1i for lists y1i of initial
variables. Write down a system of equivalences

p1i (z
1
i )⇔ P 1

i (y1i ), i = 1, . . . , n1.

What object must be called a "common sub-formula" of two formulas A and B?
For example, let

A(x, y, z) = p1(x)&p1(y)&p1(z)&p2(x, y)&p3(x, z),

B(x, y, z) = p1(x)&p1(y)&p1(z)&p2(x, z)&p3(x, z).

If the formula
P (u, v) = p1(u)&p1(v)&p2(u, v)

is their common sub-formula?
The formula P (u, v) is their common up to the names of variables sub-formula with the substitutions λP,A = |u vx y
and λP,B = |u vx z because
—P (x, y) = p1(x)&p1(y)&p2(x, y) is a sub-formula ofA(x, y, z) = p1(x)&p1(y)&p1(z)&p2(x, y)&p3(x, z),

—P (x, z) = p1(x)&p1(z)&p2(x, z) is a sub-formula ofB(x, y, z) = p1(x)&p1(y)&p1(z)&p2(x, z)&p3(x, z).
Definition. The formula P is called a common up to the names of variables sub-formula of formulas A and B if
there are such substitutions λP,A = |x

tA
and λP,B = |x

tB
of the lists of terms tA and tB instead of the list of

variables x that the formula P turns into a sub-formula of A and B respectively.
Such substitutions are called unifiers of P with A and B respectively.
LetA1

k(x
1
k) be a formula received fromAk(xk) by substitution of p1i (z

1
i ) instead of P 1

i (y1i ). Here x1k is a list of all
variables in Ak(x1k) including both some (may be all) initial variables of Ak(xk) and first-level variables appeared
in the formula A1

k(x
1
k).

A set of all atomic formulas of the type p1i (ω
1
i ) where ω1

i denotes some ordered list τ1i of elements from ω for which
the formula P 1

i (τ1i ) is valid is called a first-level object description and denoted by S1(ω). Such a way extracted
subsets τ1i are called first-level objects.
Repeat the above described procedure with formulas A1

k(x
1
k). After L repetitions L-level goal conditions in the

following form will be received. 

ALk (xLk )

p11(z
1
1) ⇔ P 1

1 (y11)
...

p1n1
(z1n1

) ⇔ P 1
n1

(y1n1
)

...
pli(z

l
i) ⇔ P li (y

l
i)

...
pLnL

(zLnL
) ⇔ PLnL

(yLnL
)

.

Such L-level goal conditions may be used for efficiency of an algorithm solving a problem formalized in the form of
logical sequent (3). To decrease the number of steps of an exhaustive algorithm (for every t greater than some t0)
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with the use of 2-level goal description it is sufficient

n1 · tr + ts1+n1 < tm, (7)

where r is a maximal number of arguments in the formulas P 1
i (y1i ), n1 is the number of first-level predicates, s1 is

the number of atomic formulas in the first-level description, m is the number of variables in the initial goal condition.
Similar condition for decreasing the number of steps of a logical algorithm solving the problem (3) is

K∑
k=1

s1
a1k +

n1∑
j=1

sρ
1
j <

K∑
k=1

sak , (8)

where ak and a1k are maximal numbers of atomic formulas in Ak(xk) and A1
k(x

1
k) respectively, s and s1 are

numbers of atomic formulas in S(ω) and S1(ω) respectively, ρ1j is the number of atomic formulas in P 1
i (y1i ) [8].

5. Partial deduction

During the process of partial deduction instead of the proof of A(x) ⇒ ∃y 6=B(y) we search such a maximal (up
to the names of variables) sub-formula B′(y′) of the formula B(y) that A(x)⇒ ∃y′6=B′(y′).
Let a and a′ be the numbers of atomic formulas in A(x) and A′(x′) respectively, m and m′ be the numbers of
objective variables inA(x) andA′(x′) respectively. Parameters q and r are defined as q = a′/a and r = m′/m.
In such a case sub-formula A′(x′) is called a (q, r)-fragment of the formula A(x).
Definition. The problem of partial deducibility of a formula B(y) from A(x)

A(x)⇒P ∃y 6=B(y)

is the problem of extraction of such a maximal (upon q) (q, r)-fragment Q(u) of the formula B(y) that

A(x)⇒ ∃u6=Q(u).

It may be proved that ifQ(u) andR(v) are two maximal sub-formulas ofA(x) andB(y) obtained while checking

A(x)⇒P ∃y 6=B(y)

and
B(y)⇒P ∃x6=A(x)

then Q(u) and R(v) coincide up to the names of variables.
That is there exists their common unifier λ = |u v

z z′
.

6. Algorithm of level description construction

The below described algorithm was offered in [11].
Let A1(x1), ..., AK(xK) be elementary conjunctions which are components of class descriptions.

1. For every pair Ai(xi) and Aj(xj) (i 6= j) extract their maximal common up to the names of variables
sub-formula Q1

i,j(x
1
i,j) and find unifiers λ(i,j),i and λ(i,j),j .

2. Repeat the extraction of maximal common up to the names of variables sub-formula for every pair of already
extracted sub-formulas Ql−1i1...i2l−1

(xi1...i2l−1
) ï£¡ Ql−1j1...j2l−1

(xj1...j2l−1
) and obtain their common sub-

formulas Qli1...i2l−1 ,j1...j2l−1
(xi1...i2l−1 ,j1...j2l−1

) (l = 2, , L) and the unifiers.
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3. Select among the extracted sub-formulas Qli1...i2l−1 ,j1...j2l−1 l
(xi1...i2l−1 ,j1...j2l−1

) minimal ones and
denote them by means of P 1

i (y1i ) (i = 1, , n1). They are elementary conjunctions defining the first-level
predicates p1i (y

1
i ) and the first-level variable y1i is the variable for the string of initial variables.

4. Sub-formulas of the higher levels P l+1
i (yl+1

i ) (i = 1, , nl+1, l = 2, , L) are constructed from the
previously extracted sub-formulas Qli1...il,j1...jl(xi1...il,j1...jl) with the substitution of p1i (y

1
i ) instead of

P 1
i (y1i ). Here y1i is the variable for the string of the less level variables.

The found unifiers are used here.

7. Example

The images for this example are taken from [4].
Let we must recognize contour images described by the following predicates.
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V (x, y, z)⇐⇒ (∠yxz < π)

xy z L(x, y, z, )⇐⇒ x belongs to the
segment [y, z]

Initial predicates.

Given a set of contour images of "boxes" presented on the picture one can obtain the description of the class of
"boxes" by means of changing the name of a node i by the variable xi in the description of an object.
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Training set

Given a complex image containing t nodes and not more than s occurrences of the same predicate in the image
description, the number of steps needed for identification (and extraction) of a "box" is O(t10) for an exhaustive
algorithm and O(s29) for a logical algorithm.
The first extraction of the common up to the names of variables subformulas gives 5 subformulas (subformulas
corresponding to the images ad and bc coincide).
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Images corresponding
to the extracted sub-formulas.
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The second extraction of the common up to the names of variables subformulas gives 1 subformula. It defines the
first-level sub-formula.

�
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�
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9 10

Image corresponding
to the first-level sub-formula.

This subformula contains 7 nodes and 10 relations between them. A new first-level variable x1 for the string of
variables (x1, x2, x3, x4, x5, x9, x10) and a new first-level predicate p1 such that p1(1, 2, 3, 4, 5, 9, 10) is true
for the object a are introduced.
Images corresponding to the second-level sub-formulas are ab, ac, bd and cd. Their formulas have the first-level
sub-formula which is changed by the first-level predicate. They have the variable x1 and the initial variables
x2, x5, x8, x9, x10 for ab,
x4, x6, x9, x10 for ac,
x4, x6,x9, x10 for bd,
x4, x5, x6, x7, x8 for cd.
At the same time the indicating the value of x1 makes unknown only variables x8, x10 for ab; x6, x10 for ac; x6,
x9, x10 for bd; x4, x8 or x5, x8 for cd.
Hence, these second-level sub-formulas contain respectively mab = 3, mac = 3, mbd = 3 and mcd = 2
essential variables (x1 and some "old" ones).
Every of the second-level sub-formulas contain the first-level subformula p1(x1) and some "old" atomic formulas.
Their amounts are respectively sab = 8 , sac = 7, sbd = 5, scd = 8.
Elementary conjunctions corresponding the training set in the three-level descriptions contain one of the second-
level subformulas p2k(x

2
k) (k = 1, ..., 6) and some "old" atomic formulas. Every of these formulas contain

respectively ma = 4, mb = 3, mc = 2 and md = 4 essential variables (x2k and some "old" ones).
The amounts of atomic formulas (with a second-level predicate and initial ones) are respectively sa = 8 , sb = 9,
sc = 5, sd = 9.
So the number of an exhaustive algorithm steps for the tree-level description is O((t3 + t3 + t3 + t2) + (t4 +
t3 + t2 + t4)) = O(t4) instead of O(t10) for the initial description.
The number of a logical algorithm steps for the tree-level description isO((s8 + s7 + s5 + s8) + (s8 + s9 + s5 +
s9)) = O(s9) instead of O(s29) for the initial description.

8. Discussion

The open question is ï£¡what extracted formula must be changed by an atomic one if it may be done in different
ways?ï£¡ In the example above the formula corresponding to the image d contains both the subformula corresponding
to the image bd and the siubformula corresponding to the image cd. What second-level predicate must appear in
the tree-level description of d? To answer this question complexity investigation must be done.
While extracting a sub-formula it may happen that it contains several variables of a lower (not initial) level. In such
a case the sub-formula defines a relation between parts of an object. If we must regard these parts as informative
pair or a new informative part?
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9. Conclusion

The use of predicate calculus language seems to be an adequate one for the simulation of Artificial Intelligence
problems. But the NP-completeness of the problems appeared while such a simulation does not allow to implement
algorithms directly.
The notion of partial deduction for a predicate formula allows to construct such a level description of classes that
the exponent in the complexity upper bound of the problem solution decreases very much.
It does not mean that we can solve an NP-hard problem in a polynomial time. Because the construction of a
level description is also an NP-hard problem with the almost same exponent in the complexity upper bound. It
corresponds to the long time of learning and the quick implementation of the received knowledge.
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