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Abstract: This paper presents an exploratory study of the effectiveness of support vector machines in the 
prediction of a product quality based on its characteristics. The study answers the following three questions: how 
does the choice of kernel and model parameters affect the predictive abilities of support vector machines; can an 
alternative subset of variables be unearthed that can be used in order to increase the predictive abilities of the 
data mining model; how will the removal of potential outliers affect the predictive abilities of the data mining 
model. We used a dataset of red and white wine samples presented by their physiochemical characteristics.  
Findings show that a correct selection of kernel and appropriate variable selection technique may have a 
significant impact on the prediction ability of the data mining model. Certain model settings can even make it to 
outperform the best technique reported thus far in the application area.    
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Introduction 

Many studies have used data mining methods to predict quality outcomes of a range of products, based on data 
available for these products. A variety of domains and applications range from wine quality prediction [Cortez et 
al., 2009, Beltran et al., 2008, Bapna and Gangopadhyay, 2006, Fei et al., 2008, Li et al., 2010], manufacturing 
[Xiaoh, 2009, Deh, 2008], water quality prediction [Wang et al., 2010], textiles quality prediction [Selvanayaki et 
al., 2010], to image quality prediction and image steganography [Hsien-Chu et al., 2008, Narwaria and Lin, 2010]. 
Many of these studies have used support vector machines (SVM) for data analysis. Researchers report that SVM 
show superior predictive power to other data mining methods and techniques used in the domains.  

This paper presents an exploratory study of the effectiveness of SVM in the prediction of wine quality, based on 
the physiochemical components thereof. Within the creation and marketing of wine, certification and quality 
assessment is of great importance, for both health considerations and quality assurance. Quality assessment, in 
effect is a contributing factor used in determining the price of wine. According to a study conducted by “Wine 
Business Monthly”, the salaries of wine tasters at vineyards accounts for a quantifiable proportion of expenditure 
[Tinney, 2006]. Yet human error can be a diminishing factor in the accuracy of this assessment. This opens up 
avenues for data mining as a good quality control process in the assessment of wine [Cortez et al., 2009]. It is 
based on these observations that the inherent business value of data mining physiochemical characteristics for 
predicting product quality becomes evident. Using data mining in the field would allow wine producers to migrate 
this expensive job function over to a technological platform. 

The use of support vector machines in the prediction of wine quality is still in an early stage, yet initial studies 
within this domain have yielded promising results. Bapna and Gangopadhyay [2006] displayed that SVM exceed 
both Naive Bayes and Adaptive Bayes in the classification of wine with results based on performance estimation 
by the classification accuracy metric alone. 
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Beltran et al. [2008] utilise SVM in addition to, and in comparison with, radial basis function neural networks 
(RBFNN) and linear discriminant analysis (LDA), in the classification of Chilean wine. The analyses are carried 
out on data derived from wine aroma chromatograms of three different Chilean wine varieties. Two dimensionality 
reduction techniques were incorporated, namely principal component analysis (PCA), and wavelet transformation 
(WT). This work can also be extedned towards using various preformance metrics and different kernel types. Li et 
al. [2010] proposed use of star-graphs to study behaviour of variables in wine classification. These graphs 
provided a means of visualization of an instance, taking into account all variables simultaneously. Fei et al., 
[2008] utilized least squares support vector machines (LS-SVM) on physiochemical data of red wine samples 
obtained obtained through the use of visible and near infrared (Vis/NIR) transmittance spectroscopy. Cortez et al., 
[2009] discussed data mining techniques to be used in the prediction of wine taste preferences also. Utilizing a 
large dataset of Portuguese “vinho verde” samples, three regression techniques were used, namely, SVM, 
multiple regression (MR) and backpropagation neural networks (BPNN). In utilising the SVM technique, the 
authors adopted the Gaussian kernel, yet there is little descripton on how kernel type, as a hyperparameter, 
influences the model preformance. This work can also be extended towards study of different techniques for  
reduction of dimensionality and selection of optimal subset of variables.  

Finally, whilst using the SVM model, many authors state that three issues play significant role in the model 
preformance: attaining the optimal input subset, correct kernel function, and the optimal parameters of the 
selected kernel [Fei et al., 2008]. This provides implications to future work, which is addressed in this study. 

The structure of this paper is as follows: Section 2 describes SVM as data mining tools; Section 3 describes the 
dataset used in the study and outlines the variable selection techniques as part of the data pre-processing; 
Section 4 briefly outlines the role of outliers in data mining; Section 5 describes the experimental results and 
discusses their meaning. 

Support Vector Machines 

Support vector machines have grown in status over the past decade due to the satisfactory results returned over 
a diverse range of fields. SVM are data analysis techniques categorised within the domain of supervised machine 
learning [Dash and Singhania, 2009, Salfner et al., 2010], whereby the learning process results in a function 
being contingent on the supervised training data. Through this supervised machine learning process, the 
algorithm returns either a classification function, or a regression function. A support vector regression procedure 
suggests an optimal trade off between complexity and learning ability in order to achieve a strong generalization 
of accuracy [Xiaoh, 2009].  

For a two-class, separable training data set, such as the one in Figure 1, there are lots of possible linear 
separators. Intuitively, a decision boundary drawn in the middle of the void between data items of the two classes 
seems better than one which approaches very close to examples of one or both classes. While some learning 
methods such as the perceptron algorithm find just any linear separator, others, like Naive Bayes, search for the 
best linear separator according to some criterion. The SVM in particular defines the criterion to be looking for a 
decision surface that is maximally far away from any data point. This distance from the decision surface to the 
closest data point determines the margin of the classifier. This method of construction necessarily means that the 
decision function for an SVM is fully specified by a subset of the data points, which defines the position of the 
separator. These points are referred to as the support vectors. Figure 2 shows the margin and support vectors for 
a sample problem. Other data points play no part in determining the decision surface that is chosen. 
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SVM can be formalized as follows. Training data of n samples is a set of pairs of data points

xi (p-dimensional 

vectors) and class labels yiwhere -1 indicates one class; +1 the other class. 
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During training a SVM builds a decision boundary that separates the classes. The decision boundary is a p-1 – 
dimensional hyperplane (a line in the 2D case, a plane in the 3D case, etc.). A decision hyperplane can be 

defined by a normal vector 

w  perpendicular to the hyperplane and a term b . The vector w


 is often called 

weight vector. The term b specifies the choice of hyperplane among all perpendicular to the normal vector. 

Because the hyperplane is perpendicular to the normal vector, all points x on the hyperplane satisfy  

0 bxwT


.       (2) 

Data points would fall into one or another side of the decision hyperplane turning the above equality into 
inequality, therefore the decision function of a linear SVM classifier can be defined as  
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.       (3) 

Class labels are +1, -1. The points closest to the separating hyperplane are called support vectors. The margin of 
a classifier is the maximum width of the band that can be drawn separating the support vectors of the two 
classes. It can be shown that maximizing the margin is the following minimization problem: find w


 and b  such 

that  
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This task is optimization of a quadratic function subject to linear constraints. The solution of that problem involves 

constructing a dual form of the optimization problem where a Lagrange multiplier i  is associated with each 

constraint 1)(  bxwy T
i


 in the primal problem. The dual problem is: find Ni  ,,  such that 

Figure 1. Separating lines for a two-class 
separable dataset 

Figure 2. Geometry of support vector machines. 



International Journal "Information Models and Analyses" Vol.1 / 2012 

 

182

 
i i j

j
T
ijijii xxyy


2

1
 is maximized and  

i
ii y 0 ;   0i  for all Ni 1  (5) 

A solution of that problem allows building the decision hyperplane: 
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Most Lagrange multipliers found by the optimization problem are zero. Each non-zero indicates that it 
corresponds to a support vector. The classification function (2) can be presented in the form 

 
i

T
iii bxxysignxf )()(
       (7) 

The above formulas that contain vectors also use dot product operation between them.  

The simplest way to divide two classes is with a straight line in 2D, flat plane in 3D or an (N-1)–dimensional 
hyperplane in an N-dimensional attribute space. Sometimes, however, such a separation is impossible (as shown 
in Figure 3). Instead of fitting nonlinear curves (hyper-surfaces) to the data, an SVM can handle this using a 
kernel function that maps the data to a different higher dimensional space where a hyperplane can be used to do 
the separation. Indeed, if there are two data attributes (2D data points) and data set is not linearly separable by a 
line, the kernel function can add a third attribute in order to map the points into 3D, so that the data set could be 
linearly separable by a flat plane in 3D. It can be generalised that the kernel function transforms the data into a 
higher dimensional space to make separation by hyperplanes possible. 

 

 

 

 

 

 

 

 

Figure 3. The kernel trick: a linearly inseparable input space can be mapped to a 
higher dimensional space, which is linearly separable. 
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The kernel function can be defined as  
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where (
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x) maps the vector 
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 so that the SVM optimization problem in its dual form can be redefined as: maximize 
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Various kernel functions can be used with SVM and perhaps their number is infinite. But a few of them have been 
found to work well for a wide variety of applications. These are: 

Linear: j
T
iji xxxxK

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         (10) 

Polynomial: 0,)(),(   d
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Radial Basis Function (RBF) a.k.a. Gaussian kernel: 0),exp(),(
2
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Sigmoid: 
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       (13) 

Ideally, an SVM analysis should produce a hyperplane that completely separates the feature vectors into two 
non-overlapping groups. However, perfect separation may not be possible, or it may result in a model in so high 
dimensional space that the model does not generalize well. To allow some flexibility in separating the classes, the 
soft-margin SVM proposed by Cortes and Vapnik [1995] permit some misclassifications. The method chooses a 
hyperplane that splits data points as clean as possible while still maximizing the distance to the nearest cleanly 

split points. The method introduces slack variables i  in ii
T

i bxwy  1)(


, ni 1 , which measure the 

degree of misclassification of the points 

xi . If a training example lies on the ‘wrong’ side of the hyperplane, the 

corresponding i  is greater than 1. Therefore, the primal form of the optimization problem is  
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The factor C in the formula is a parameter that represents the cost of misclassification. A small value of C will 
increase the number of training errors, while a large C will lead to a behavior similar to that of a hard-margin 
SVM. In that sense the cost parameter C that controls the trade-off between allowing training errors and forcing 
rigid margins.  

The soft-margin optimization problem along with the constraint can be solved using Lagrange multipliers (as 
before) so that in a dual form it can be formulated as follows: minimize 

 
  


n

i

n

i

n

j
jijijii xxKyyL

1 1 1

),(
2

1
)(

~  , subject to:  n
i 1 :




n

i
iiy

1

0 ;   n
i 1 : Ci 0  (15) 

The advantage of the dual form is that the slack variables vanish, with the parameter C appearing only as an 
additional constraint on the Lagrange multipliers. 

The SVM method can also be applied to the case of regression. A version of SVM for regression, called support 
vector regression (SVR), was proposed by Drucker et al. [1997]. The basic idea of SVR is that a non-linear 
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function learns by a linear learning method in a kernel-induced higher dimensional space. Similarly to how SVM 
classification ignores data points that are not support vectors, the SVR depend on a small subset of training data 
points. 

The SVM’s major advantage lies with their ability to map variables onto an extremely high feature space. This, in 
essence facilitates a means for the exploration of nonlinear kernel-based classifiers [Oladunni and Singhal, 2009, 
Burges, 1998], however, they have been discovered to not favour large datasets, due to the demands it imposes 
on virtual memory, and the training complexity resultant from the use of such a scaled collection of data [Cortez et 
al., 2009, Horng et al., 2010].  

Work from Fei et al. [2008] highlighted three “crucial problems” in the use of support vector machines. These are 
attaining the optimal input subset, correct kernel function, and the optimal parameters of the selected kernel, all of 
which are prime considerations within this study. Multiple authors also echoed sentiments of kernel selection 
problems [Wang et al., 2010, Selvanayaki et al., 2010, Petrujkic et al., 2008], which further indicated the 
importance of this factor for this research. 

Dataset and Variable Selection 

The data used in this study consists of two distinct sets, which represent the two most common variants of Vinho 
Verde wines, white and red. With regard to the red sample collection, data instances numbered 1599, while white 
instances totaled 4898. These instances held 12 variables respectively, relating to the physiochemical 
breakdown, namely: fixed acidity, volatile acidity, citric acid, residual sugar, chlorides, free sulfur dioxide, total 
sulfur dioxide, density, pH, sulphates, alcohol, and a quality rating. This quality rating was based on a sensory 
taste test carried out by at least three wine experts grading the wine quality on a scale between “0 (very bad) and 
10 (very excellent).  

The selection of a subset of variables, that return the best prediction rates in the SVM task, is another important 
consideration within an exercise in support vector machine prediction. Its importance lies in the need to develop 
predictive models from a reduced, minimal number of input variables which best summarize the overall input data 
resulting in maximal predictive power. Dimensionality reduction is the process undertaken in order to reduce the 
number of independent variables utilised within a data mining exercise. The variables within the dataset are 
examined to see if and how they relate to, and influence other variables. Fayyad et al., [1996] describe data 
reduction as the most tedious stage of data analysis. It is at this stage that the cataloguing, classification, 
segmentation and partitioning of data occur. However, in the aim of effectively discovering knowledge within 
datasets, reducing the dimensionality of the data is a required step and indeed, a fundamental tool for many data 
mining tasks. A synergetic benefit of dimensionality reduction is its tendency to reduce overfitting. Datasets 
possessing a high degree of dimensionality, i.e. a large quantity of variables, will be hindered by the choice of 
data mining method available to them. Effectively, the method used to reduce the dimensionality of a collection of 
data will influence the overall accuracy and effectiveness of the data mining exercise. Dimensionality reduction is 
considered application specific problem, which is not backed by a universal theory. It is as a major challenge in 
the data mining process as the 'best' variables in one data subset may not necessarily be the best in another; 
these best variables are, for the most part dependent on the model under employ. 

As an indication of its importance within the realm of data analysis, there are many dimensionality reduction 
techniques, which have been proposed by researchers. These include, but are not limited to, Discrete Fourier 
Transformation (DFT), Singular Value Decomposition (SVD), Discrete Wavelet Transformation (DWT), Piecewise 
Aggregate Approximation (PAA), and Adaptive Piecewise Constant Approximation (APCA), etc. LDA and 
Principal Component Analysis (PCA) are widely popular methods of dimensionality reduction due to its simplicity 
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and effectiveness in comparison to others. Petrujkic et al., [2008] employ a particle swarm optimization (PSO) 
based cross-validation method for reducing dimensionality.  

There are two distinct groupings of variable selection algorithms, specifically wrapper methods and filter methods. 
The wrapper methods employ the feature subset selection algorithm in unison with an induction algorithm. The 
selection algorithm proceeds to unearth a favorable subset of data whilst using this induction algorithm to 
evaluate proposed subsets. The filter methods use a preprocessing step and autonomously select variables 
independent of the induction algorithm. There are a number of algorithms that fall under the umbrella of the filter 
approach, such as the FOCUS algorithm, which inspects all subsets of features in a brute-force fashion in order 
to unearth a minimal subset of variables that adequately represent the whole; the relief algorithm, which assigns a 
weighting of relevance to each feature, that is, the relevance of the selected variable to the target output; and the 
decision tree algorithm, which is used to select feature subsets for the nearest neighbor algorithm [Kohavi and 
John, 1997]. 

Rueda et al., [2004] highlight a particular strength possessed by wrapper algorithms. The authors state that if 
variables are highly correlated with the response, the filter algorithm would typically include them, even if they 
diminished the overall algorithm performance. While in the wrapper approach, the induction algorithm may 
discover these diminishing effects, and exclude them. 

Outliers 

As previously mentioned, the effect of outliers (a.k.a. noisy data) can have diminishing effects on the accuracy of 
a data mining and analysis exercise. Many factors serve as the causes of these anomalies including human 
error/maliciousness, system faults, erroneous measurements or innate deviations [Hodge and Austin, 2004]. The 
exceptional behaviors of these datapoints go a long way in damaging the accuracy of a given experimentation if 
overlooked and included incorrectly in the mix. They contribute little or no relevant information to the overall 
model, and indeed, can be detrimental to the data mining process [Tang et al., 2007]. Detection and removal of 
detrimental outliers is a key component of this process. The method we use is commonly referred to as the 
Quartile or Fourth-Spread method [Devore, 2000]. Essentially, we identified the boundaries of each of the 
quartiles in your data set, measure the fourth-spread (fs), which is the distance between the lower and upper 
quartiles, and set the upper and lower outlier boundaries as a function of fs. A quartile is any of the three values 
that divide an ordered data set into four approximately equal parts. Quartiles are a particular type of quantiles, 
which divide the data into some given number of equal parts. 

Experiments and Discussion 

This study requires multiclass classification, as the training set consists of data points belonging to 10 different 
quality classes. From another hand, the SVM are inherently binary classifiers, which means that their usage is to 
discriminate between two classes. There are different strategies to make multiclass classification via SVM, such 
as one-vs.-all (OVA), one-vs.-one (OVO), or using SVM regression with error-tolerance mapping. The OVA 
technique presumes that binary classifiers are built for each class so that each of them distinguishes between 
one of the labels and the rest of labels, that is one-versus-all. The OVO technique presumes that a separate 
classifier is built for each pair of classes. By using a voting technique, the class with most votes is the winner. 
Due to the complexity of those techniques with regard to the nature of the task solved, the strategy applied in this 
study was using SVM for regression, which outputs wine quality as a real value. Values were then mapped to 
integer class labels by the error tolerance technique. The error tolerance , a positive real number, defines the 

interval ],[   XX . A regression output is hit for a class X, if the value belongs to the interval, or miss 
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otherwise. This approach also preserves the order of preferences. For example, if the true quality class is 5, a 
model prediction 6 is better than prediction of class 8.  

In order to build the SVM model, the dataset was divided into three separate subsets, namely training (50%), 
validation (25%) and testing (25%). 

A number of metrics were used to estimate model performance. These include: 

Prediction accuracy at certain error tolerance values were calculated. For the sake of consistency with previous 
studies [Cortez et al., 2009], the error tolerance thresholds used for experiments were 0.25, 0.5, 1, and 2. 

 Mean Absolute Deviation (MAD) represented by (16) is a robust performance measure of the model 
variability  




N

i ii yy
N

MAD
1

ˆ
1

,    (16) 

where ŷi  is the predicted value. 

 Area over the regression error characteristic curve. The regression error characteristic (REC) curve plots 
the error tolerances along the horizontal axis versus the prediction accuracy on the vertical. The area 
over the REC curve (AOC) is a scalar value that estimates the overall model performance regardless of 
the error tolerance values applied to each model instance. The ‘ideal’ classifier is represented by the 
most north-west point indicating 100% accuracy and zero error tolerance. Therefore, the model with the 
least AOC is best performing. REC and AOC applied to SVM regression are analogous to the receiver 
operating characteristics (ROC) curve and the area above the ROC curve (AOC) metrics used to 
estimate binary classifiers. 

The effectiveness and accuracy of an SVM model is largely dependent on the selection of kernel, the kernel’s 
parameters and value of the cost parameter C. This is an empirical task as there is no theory that can suggest 
optimal parameter values and also those values strongly depend on features of the training data set and the 
nature of the task solved. There are a number of parameters that can control the learning and performance of 
SVM/SVR. The two most relevant are the insensitivity zone   and the penalty parameter C, both selected by the 

user. The former parameter is a positive real number that controls the width of the insensitive zone used to fit the 
training set, controlling in that way the number of support vectors and model complexity. It also determines the 
level of accuracy of the approximated classification/regression function and finally the generalization capabilities 
of the model. An increase in   means a reduction in requirements for the accuracy of approximation, but at the 

same time decreases the number of support vectors, which reduces the model complexity. If   is larger than the 

range of the target values, results are poor. On the other extreme, if   is zero, we can expect overfitting. Some 

studies report that a good empirical rule is that value for   is one that leads to percentage of support vectors to 

be about 50% of the number of dataset samples. The latter parameter C is a penalty factor that can control the 
tradeoff between the training error and model complexity, which is the number of support vectors. If C is too large, 
we have high penalty for non-separable data points and many support vectors, which in fact which turns a soft-
margin SVM into hard-margin SVM. This leads to overfitting. On the other extreme when C is zero, we have no 
penalty for misclassifications, few support vectors, and model underfitting. A reasonable proposal for value of C is 
to be close to the upper bound of the output values, i.e. if the model outputs in [0,B], a value close to B would be 
a robust choice. 

In order to cast the broadest possible catchment area in search of the best performing SVM, four kernels were 
tested: linear; polynomial with parameter ranges d=[0,5], gamma=[0,5], and r=[0,5]; RBF with gamma=[-5,5]; and 
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sigmoid with parameters gamma=[-5,5], and r=[-5,5]. Also, the parameter C from (14) was explored in [0,10], and 
insensitivity zone epsilon=[0,1].  

Popular techniques for finding optimal parameter values are grid search and a pattern search. A grid search tries 
values of each parameter across the specified search range using geometric progression, e.g. 

}2,2,,2,1,2,2{ 108224 C . Similarly,  can take a range of values. The grid search tests the model with 

each pair of values. Obviously, the method can be computationally expensive in some cases, as it must be 
evaluated with many parameter values in the grid. The things can even get worse if cross-validation (CV) for each 
trail is applied.  Another search technique called pattern search (also known as a compass search or a line 
search) can be applied. It starts at the center of the search range and makes trial steps in each direction for each 
parameter. If the model accuracy improves, the search center moves to the new point and the process is 
repeated. If no improvement is found, the step size is reduced and the search is tried again. If no step improves 
the model, the step size is reduced and the process is repeated. The search stops when the search step size is 
reduced to a specified tolerance. This method requires fewer evaluations but a weakness is that it may find a 
local rather than global optimal point for the parameters (local minimum problem). A combination of the two 
techniques is possible, e.g. grid search optimum is further refined by pattern search. Neither technique, however 
guaranties that the search will end up with a global optimum instead of a local one. For the purposes of this study 
we applied the pattern search technique. The results of the experiments displayed the polynomial kernel as 
performing best.  

After SVM regression was carried out, k-fold cross-validation (CV) was applied to ensure the integrity of the 
experiments. This study uses k=5 as many authors, including Cortez et al. [2009], recommend five-fold CV as 
more robust than other validation techniques. The dataset was split into five subsets, each holding 20% of the 
instances. Each chunk was used for testing, while the 80% chunk was used in training. This process was then 
iterated 5 times, with each of the K subsamples used once as the testing data.  

Two different attribute evaluation techniques were used, evaluation on either a subset or individual basis. 
Attribute subset evaluation techniques were classifier subset evaluation; consistency subset evaluation; and 
wrapper subset evaluation. The single attribute selection techniques used were: chi-squared evaluation, which is 
based on the chi-squared statistics; gain ratio attribute evaluation; information gain attribute evaluation; principal 
component analysis evaluation; relief attribute evaluation; and symmetric uncertainty attribute evaluation. A brief 
description of those techniques can be found in [Hall et al., 2009] and [Witten and Frank, 2005]. After a multitude 
of attribute evaluation runs and counting the AOC, it was found that the best performing attribute selection 
technique for red wine is chi-squared evaluation. Table 1 shows the pre-cross-validation top performers. 

 

Attribute Selection AOC 

ChiSq+3+4+11+12 50.55938 

ChiSq+2+3+4+6+8+9+11+12 50.73438 

ClassifierSubsetEvaluatorRandomSearch+2+3+4+6+11+12 50.975 

CfsSubsetEvalRandomSearch+3+4+8+9+11+12 51.0125 

ChiSq+3+4+8+9+11+12 51.0125 

OriginalPolynomial 52.375 

 

Table 1. Pre-CV red wine attribute selection techniques. 
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The best post-cross-validation model, however, is the second in Table 1. It suggests using 8 attributes, namely: 
alcohol, volatile acidity, sulphates, citric acid, total sulfur dioxide, density, chlorides, and fixed acidity. Table 2 and 
Figure 4 show the worth value, i.e. the percentage of importance of each attribute as proposed by the chi-squared 
attribute evaluation.  

It was also explored how removal of outliers affects the predictive capabilities of the model. For each individual 
attribute, boundaries were quantitatively set which excluded outliers that resided outside the assigned boundary. 
This boundary was set using the fourth-spread method. This method entailed identifying the boundaries of the 
quartiles of each attribute within the wine quality dataset, identifying the range between the upper and lower 
quartiles. Upper and lower outlier boundaries were set as a function of this fourth-spread. After outliers had been 
removed it was found that the model improved slightly its performance upon its predecessor, by 0.39%, which is 
insignificant. This shows empirically that the SVM technique is robust in the studied application area and works 
well with noisy data. 

 

 

 

Attribute Chi-Squared 
Worth 

Importance % 

alcohol 497.7464 29.61 

volatile acidity 354.4793 21.09 

sulphates 252.0535 15.00 

citric acid 169.8607 10.11 

total sulphur 
dioxide 

145.3958 
8.65 

density 130.73 7.78 

chlorides 82.6207 4.92 

Fixed acidity 48.0288 2.86 

ph 0 0.00 

residual sugar 0 0.00 

free sulphur dioxide 0 0.00 

  

 

 

 

 

It was found that by using polynomial kernel, the model could be optimized so that in certain conditions it can 
outperform previously reported models. A combination of the attribute selection described above with SVM 
parameters C = 1.397998, epsilon = 0.745744, d = 1, gamma = 0.571688, and r = 0.529951 leads to mean 
squared error (MSE) reduced to 0.4369, which results in a confusion matrix presented by Table 3.  

Table 2. Chi-square attribute importance, red wine. 

Figure 4. Chi-square attribute importance, red wine. 
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Actual 
Class Red Wine Predictions 

  4 5 6 7 8 

3 0 9 1 0 0 

4 1 35 17 0 0 

5 2 466 210 3 0 

6 0 193 413 32 0 

7 0 11 130 58 0 

8 0 0 13 5 0 

 

Results register that under those conditions and error tolerance  =1, the model reaches prediction accuracy of 

89.5%, outperforming the best model reported by Cortez et al. (2009). 

Similar considerations were made regarding the white wine quality prediction task. In summary, the best attribute 
selection technique found was symmetrical uncertainty ranking [Hall et al., 2009]. It registered the lowest AOC 
upon cross-validation and suggests 7 attributes, presented and plotted in Table 4 and Figure 5. These are 
alcohol, density, chlorides, total sulfur dioxide, citric acid, free sulfur dioxide, and volatile acidity.  

 

 

 

Attribute  Symmetrical 
Uncertainty 
Ranking 

% 
Importance 

alcohol 0.08998 26.46626272 

density 0.06524 19.18936408 

chlorides 0.04878 14.34790282 

total sulphur dioxide 0.03513 10.33296076 

citric acid 0.03468 10.20060004 

free sulphur dioxide 0.03376 9.929995882 

volatile acidity 0.03241 9.532913701 

 

Similarly to the red wine task, part of the research was to combat the detrimental effects of outliers, which resided 
within the white wine dataset. This process, similar to the method used with the red wine dataset, was conducted 
through the use of the fourth-spread method. Once these outliers had been eradicated, a re-optimization 
procedure was conducted in order to attempt to find a better combination of parameters, which would improve the 

Table 4. Symmetrical uncertainty ranking of attributes, 
white wine. 

Table 3. Confusion matrix for SVM red wine prediction model. Bold writing denotes accurate predictions. 

Figure 5. Symmetrical uncertainty importance of 
attributes, white wine 
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overall performance of the SVM. This re-optimization failed to improve upon the previously attained MSE of 0.555 
unearthed in the initial optimization runs.  

It was found that by using polynomial kernel, the white wine model could be optimized so that a combination of 
the abovementioned attribute selection with certain SVM parameters leads to a confusion matrix presented by 
Table 5. The experiments clearly showed that the performance of the model built with a reduced attribute 
selection significantly outperforms its pre-reduced counterpart. Across all error tolerance levels there is a 
substantial prediction accuracy improvement held by the reduced model. With regards to the overall performance 
of these models, best depicted by the AOC metric, the reduced model holds a strong 9.61% improvement over its 
original complete state. 

 

 

 

Actual 
Class White Wine Predictions 

  4 5 6 7 8 

3 0 2 17 0 0 

4 19 55 88 1 0 

5 7 833 598 19 0 

6 0 235 1812 144 3 

7 0 18 414 441 7 

8 0 3 71 43 59 

9 0 1 3 2 0 

 

Conclusion 

The goal of this study was to explore what factors affect the quality of the SVM model in the prediction of wine 
quality. I was found that the choice of kernel function greatly affects the model predictive abilities. The kernels 
explored were linear, radial basis function, polynomial, and sigmoid. It was only the polynomial kernel that 
returned workable results due to its abilities to transform the input space into a much higher dimensional one, 
thus improving the discriminatory power of the model. It was also found that an appropriate reduction of variables 
and finding an optimal subset greatly improves the predictive power of the model. An improvement of 9.61 % was 
found when comparing the pre-reduced model with the post-reduced model in the case of the white wine dataset. 
One of the primary contributions of this study is improvement of the model performance with regard to error 
tolerance 1 in the case of red wine dataset. By using variable selection technique based on the chi-squared 
attribute evaluation, the model outperforms that of Cortez et al. [2009]. Variables eliminated during the model 
constructions were residual sugar, free sulfur dioxide, and pH. It was also found that removal of outliers, which 
are anomalous in nature, can improve the overall performance, but marginally, which draws to the conclusion that 
SVM is a robust data mining technique in this application area and that eliminating outliers influences little the 
predictive abilities of the model. 

Table 5. Confusion matrix for SVM white wine prediction model. Bold writing denotes accurate predictions. 
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