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ADAPTIVE FUZZY PROBABILISTIC CLUSTERING OF INCOMPLETE DATA 

Yevgeniy Bodyanskiy, Alina Shafronenko, Valentyna Volkova 

 

Abstract: in the paper new recurrent adaptive algorithm for fuzzy clustering of data with missing values is 
proposed. This algorithm is based on fuzzy probabilistic clustering procedures and self-learning Kohonen’s rule 
using principle “Winner-Takes-More” with Cauchy neighborhood function. 

Using proposed approach it’s possible to solve clustering task in on-line mode in situation when the amount of 
missing values in data is too big. 
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Introduction 

The problem of data sets described by vector-images clustering often occurs in many applications associated 
with Data Mining, but recently the focus on Fuzzy Clustering [Bezdek, 1981; Hoeppner, 1999; Xu, 2009], when 
processed vector-image with different levels of probabilities, possibilities or memberships, can belong to more 
than one class. 

However, there are situations when the data sets contain missing values, the information that is lost. In this 
situation more effective is to use mathematical apparatus of Computational Intelligence [Rutkowski, 2008] and, 
first of all artificial neural networks [Marwala, 2009], that solve task of restoring the lost observations and 
modifications of the popular method of fuzzy c-means [Hathaway, 2001], which solve the problem of clustering 
without recovery of data. 

Existing approaches for data processing with missing values [Zagoruyko, 1979; Zagoruyko, 1999], are efficient in 
cases when the massive of the original observations is given in batch form and does not change during the 
processing. At the same time, there is a wide class of problems in which the data that arrive to the processing, 
have the form of sequence that is feed in real time as it occurs in the training of Kohonen self-organizing maps 
[Kohonen, 1995] or their modifications [Gorshkov, 2009]. In this regard we introduced [Bodyanskiy, 2012] the 
adaptive neuro-fuzzy Kohonen network to solve the problem of clustering data with gaps based on the strategy of 
partial distances (PDS FCM). However, in situations where the number of such missing values is too big, the 
strategy of partial distances may be not effective, and therefore it may be necessary, along with the solution of 
fuzzy clustering simultaneously estimate the missing observations. In this situation, a more efficient is approach 
that is based on the optimal expansion strategy (OCS FCM) [Hathaway, 2001]. This work is devoted to the task of 
on-line data clustering using the optimal expansion strategy, adapted to the case when information is processed 
in a sequential mode, and its volume is not determined in advance. 
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Adaptive probabilistic fuzzy clustering of data with missing values based on the optimal 
expansion strategy 

Baseline information for solving the task of clustering in a batch mode is the sample of observations, formed from 

N n -dimensional feature vectors 1 2 1 2{ , ,..., } , , , ,...,   n
N kX x x x R x X k N . The result of clustering is 

the partition of original data set into m  classes 1 ( )m N  with some level of membership ( )qU k  of k -th 

feature vector to the q -th cluster 1( ) q m . Incoming data previously are centered and standardized by all 

features, so that all observations belong to the hypercube 1 1[ , ] n . Therefore, the data for clustering form array 

1{ ,..., ,..., }     n
k NX x x x R , 1( ,..., ,..., )    T

k k ki knx x x x , 1 1  
kix , 1 m N , 1 q m , 1 i n , 

1 k N  that is, all observations kix  are available for processing. 

Introducing the objective function of clustering [Bezdek, 1981] 
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get the probabilistic fuzzy clustering algorithm [Hoeppner, 1999;Xu, 2009] 
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where qw  - prototype (centroid) of q -th cluster, 1   - parameter that is called fuzzyfier and defines 

"vagueness" of boundaries between classes, 2( , )
k qD x w  - the distance between kx  and qw  in adopted metric, 

0 1 2, , ,...  - index of epoch of information processing which is organized as a sequence of 
0 1 1 2( ) ( ) ( ) ( ) ...   q q q qw U w U . The calculation process continues until satisfy the condition 

1 1( ) ( )  ,     q qw w q m    

(here  - defines threshold of accuracy) or until the specified maximum number of epochs Q  ( 0 1 2  , , ,...,Q ). 

Note also that when 2   and  

22   ( , )k q k qD x w x w , 

we get a popular algorithm of Bezdek’s fuzzy c-means (FCM)[ Bezdek, 1981]. 

The process of fuzzy clustering can be organized in on-line mode as sequentially processing. At this situation 
batch algorithm (1) can be rewritten in recurrent form [Bodyanskiy, 2005] 
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where 1 ( )k  - learning rate parameter, 1 ( )qU k - bell-shaped neighborhood function of neuro-fuzzy 

Kohonen network (Cauchy function), designed to solve the problems of fuzzy clustering [Gorshkov, 2009; 
Bodyanskiy, 2012], based on the principle "Winner Takes More» (WTM) [Kohonen, 1995]. 

In the presence of an unknown number of missing values in vector images kx , that form array X , following 

[Hathaway, 2001], we introduce the sub-arrays: 

{ | -    }   
F k kX x X x vector containing all components ; 

1 1      { , , |   ,    }P ki kX x i n k N values x available in X ; 

1 1       { ?, , |   ,   }G ki kX x i n k N values x absent in X . 

The optimal expansion strategy consists in the fact that the elements of sub-array GX are considered as 

additional variables, which are estimated by minimization of objective function E . Thus, in parallel with clustering 

(optimization E  by ( )qU k and qw ) estimation of missing observations is made (optimization E  by 
ki Gx X ). 

In this case, the algorithm of fuzzy c-means based on the optimal expansion strategy can be written as the 
following sequence of steps [Hathaway, 2001]: 

1. Setting the initial conditions for the algorithm: 0  ; 1 m N ; 0  ; 0( )
qw ; 1 q m ;  

0 1 2  , , ,...,Q ; 0 01 1   ( ) ( )ˆ{ }G kiX x , where 0 1 1   ( ) ( ( ) )G G GX N N n N  arbitrary initial estimates 
0( )ˆ

kix of missing values 
ki Gx X ; 

2. Calculation of membership levels by solving the optimization problem: 
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(here vector ( )ˆ
kx  differs from kx  by replacing missing values 

ki Gx X  by estimates ( )ˆ
kix  that are 

calculated for the  -th epoch of data processing); 

3. Calculation the centroids of clusters: 
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4. Checking the stop conditions: 

if 1 1       ( ) ( )   q qw w q m  or  Q , then the algorithm terminates, otherwise go to step 5; 

5. Estimation of missing observations by solving the optimization problem: 
1 1 1    ( ) ( ) ( )argmin ( ( ), , )

G

G q q G
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or, equivalently 
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Information processing with this algorithm is organized as a sequence 
0 1 1 1 2 1 1 1               ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )ˆ ˆ... ... Q

q q ki q q q q ki q qw U x w U w U x w w  

thus it is possible to organize on-line clustering by type of procedure (2). For this purpose we introduce two time 

scales: real time 1 2 , ,..., ,...k N , and accelerated computing time 0 1 2  , , ,...,Q . Here we assume that 

between two instants of real time k  and 1k  implemented Q  iterations of accelerated time. 

Then we can write procedure 
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which shows that the memberships and missing observations are calculated in accelerated time, and centroids - 
in real time by WTM selflearning rule. 

Of course centroids can be recalculated in accelerated time too: 
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in this case anyway, both in (3) and (4) operation of summation about k is absent, that for large N  can involve a 
lot of memory. 

Experiments 

Experimental research conducted on two samples of data such as Wine and Iris of UCI repository. 

To estimate the quality of the algorithm we used quality criteria partitioning into clusters such as: Partition 
Coefficient (PC), Classification Entropy (CE), Partition Index (SC), Separation Index (S), Xie and Beni's Index 
(XB), Dunn's Index (DI) [Xu, 2009]. 

We also compared the results of our proposed algorithm with other more well-known such as Fuzzy C-means 
(FCM) clustering algorithm and Gustafson-Kessel clustering algorithm. 

The proposed algorithm shown better results than the FCM and Gustafson-Kessel clustering algorithm. 

Conclusion 

The problem of probabilistic fuzzy adaptive clustering, containing a priori unknown number of gaps, based on the 
optimal expansion of data strategy is considered. The proposed algorithms are based on the recurrent 
optimization of a special type of goal functions. Missing observations are replaced by their estimates also 
obtained in the solution of optimization problem. Сentroids of recovered clusters are tuned using a procedure 
close to the T.Kohonen WTM-rule with the function of the neighborhood (membership), having the Cauchian 
form. 
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