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Abstract: This paper researches the problem of restoring the functions-signals which allow a spectral 
representation by a finite set of data which is corrupted by errors. The authors consider the cases when the errors 
are random values and which certain statistical information is either known or not (the errors are considered as 
fuzzy values). The pseudoinverse solution, solution in the form of an expansion by eigenfunctions as well as 
Pareto-optimal and the maximum plausible estimations are constructed. A connection between them is 
established. 
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Introduction 

Let's consider the class of signals that can be represented by the following structural formula: 


Q

dttutzgzf )(),()( , Dz , (1) 

where )(tu and ),( tzg  (complex-valued functions) are a spectrum and a kernel (transfer function) of a signal; 

1nRQ  , 2nRD  ;  QLtu 2)( , ),( tzg  is a continuous function at QD . The function )(zf  

admitting the integral representation should be named a function-signal.  

We understand the problem of restoring the function-signal (1) by the finite set of data as the following 

interpolation problem: it is necessary to restore (to estimate) the value )(zf  at the arbitrary point Dz  by the 

values )(zf  at the points Dzz m ,...,1 , known with random errors k , mk ,...,1  In other words, it is 

necessary to estimate the linear functional (1) at the arbitrary point Dz  by a set of values m  of the linear 
functionals: 

 
Q

kkk dttutgy )()( , mk ,...,1 , (2) 

We assume that statistical characteristics (mathematical expectation and correlation matrix) of random errors are 

known, and 0)(M , RM )( , 0Rdet , T
m ),...,(  1 ,  is a symbol of Hermitian 

conjugation. It obviously follows from this that the problem of restoring the function-signal by values of derivatives.  

This problem has many important applications in the theory of communication, spectral estimation, control theory, 
radio- and hydrolocation, radioastronomy, optics, radio astronomy, medicine and other applied spheres. 

The stated problem is incorrect in the mathematical sense because of incomplete data (the finite set of values 

)( kzf ) and the presence of errors in them, and therefore requires special approaches to its solving. 

Traditional approaches, similar to Tikhonov regularization which are based on minimizing the residual norm and 
on narrowing the set of possible solutions up to a compact, don't take into consideration the statistical information 
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on errors at the data. Furthermore, it isn't always possible to estimate the error of the regularized solution. 
Therefore, the authors have set themselves the task to consider other possible approaches to solving the defined 
problem, both in terms of the availability of the statistical information on errors and in its absence (in this case the 
errors were considered as the fuzzy variables) and to establish a connection between the obtained results and to 
offer an optimal solution of this problem. 

Pseudoinverse solution 

As the first approach, let's consider the solution of the system of integral equations (2) which is obtained by 
means of pseudoinversion tools [Альберт, 1977]. 

Now we rewrite the system (2) in the operator form: 

Guy  (3) 
T

myyy ),...,( 1 ,   m

Q

CQLdttgG   2:)( , T
m tgtgtg ))(),...,(()( 1 . 

Let's denote the unknown vector by f : T
mffGuf ),...,( 1 . 

By definition [Альберт, 1977], the operator of the following form is named as the pseudoinverse to the  

operator G : 
1

0





  )(lim EGGGG 


, 0 . 

G , presented here is an operator conjugated with G  relative to scalar products: 

  mCQL GururG ),(),( 
2

, T
mrrr ),...,( 1 , 

)(tuu  , E  is an identity matrix. 

In this condition, G  is m -dimensional vector-function of the following form: ))(),...,(()( 1 tgtgtgG m  . 

The operator GG  is a covariance matrix of kernels of the system (2): 

m
ji

Q
ji

m
jiij dttgtgkK 11   ,, ))()(()( , 

which characterizes the “quality” of the points kz  for restoring (the matrix K , depending on the choice of 

mkzk ,...,1,   may be better or worse conditioned). Then the estimation of the spectrum )(tu  will be as 

follows )( 0 : 

yEKtgyGtu 1

0





  ))((lim)(ˆ 


 (4) 

and  

 




Q

yEKdttgtzgzf 1

0
0 )()(),(lim)(ˆ  (5) 

The estimation (4) can be written as: 
















mmmm

m

m

kky

kky

tgtg

tu

...

............

...

)(...)(

)(lim)(ˆ

1

1111

1

0

0

1
, 0  (6) 



International Journal "Information Models and Analyses" Vol.2 / 2013, Number 4 
 

363






mmm

m

kk

kk

...

.........

...

1

111

, 0 . 

Relying on the pseudoinversion properties at Hilbert spaces, there's known that for the linear operator equation 

vAw   the element vAw   minimizes the residual norm Awv  , and among all the elements that 

have this property vAw  has a minimum norm. Therefore, for this problem one can interpret yGtu )(ˆ  

as the energy spline (or spline that smoothes the values ky , mk ,...,1 ) (depending on whether 

mC
tuGy )(ˆmin   is reduced to zero or not), because: 

  
Q

QL
dttutu

22

2
)()(  

is physically interpreted as the energy of spectrum of the signal (1). 

The signal restoration by the energy spline is optimal in the following sense. As shown in [Белов, 1986], the set 

of values of the function )(zf  of the form (1) at the point Dz , where )(tu ranges over the class of functions 

 QL2  satisfying the following inequality: 

 
Q

ldttu 22
)( , 

 is a circle )()(ˆ)( zSzfzf  0  centered at the point )(ˆ zf0 . It turns out, )(ˆ zf0  is the same as the energy 

spline (5). The radius )(zS  is determined by the dissipation of energy 
Q

dttul
22 )(ˆ  and the choice of the 

points kz . The energy spline is optimal in the sense of: 

)(ˆ)()(ˆ)(supinf
)()(ˆ

zfzfzfzf u
zfzf

0 , 

where )(zfu  is the true signal and )(ˆ zf  is the signal estimation. 

Using the representation (6) for )(ˆ tu , it is easy to show that the signal restoration by means of pseudoinversion 

is stable to small changes in the input information y . The value of deviation is:  

dt

kky

tgtg

dtytuyytu
Q Q

mmmm

m

2

1

1

20

22

0
1

 











...

............

)(...)(

lim),(ˆ),(ˆ , 0  

and 02   at 0 iy , mi ,...,1 . 

As a remark, we want to note that as a special case, the obtained results lead to Kotelnikov-Shannon theorem 

[Харкевич, 2007] (if there is no noises and EK  ) and to various generalizations of this theorem for a finite 

number of counts. So, we can select as the counts not only the values of the function at the points kz , but the 

values of its various derivatives either at these or other points that further should lead to a change of the vector 

)(tg . 
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Expansion by eigenfunctions of self-conjugate operator 

When considering the pseudoinverse solution we don't use any information about the noise  . Therefore, for the 

estimation (4) 

  GfGtu )(ˆ  

the component G  can uncontrollably effect upon the estimation. One can specify a way to reduce this effect, 

so, let's consider the estimation of the solution of the system (3) in the form of expansion on some basis. By 

multiplying (3) by G  we transform the equation (3) to the following form: 

  GGuGyG  (7) 

Then let's find the eigenvalues and eigenfunctions of the operator GG  from the following ratio: 

)()( tetGeG kkk   (8) 

After denoting kk ctGe )( , we transform (8) to the form  tGecGG kkk   or   0 kk cEK  . 

Therefore, the problem of finding the eigenvalues and eigenfunctions of the operator GG  is reduced to the 

problem of finding the eigenvalues and eigenvectors of the matrix K , which is Hermitian and exactly has m  

eigenvalues k  (taking multiplicity into account). Let's renumber them in nonincreasing order. The eigenvectors 

of the matrix K (the orthonormal system,   jkkj cc , ) define the eigenfunctions of the operator GG  by the 

following equality: 

    ,kkk ctgte  1  mpk  ,...,1 , 0k . 

Clearly, that 

          












k

k
ccKcccGGctetetete

k

kjjkjjkkjjkkjjk
j    ,

j       ,
)(,

1

0
1

111


 , 

i.e. the system of eigenfunctions )(tek  is orthogonal. It is easy to make it orthonormal by multiplying it by a 

scalar 2
1

k : 

     tectgte kkkkk
2

1
2

1 

  ~ . 

Let's find the solution of the system (3) in the following form: 

   



p

k
kk tetu

1

~  (9) 

Then, to find the coefficients k  we substitute (9) at (7): 

 
 

 
p

k

p

k
kkkkk teteGGyG

1 1

)(~)(~)(   

whence, it follows by multiplying on the scalarwise left: 

))(~),(( teyG jj   1 , pj ,...,1 . 

Then 




 
p

k
kkk teteGytu

1

1 )(~))(~,()(  , 

and the estimation of the solution of the equation (3) takes the following form: 
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 
 

 
p

k

p

k
kkkkkk teteGteteGftu

1 1

11 )(~))(~,()(~))(~,()(ˆ   (10) 

The first summand in (10) determines the estimation of the signal spectrum in the absence of noise (the useful 

component), the second one represents the contribution to the solution of the noise component. Since k  are 

arranged in nonincreasing order p ...1 , the noise component after achieving a sufficiently large index k  

begins to dominate over the useful component of the estimation of the solution. 

The problem of choosing the value pp 1  can be solved as follows. Let's consider the normalized parameter: 
21

22
1

22
1

...

...
)( 















p

kk , pk 1 . 

When approaching k  to p , we have 1)(  k . 

For some situations )(k  is close to unity even for k  significantly lower than p . The desired value 1p  can be 

defined by the minimum value k  under which one can consider )(k  sufficiently close to unity. The question of 

what is meant by sufficient proximity to unity is subjective and the answer to it should be determined by means of 
the computational experiment taking into account the specifics of the problem being solved. 

Let's return to the estimation (10): 

  
 



 

 
p

k

p

k
kkkkk

p

k

p

k
kkkkk yccGyctetetGeyteteGytu

1 1

1

1 1

1  )()())(,()(~))(~,()(ˆ . 

Using the property of pseudoinverse solution of minimizing the square of the residual norm 
2

mc
yGu   it is 

easy to show that: 




 
p

k
kkk ccGG

1

1  (11) 

Thus, defining G  in the form (11) by selecting the appropriate value p  makes it possible to reduce the impact 

of component G  at the estimation )(ˆ tu . 

Pareto-optimal estimations 

It is possible to go into further details of the influence of the noise component on the restoring quality using the 
idea [Пытьев, 1989] about reduction of measurement up to the output from the specified device. Unlike to the 

above-mentioned approaches, we shouldn’t look for estimations of solutions )(ˆ tu  and should estimate )(zf  at 

once. Following the idea of Pitiev, we consider the system (2) as a linear scheme of measurement by devices 

with characteristic functions )(tgk , mk ,...,1 , and we consider the data ky , mk ,...,1  as the output 

from these devices, which is distorted by noise. Then the problem of estimating the value of the functional )(zf  

at the arbitrary point Dz  can be considered as the problem of estimating the output from the device z : 

 
Q

z dttutu )()(  

with the characteristic function ),()()( tzgtgt z   by the data (2). Let's look for the desired estimation at 

the class of estimations that are linear relatively the mentioned estimations, i.e. we should construct such vector 
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mCB   that Byuz ̂ . For that, we transform (3) to the following form: 

BuBGuBy zz  )( , 

which shows that the By  is different from uz  by two summands: the displacement uBG z )(   and the 

noise background B . Since 
2222 BMuBGuBy zz  , 

and )(tu  is unknown, then for finding the vector B  we should solve the following two-criteria problem of 

minimization as follows: 











B

B
z

BMBh

BGB

min)(

min)(
2

2




 (12) 

The first criterion (the operator residual), presented here characterizes the proximity of the characteristic function 

of the synthesized device BG , whose input should be adopted as the desired estimation uz̂ , to the 

characteristic function )(t , the second criterion characterizes the level of noise background (dispersion) of the 

desired estimation. Let's consider two-criteria decision of the problem in the sense of Pareto optimization [Ногин, 

2005], i.e. we should look for such vector B  that both criteria (12) are nondecreased at the same time. In view of 
convexity of the optimization criteria the problem (12) can be reduced [Глинкин, 1981] to a one-criterion problem 
of the following form: 

B
BhB min)()()(   1 , )1,(o  

 
Q

dtttBgttBgtrB ))()())(()()(  , 

 trBRBBh )( . 

By solving this problem we should obtain the continuum family of the desired estimations as follows: 

yRKGByuz
1)(ˆ   , 0  (13) 

or 

  
Q

yRKdttgtzgzf 1)()(),()(ˆ , 0  (14) 

which are naturally named the Pareto-optimal estimations.  

In a view of the solution of the problem (12) all the estimations (13) are equal. 

Every estimation from (13) has both the nondecreased value of the operator residual: 
  ))()()()(()( GRKRKKRKGtr zz

111 2   

and the level (dispersion)of noise background:  
  )()()()( GRKRRKGtrh z

11  . 

Analyzing these functions shows that )(h  monotonically decreases and )(  monotonously increases with 

increasing  . Besides, )(/ h  and )(/   are connected by the “conservation law”  

0 )()( // h . 

To select the specific estimation uz̂  from the family (13) one can use, for example, the principle of the 
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guaranteed result, according to which ))(),((maxminarg
),(




h
h

. As a result of the monotonicity of the 

optimization criteria relative to   and because of opposite trends to change these criteria such value of the 

parameter is unique. To realize a certain compromise between the optimization criteria one can use other general 

principles of multi-criteria optimization, namely, the principle of uniform optimality ))()((minarg 


h , 

the principle of reasonable compromise ))()((minarg 


h , “Eldorado” principle 

))()((minarg 22 


h . 

In fact, choosing the specific estimation of the family (13) needs clearly understanding of what is preferable: to 
minimize the noise dispersion, which leads to increasing the operator residual generated by the data 
incompleteness, or contrariwise. Therefore, to select the appropriate value of the parameter   let's construct the 

Pareto set (parametric dependence )(h , ),0(  ), where the decision-maker, being acquainted with the 

ratio between the noise level and the operator residual value should select a suitable point which is 
corresponding to one or another value of the parameter  . 

As a remark, we want to note that the set of the Pareto-optimal estimations of the functions-signals (14) contains 
the estimation, obtained by the pseudoinversion tools (5), if the system is previously decorrelated by multiplying 

by 21R , then it will coincide with the estimation (14) at 0 . 

Maximally plausible estimations 

Let's briefly dwell on another approach to restoring the function-signal )(zf , namely, the maximally plausible 

restoration. In that case, we should find the estimation )(ˆ tu as a function that maximizes the functional of 

plausibility.  

Let's suppose the random noise vector is distributed by the normal law with the following  probability density 
distribution: 

)exp()det)2(()( 1
2

12
1

 

RRp m , 

and then we obtain the functional of plausibility as follows: 









  

Q Q

m dttutgyRdttutgyRu ))()(())()((exp)det)(()( 1
2

12
1

2 ,  (15) 

The problem of maximizing the functional (15) is equivalent to the problem of minimizing the following quadratic 
functional: 

  

Q Q

dttutgyRdttutgyuJ ))()(())()(()( 1 ,  (16) 

By calculating the variation of the functional (16) and equating it to zero, we obtain the Euler equation: 

  
Q

yRgdugRtg 11 )()()( . 

This is a Fredholm equation of the 1st kind. The problem of finding of its solutions belongs to a class of incorrect 
ones and requires regularization. For the Tikhonov regularizer:  

dttuuJuT
Q


2
)()()(  , 0  

the Euler equation that determines the desired estimation )(ˆ tu , is as follows: 
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  

Q

tuyRtgdugRtg )()()()()( 11 , 

where 0  is a regularization parameter , which implies that:  

yRktgtu 1))(()(ˆ   , 0  

and in that case, )(ˆ zf  coincides with Pareto-optimal estimations (14). 

Restoration under fuzzy data errors 

Let's consider the case when there is no statistical information about the vector of errors. In this case, we can 
assume that the data y  are distorted by fuzzy noise  . At the same time, a problem formulation should be 

added by information on distribution of the fuzzy element LCm   :)(  (it is assumed that an expert 

should specify this distribution). One believes that this distribution is such that a bigger noise corresponds to a 
smaller possibility, and this is a natural assumption for many measurement processes. In accordance with 

specifying the distribution of fuzzy value [Пытьев, 2000], the scale L is defined at the segment  1,0  in natural 

order, specified by the inequality   and by two rules of composition: addition and multiplication (max and min, 
respectively).  

In that case, to construct the optimal estimation let's use the results from the paper [Zavorotnyy, 2008]: we should 

find the estimation uz in the form of By , where B  is a solution of the problem of simultaneous minimizing a 

norm of the operator residual and maximizing the need of correctness of fuzzy value estimating, or the integral of 

necessity by ))(,( xduI z , written in terms of the theory of possibilities. 











B
z

y

ux

B
z

xduIux

BG

max)))(,(),,(min(supsup

min

  (17) 

In (9) ))(,( xduI z  is a possibility of lack of the error that occurs under selecting the estimating strategy )(xd  

as a value uz  for each value u ,  is an involution [Пытьев, 2000], ),( uzy  is the joint distribution of the 

values y and u . Solving the problem leads to the following result: the solution of the problem (2) under fuzzy 

errors in the data y  coincides with (4), and the corresponding estimation of the function-signal )(zf  is in the 

form of (5). 

Conclusion 

In this paper we constructed and thoroughly investigated (relatively the data), linear estimations of functions-
signals on a finite set of data containing errors. The authors showed that all constructed estimations (namely, 
pseudoinverse, maximally plausible at normal distribution of the vector of noise, in the form of an expansion by 
eigenfunctions of self-conjugate operator) are contained in the set of Pareto-optimal estimations (14). One can 
control the effect of errors by selecting the parameter value ),0(  , the smaller  the smaller a noise 

background of the estimation. However, the decrease of   leads to increasing the operator residual, generated 
by data incompleteness, and the expert has to seek a suitable compromise between these two components 
which distort the desired estimation. The authors also showed the following fact: if there is no statistical 
information about noise and one can naturally consider the errors as fuzzy values, the desired estimation 
coincides with the Pareto-optimal estimation (14) on the predecorrelated data, which corresponds to 0 . 
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