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QUADRUPLES BY MEANS OF NATURAL LANGUAGE ADDRESSING 
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Abstract: In this paper we present results from experiments for storing middle-size and large sets of RDF triples 

and quadruples by means of Natural Language Addressing. For experiments we have realized program RDFArM 

aimed to store RDF triples and quadruples in multi-layer hash tables (information spaces with variable size). The 

main features of program RDFArM are outlined in the paper. Analysis of the experimental results and rank-based 

multiple comparison are discussed. 
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Introduction 

The idea of Natural Language Addressing (NLA) [Ivanova et al, 2012a; 2012b; Ivanova et al, 2013a; 2013b; 

2013c; 2013d; 2013e; Ivanova, 2013; Ivanova, 2014] consists in using the computer encoding of name’s 

(concept’s) letters as logical address of connected to it information stored in a multi-dimensional numbered 

information spaces [Markov, 1984; Markov, 2004; Markov, 2004a]. This way no indexes are needed and high 

speed direct access to the text elements is available. It is similar to the natural order addressing in a dictionary 

where no explicit index is used but the concept by itself locates the definition. 

In this paper we present results from experiments for storing middle-size and large sets of RDF triples and 

quadruples [Klyne & Carroll, 2004] through Natural Language Addressing. For experiments we have realized 

program RDFArM based on NLA Access Method and corresponded NLA Archive Manager called NL-ArM 

[Ivanova, 2014]. RDFArM is aimed to store RDF triples and quadruples in multi-layer hash tables (information 

spaces with variable size). Each RDF element can be stored by appropriate path, which is set by a natural 

language word or phrase. 

Below we will present shortly main features of program RDFArM and after that we will present several 

experiments with middle-size and large data sets. Analysis of the experimental results and rank-based multiple 

comparison conclude the paper. 

RDFArM 

The data of RDFArM are encoded in N-Triples or N-Quads format. The N-Quads is a format that extends 

N-Triples with context. Each triple in an N-Quads document can have an optional context value [N-Quads, 2013]: 

<subject> <predicate> <object> <context>. 

as opposed to N-Triples, where each triple has the form: 

<subject> <predicate> <object>. 
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The main idea for storing RDF-graphs in RDFArM follows the one of multi-layer representation 

[Ivanova et al, 2012b]. In other words, the RDF-relations are assumed as layers and the RDF-subjects are 

assumed as paths valid for all layers. The objects as well as contexts are stored in the containers located by the 

path in the corresponded layers.  

Screenshots from the RDFArM program are shown on Figures 1a and 1b. The main functions are RDF-Write and 

RDF-Read for which there are corresponded buttons. 

By “RDF-Write” button the function for storing RDF triples or quadruples from a file can be activated. The 

recognition of the case (triples or quadruples) is made automatically. The lines of triples do not contain the fourth 

element, i.e. the context of the quadruples. 

Each triple (subject, relation, and object) or quadruple (subject, relation, object, and context) occupy one record in 

the input file. There is no limit to the number of records in the file. After pressing the “RDF-Write” button, the 

system reads records sequentially from the file and after storing the triples or quadruples, it displays two 

informative lines in the panel near to the “RDF-Write” button (Figure 1a): 

 Total time used for storing all instances from the file; 

 Average time used for storing of one instance (in milliseconds). 

The time used is highly dependent on the possibilities of the operational environment and the speed of the 

computer hardware.  

By “RDF-Read” button the function for reading RDF triples or quadruples from the RDFArM archives can be 

activated (Figure 1b). RDF-Read uses as input a file with requests similar to SPARQL requests [SPARQL, 2013] 

and extracts from the archives the requested information. The requested elements may be given by <?>. In other 

words, if any of parameters are not given, i.e. <subject>, <predicate>, <object>, or <context>, as in SPARQL 

requests, the rest are used as constant addresses and omitted parameters scan all non empty co-ordinates for 

given position. This way all possible requests like (?S-?P-?O), (S-P-?O), (S-?P-O), (?S-P-O), etc., are covered 

(S stands for subject, P for property, O for object). 

In the panel next to the RDF-Read button, two informative lines are shown (Figure 1b) (in milliseconds): 

 Total time used for extracting of all quadruple instances; 

 Average time used for extracting of one instance. 

The time used is highly dependent on possibilities of operational environment and speed of computer hardware.  

The RDFArN form has three service buttons: 

 The first ( ) serves as a transition to the form for manual input and output of data to/from the system 

archive; 

 The second ( ) is connected to the module for adjusting the environment of the system – archives, 

input and output information, etc.; 

 The third ( ) activates the help text (user guide) of the system. 

In the same panel there is a button which enables deleting the work archives of the RDFArM (for test control in 

this version, they are stored on the hard disk but not in the computer memory). RDFArM is completed with 

compressing program and after storing the information prepares small archive for long time storage. 

 



International Journal "Information Models and Analyses" Volume 3, Number 4, 2014 

 

305

  

Figure 1a. Content of RDFArM RDF-Write panel with 

informative lines 

Figure 1b. Content of RDFArM RDF-Read panel with 

informative lines 

Experiments with middle-size datasets 

We have compared RDFArM with well-known RDF-stores: 

 OpenLink Virtuoso Open-Source Edition 5.0.2 [Virtuoso, 2013]; 

 Jena SDB Beta 1 on PostgreSQL 8.2.5 and MySQL 5.0.45 [Jena, 2013]; 

 Sesame 2.0 [Sesame, 2012], 

tested by Berlin SPARQL Bench Mark (BSBM) team and connected to it research groups [Becker, 2008; 

BSBMv2, 2008; BSBMv3, 2009].  

We have provided experiments with middle-size RDF-datasets, based on selected real datasets from DBpedia 

[DBpedia, 2007a; DBpedia, 2007b] and artificial datasets created by BSBM Data Generator [BSBM DG, 2013; 

Bizer & Schultz, 2009]. 

The real middle-size RDF-datasets, we have used, consist of DBpedia's homepages and geocoordinates 

datasets with minor corrections [Becker, 2008]: 

 Homepages-fixed.nt (200,036 triples; 24 MB) Based on DBpedia's homepages.nt dated 2007-08-30 

[DBpedia, 2007a]. 3 URLs that included line breaks were manually corrected (fixed for DBpedia 3.0); 

 Geocoordinates-fixed.nt (447,517 triples; 64 MB) Based on DBpedia's geocoordinates.nt dated 2007-08-

30 [DBpedia, 2007b]. Decimal data type URI was corrected (DBpedia bug #1817019; resolved). 

The RDF stores have different indexing behaviors: Sesame automatically indexes after each import, while SDB 

and Virtuoso allow for selective index activation which cause corresponded limitations or advantages. In order to 

make load times comparable, the data import by [Becker, 2008] had been performed as follows: 

 Homepages-fixed.nt had been  imported with indexes enabled; 

 Geocoordinates-fixed.nt had been imported with indexes enabled. 

In the case with RDFArM no parameters are needed. The data sets were loaded directly from the source files. 

The artificial middle-size RDF-datasets are generated by BSBM Data Generator [BSBM DG, 2013] and 
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published in Turtle format [BSBMv1, 2008; BSBMv2, 2008; BSBMv3, 2009]. We converted it to N-triple format 

using “rdf2rdf” program developed by Enrico Minack [Minack, 2010].  

We have used four BSBM datasets – 50K, 250K, 1M, and 5M. Details about these datasets are summarized in 

following Table 1. 

 

Table 1. Details about used artificial middle-size RDF-datasets 

Name of RDF-dataset: 50K 250K 1M 5M 

Exact Total Number of Triples: 50,116 250,030 1,000,313 5,000,453 

Number of Products 91 666 2,785 9,609 

Number of Producers 2 14 60 199 

Number of Product Features 580 2,860 4,745 3,307 

Number of Product Types 13 55 151 73 

Number of Vendors 2 8 34 196 

Number of Offers 1,820 13,320 55,700 192,180 

Number of Reviewers  116 339 1432 12,351 

Number of Reviews 2,275 6,660 27,850 240,225 

Total Number of Instances  4,899 23,922 92,757 458,140 

File Size Turtle (unzipped)  14 MB 22 MB 86 MB 1,4 GB 

 

In accordance with multi-layer representation [Ivanova et al, 2012b] the RDF-relations are assumed as layers and 

the RDF-subjects are assumed as paths valid for all layers. The objects are stored in the containers located by 

the path in the corresponded layers. Information about quantities of Subjects, Relations, and Objects in the used 

middle-size RDF-datasets are presented in Table 2. 

 

Table 2. Quantities of Subjects, Relations, and Objects in used middle-size RDF-datasets 

dataset subjects (locations) relations (layers) objects 

BSBM 50K 4900 40 50116 

homepages-fixed.nt 200036 1 200036 

BSBM 250K 60884 22 250030 

geocoordinates-fixed.nt 152975 6 447517 

BSBM 1M 92757 40 1000313 

BSBM 5M 458142 55 5000453 
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To make experimental results comparable we have proposed special methodic and corresponded proportionality 
constants [Ivanova, 2014]. This way, all results from experiments are normalized to the next computer 
configuration: 

― Processor: Intel Core2Quad Q9450@2.66GHz, CPU Launched:2008; 

― Physical Memory: 8GB DDR2 667 (4 x 2GB); 

― Hard Disks: 160GB (10,000 rpm) SATA2, 750GB (7,200 rpm) SATA2; 

― Operating System: Ubuntu 8.04 64-bit, Kernel Linux 2.6.24-16-generic; Java Runtime: VM 1.6.0, 
HotSpot(TM) 64-Bit Server VM (build 10.0-b23); Separate partitions for application data (on 7,200 
rpm HDD) and data bases (on 10,000 rpm HDD). 

 

 Loading of BSBM 50K - The loading time’ results from our experiment and from [Bizer & Schultz, 2008] 

are given in Table 3 and shown on Figure 2. Virtuoso has the best time. RDFArM has same loading time 

as Sesame and 40% better performance than Jena. 

 

Table 3. Benchmark results for BSBM 50K 

system loading time in seconds 

Sesame 3 

Jena SDB 5 

Virtuoso 2 

RDFArM 3 

 

 

 

Figure 2. Benchmark results for BSBM 50K 
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 Loading of homepages-fixed.nt - The loading time’ results from our experiment and from 

[Becker, 2008] are given in Table 4 and Figure 3. Virtuoso has the best time (about 42% better result 

than RDFArM). RDFArM has about 5% better time than Sesame and 36% better time than Jena (we 

take in account only the best result of compared system, in this case – Jena). 

 

Table 4. Benchmark results for homepages-fixed.nt 

system loading time in seconds 

Virtuoso (ogps, pogs, psog, sopg) 1327 

Jena SDB MySQL Layout 2 Index 5245 

Jena SDB Postgre SQL Layout 2 Index 3557 

Jena SDB Postgre SQL Layout 2 Hash 9681 

Sesame Native (spoc, posc) 2404 

RDFArM 2272 

 

 

 

Figure 3. Benchmark results for homepages-fixed.nt 
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 Loading of BSBM 250K - The loading time’ results from our experiment and from [BSBMv2, 2008] are 

given in Table 5 and shown on Figure 4. Virtuoso has 66% and Jena has 12% better performance than 

RDFArM. RDFArM has 22% better performance than Sesame. 

 

 

Table 5. Benchmark results for BSBM 250K 

system loading time in seconds 

Sesame 19 

Jena TDB  13 

Virtuoso TS  05 

Virtuoso RDF views 09 

Virtuoso SQL  09 

RDFArM 14.79 

 

 

 

 

 

Figure 4. Benchmark results for BSBM 250K 
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 Loading of geocoordinates-fixed.nt – For this dataset we have six layers with 152975 NL-locations 

(containers) which contain 447517 objects, i.e. some containers in some layers are empty. The loading 

time’ results from our experiment and from [Becker, 2008] are given in Table 6 and Figure 5. RDFArM 

has the worst performance (we take the best time of Jena). Virtuoso has 64%, Sesame has 33%, and 

Jena has 5% better performance. 

 

Table 6. Benchmark results for geocoordinates-fixed.nt 

system loading time in seconds 

Virtuoso (ogps, pogs, psog, sopg) 1235 

Jena SDB MySQL Layout 2 Index 6290 

Jena SDB Postgre SQL Layout 2 Index 3305 

Jena SDB Postgre SQL Layout 2 Hash 9640 

Sesame Native (spoc, posc) 2341 

RDFArM 3469 

 

 

 

Figure 5. Benchmark results for geocoordinates-fixed.nt 
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 Loading of BSBM 1M - The loading time’ results from our experiment and from [BSBMv2, 2008; 

BSBMv3, 2009] are given in Table 7 and shown on Figure 6. Virtuoso has 62% and Jena has 32% better 

performance than RDFArM. RDFArM has 67% better performance than Sesame. 

 

Table 7. Benchmark results for BSBM 1M 

system 

loading time in min:sec 

(a) 

[BSBMv2, 2008] 

(b) 

[BSBMv3, 2009] 

Sesame 02:59 03:33 

Jena TDB 00:49 00:41 

Jena SDB 02:09 - 

Virtuoso TS 00:23 00:25 

Virtuoso RV 00:34 00:33 

Virtuoso SQL 00:34 00:33 

RDFArM 01:00 01:00 

 

 

 

Figure 6. Benchmark results for BSBM 1M 
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 Loading of BSBM 5M - The loading time’ results from our experiment and from [Bizer & Schultz, 2008] 

are given in Table 8 and shown on Figure 7. RDFArM has best loading time (about 85% better than 

Sesame, 71% than Jena, and 51% than Virtuoso). 

 

Table 8. Benchmark results for BSBM 5M 

system loading time in seconds

Sesame 1988 

Jena SDB 1053 

Virtuoso 609 

RDFArM 301 

 

 

 

 

Figure 7. Benchmark results for BSBM 5M 
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Experiments with large datasets 

We have provided experiments with real large datasets which were taken from DBpedia's homepages [DBpedia, 

2007c] and Billion Triple Challenge (BTC) 2012 [BTC, 2012]. 

The real dataset is DBpedia's infoboxes-fixed.nt (15,472,624 triples; 2.1 GB) based on DBpedia's infoboxes.nt 

dated 2007-08-30 [DBpedia, 2007c]. 166 triples from the original set were excluded because they contained 

excessively large URIs (> 500 characters) that caused importing problems with Virtuoso (DBpedia bug 

#1871653). RDFArM has no such limitation. Infoboxes-fixed.nt was imported with indexes initially disabled in SDB 

and Virtuoso. Indexes were then activated and the time required for index creation time was factored into the 

import time. In the case with RDFArM no parameters are needed. The datasets were loaded directly from the 

source file. 

The RDF Stores, tested by [Becker, 2008], are: 

 OpenLink Virtuoso Open-Source Edition 5.0.2 [Virtuoso, 2013]; 

 Jena SDB Beta 1 on PostgreSQL 8.2.5 and MySQL 5.0.45 [Jena, 2013]; 

 Sesame 2.0 beta 6 [Sesame, 2012]. 

The RDF stores feature different indexing behaviors: Sesame automatically indexes after each import, while SDB 

and Virtuoso allow for selective index activation.  

Artificial large datasets were taken from Berlin SPARQL Bench Mark (BSBM) [Bizer & Schultz, 2009; BSBMv3, 

2009; BSBMv5, 2009; BSBMv6, 2011]. Details about the benchmark artificial datasets are summarized in the 

following Table 9: 

 

Table 9. Details about artificial large RDF-datasets 

Number of Triples 25M 100M 

Exact Total Number of Triples 25000244 100000112 

Number of Products 70812 284826 

Number of Producers 1422 5618 

Number of Product Features 23833 47884 

Number of Product Types 731 2011 

Number of Vendors 722 2854 

Number of Offers 1416240 5696520 

Number of Reviewers  36249 146054 

Number of Reviews 708120 2848260 

Total Number of Instances  2258129 9034027 

File Size Turtle (unzipped)  2.1 GB 8.5 GB 
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Information about quantities of Subjects, Relations, and Objects in the used large RDF-datasets are presented in 

Table 10. 

Table 10. Number of Subjects, Relations, and Objects in used large RDF-datasets 

dataset subjects (locations) relations (layers) objects 

infoboxes-fixed.nt 1354298 56338 15472624 

BSBM 25M 2258132 112 25000244 

BSBM 100M 9034046 341 100000112 

 

 Loading of infoboxes-fixed.nt - For this dataset we have 56338 layers with 1354298 NL-locations 

(containers) which contain 15472624 objects, i.e. some containers in some layers are empty. The 

loading time’ results from our experiment and from [Becker, 2008] are given in Table 11 and Figure 8. 

RDFArM has the worst loading time. Virtuoso is 95%, Sesame is 84%, and Jena is 48% better than 

RDFArM (we take in account only the best results of compared systems). 

 

Table 11. Benchmark results for infoboxes-fixed.nt 

system loading time in seconds 

Virtuoso (ogps, pogs, psog, sopg) 7017 

Jena SDB MySQL Layout 2 Index 70851 

Jena SDB Postgre SQL Layout 2 Index 73199 

Jena SDB Postgre SQL Layout 2 Hash 734285 

Sesame Native (spoc, posc) 21896 

RDFArM 136412 

 

 

Figure 8. Benchmark results for infoboxes-fixed.nt 
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 Loading of BSBM 25M - The loading time’ results from our experiment and from [Bizer & Schultz, 2009; 

BSBMv3, 2009] are given in Table 12 and Figure 9. Jena (with 30%) and Virtuoso (with 29%) are better 

than RDFArM. RDFArM has 97% better performance than Sesame. 

 

Table 12. Benchmark results for BSBM 25M 

system loading time in seconds 

Sesame 44225 

Jena TDB 1013 

Jena SDB 14678 

Virtuoso TS 2364 

Virtuoso RV 1035 

Virtuoso SQL 1035 

RDFArM 1453 

 

 

 

 

Figure 9. Benchmark results for BSBM 25M 
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 Loading of BSBM 100M - In this case we have 341 layers with 9034046 NL-locations (containers) 

which contain 100000112 objects, i.e. some containers in some layers contain more than one object. 

The loading time’ results from our experiment and [Bizer & Schultz, 2009; BSBMv3, 2009] are given in 

Table 13 and Figure 10. Virtuoso is 35% better than RDFArM, and Jena is 4% better than RDFArM. 

RDFArM is 98% better than Sesame. 

 

Table 13. Benchmark results for BSBM 100M 

system loading time in seconds

Sesame 282455 

Jena TDB 5654 

Jena SDB 139988 

Virtuoso TS 28607 

Virtuoso RV 3833 

Virtuoso SQL 3833 

RDFArM 5901 

 

 

 

 

Figure 10. Benchmark results for BSBM 100M 
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Analysis of experiments with semi-structured datasets 

In this work, the applicability of NL-addressing for middle-size and large semi-structured RDF-datasets was 

concerned. We have provided experiments based on selected datasets from DBpedia's homepages and Berlin 

SPARQL Bench Mark (BSBM) to make comparison with published benchmarks of known RDF triple stores. 

We have used the Friedman test to detect statistically significant differences between the systems 

[Friedman, 1940]. The Friedman test is a non-parametric test, based on the ranking of the systems on each 

dataset. It is equivalent of the repeated-measures ANOVA [Fisher, 1973]. We have used Average Ranks ranking 

method, which is a simple ranking method, inspired by Friedman's statistic [Neave & Worthington, 1992]. For 

each dataset the systems are ordered according to the time measures and are assigned ranks accordingly. The 

best system receives rank 1, the second – 2, etc. If two or more systems have equal value, they receive equal 

rank which is mean of the virtual positions that had to receive such number of systems if they were ordered 

consecutively each by other. 

 

Let n is the number of observed datasets; k is the number of systems. 

Let irj be the rank of system j on dataset i. The average rank for each system is calculated as 
k

i
j j

i 1

1R r
n 

  . 

The null-hypothesis states that if all the systems are equivalent than their ranks Rj should be equal. When null-

hypothesis is rejected, we can proceed with the Nemenyi test [Nemenyi, 1963] which is used when all systems 

are compared to each other. The performance of two systems is significantly different if the corresponding 

average ranks differ by at least the critical difference 


 k(k 1)CD q
6N  

where critical values q are based on the Studentized range statistic divided by 2 . Some of the values of q are 

given in Table 14 [Demsar, 2006]. 
 

Table 14. Critical values for the two-tailed Nemenyi test 

 
number of systems 

2 3 4 5 6 7 8 9 10 

q0.05 1.960 2.343 2.569 2.728 2.850 2.949 3.031 3.102 3.164 

q0.10 1.645 2.052 2.291 2.459 2.589 2.693 2.780 2.855 2.920 
 

The results of the Nemenyi test are shown by means of critical difference diagrams. 

Benchmark values from our experiments and corresponded published experimental data from BSBM team are 

given in Table 15. Published results do not cover all table, i.e. we have no values for some cells. To solve this 

problem we have taken in account only the best result for given system on concrete datasets (Table 16). Sesame 

had no average values for tests 10a and 10b. Because of this we did not use these tests in our comparison. They 

were useful to see the need of further refinement of RDFArM for big data. 

The ranks of the systems for the ten tests are presented below in Table 17. 
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Table 15. Benchmark values for middle size datasets 

system 
TEST 

1 2 3 4 5a 5b 6 7 8 9 10a 10b 

RDFArM 3 2272 14.79 3469 60 60 301 136412 1453 5901 15742 31484 

Sesame Native (spoc, posc) 3 2404 19 2341 179 213 1988 21896 44225 282455   

Virtuoso (ogps, pogs, psog, 

sopg) 
2 1327  1235   609 7017   6566 14378 

Virtuoso TS   05  23 25   2364 28607   

Virtuoso RDF views   09          

Virtuoso SQL   09  34 33   1035 3833   

Virtuoso RV     34 33   1035 3833   

Jena SDB 5  13  129  1053  14678 139988   

Jena TDB     49 41   1013 5654 4488 9913 

Jena SDB MySQL Layout 2 

Index 
 5245  6290    70851     

Jena SDB Postgre SQL 

Layout 2 Hash 
 3557  3305    73199     

Jena SDB Postgre SQL 

Layout 2 Index 
 9681  9640    734285     

Table 16. Chosed benchmark values for middle size datasets 

system 
TEST 

1 2 3 4 5a 5b 6 7 8 9 10a 10b 

RDFArM 3 2272 14.79 3469 60 60 301 136412 1453 5901 15742 31484 

Sesame 3 2404 19 2341 179 213 1988 21896 44225 282455   

Virtuoso 2 1327 05 1235 23 25 609 7017 1035 3833 6566 14378 

Jena 5 3557 13 3305 49 41 1053 70851 1013 5654 4488 9913 

 

Table 17. Ranking of tested systems 

system 
ranks for the tests 

average rank 
1 2 3 4 5a 5b 6 7 8 9 

RDFArM 2.5 2 3 4 3 3 1 4 3 3 2.85 

Sesame 2.5 3 4 2 4 4 4 2 4 4 3.35 

Virtuoso 1 1 1 1 1 1 2 1 2 1 1.2 

Jena 4 4 2 3 2 2 3 3 1 2 2.6 

 

All average ranks are different. The null-hypothesis is rejected and we can proceed with the Nemenyi test. 

Following [Demsar, 2006], we may compute the critical difference by formula: 


 k(k 1)CD q
6N  

where q we take as q0.10 = 2.291 (from Table 12 [Demsar, 2006; Table 5a]); k will be the number of systems 

compared, i.e. k=4; N will be the number of datasets used in benchmarks, i.e. N=10. This way we have: 
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0.10
4*5 20CD 2.291* 2.291* 2.291*0.577 1.322
6*10 60

     

We will use for critical difference CD0.10 the value 1.322. 

At the end, average ranks of the systems and distance to average rank of the first one are shown in Table 18. 

 

Table 18. Average ranks of systems and distance to average rank of the first one 

place system 
average 

rank 

Distance between average 

rank of the system and 

average rank of the first one 

1 Virtuoso 1.2 0 

2 Jena 2.6 1.4 

3 RDFArM 2.85 1.65 

4 Sesame 3.35 2.15 

 

The visualization of Nemenyi test results for tested systems is shown on Figure 11. 

 

Figure 11. Visualization of Nemenyi test results 

 

Analyzing these experiments we may conclude that RDFArM is at critical distances to Jena and Sesame. 

RDFArM is nearer to Jena than to Sesame. RDFArM, Jena, and Sesame are significantly different from Virtuoso.  

Some recommendations to RDFArM may be given. RDF triple datasets has different characteristics depending of 

their origination. This causes the need to adapt NL-ArM storage engine to specifics of concrete datasets. For 

instance, important parameters are length of strings and quantity of repeating values of subject, relation, and 

object. 



International Journal "Information Models and Analyses" Volume 3, Number 4, 2014 

 

320

Conclusion 

We have presented results from series of experiments which were needed to estimate the storing time of NL-

addressing for middle-size and very large RDF-datasets. To make different configurations comparable, special 

proportionality constants for hardware and software were used. 

Experiments were provided with both real and artificial datasets. Experimental results were systematized in 

corresponded tables. For easy reading visualization by histograms was given. 

The goal of experiments for NL-storing of middle-size and large RDF-datasets were to estimate possible further 

development of RDFArM. What gain and loss using NL-Addressing for RDF storing? 

The loss is additional memory for storing internal hash structures. But the same if no great losses we will have if 

we will build balanced search trees or other kind in external indexing. It is difficult to compare with other systems 

because such information practically is not published. 

The benefit is in two main achievements: 

 High speed for storing and accessing the information; 

 The possibility to update and access the information immediately after storing without recompilation the 

database and rebuilding the indexes. This is very important because half or analyzed systems do not 

support updates. 

The main conclusion is optimistic because RDFArM is at critical distances to Jena and Sesame, RDFArM is 

nearer to Jena than to Sesame, and, at the end, RDFArM, Jena, and Sesame are significantly different from 

Virtuoso.  
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