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Abstract: Problems of integrating methods and simulation modeling tools with the technology of
dynamic integrated expert systems (IES) developed on the basis of task-oriented methodology and AT-
TECHNOLOGY workbench are investigated in the context of the modern stage of simulation modeling
development. The current version of the simulation modeling subsystem, functioning as a part of the
dynamic version of the AT-TECHNOLOGY workbench, is described. Basic subsystem components and
the construction technology of simulation models of complex technical systems are considered, as well
as examples of application of this subsystem in prototyping dynamic IES are provided.
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Introduction

Analysis of modern works in the scope of simulation modeling conducted in [1] shows a significant
increase of interest in this area, which, experiencing a rebirth, is becoming more and more advanced
computer simulation technology used in a wide range of new applications related to the control and
decision-making of the technological, organizational, economic, social and other character in dynamic
problem domains [2-5].

Today the integration technology with data mining (Data Mining) [6, 7], computer-aided design [8, 9],
business information systems [10, 11] etc. are actively investigated in simulation modeling problems in
addition to the traditional aspects (methodological, mathematical, technological and applied).

However, integration processes achieved the greatest topicality in dynamic intelligent systems (DIS) [12,
13], such as intelligent control systems [14, 15], intelligent decision support systems [16, 17], dynamic
integrated expert systems [6, 12], multi-agent systems and intelligent agents [18-21], that connected
with an constantly-expanded range of DIS application in modern postindustrial society - from the
spacecraft and sophisticated automated manufacturing and robots to organizational and technical
(socio-technical) systems with uncertain human factor.
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It should be noted that the problems of integration of simulation modeling technology with dynamic
integrated expert systems (IES) got the most complete development under task-oriented methodology
and supporting software tools (AT-TECHNOLOGY workbench) [6]. Scientific and practical results in the
theory and technology for constructing IES published in the monograph [6], as well as repeatedly
described in various scientific journals [22-27], including the pages of some issues of this journal [28-
30].

The focus of this article which is a continuation of the researches described in [6, 22-33] is technological
and applied aspects connected with the expansion of the architecture of the dynamic version of the AT-
TECHNOLOGY workbench by integrating the subsystem simulation modeling of the external world and
the combined functioning of this subsystem with temporal solver and other basic workbench
components in the development of dynamic IES prototypes.

Features of the Application of Simulation Modeling in the Construction of Dynamic IESS

As has been noted in a number of papers, for example [6, 22], long-term experience of practical use of
task-oriented methodology and AT-TECHNOLOGY system has shown, that the applications in the
which problem area is dynamic occur very often, and therefore a cycle of researches has begun and led
to the creation of theory and software technology constructing dynamic IESs which operates in real
time, i.e. IESs using dynamic representation of object domains and solving dynamic problems (main
results were published in [1, 28-36)).

In the context of the further development of task-oriented methodology for other architectures of DIS, in
particular, multi-agent systems also conducted researches related to the creation of simulation systems
interaction of intelligent agents (IMVIA), which is currently used as a workbench developing the
prototypes of multi-agent systems for dynamic problem fields (described in [12, 20] and other papers).

Most often, the most common areas of the application of dynamic IESs technology proved complex
engineering systems (CES) and complex engineering and organizational systems (CEOS), for which the
classical simulation focused on formal mathematical models was practically impossible to use. In [6]
introduced a specific definition, under which CES and CEOS - the following objects of a technical
nature: their parameters constantly vary (in real time); they comprise from several hundred to several
thousand functionally and structurally interrelated components, subsystems, modules, units, etc.; the
diagnostics of these objects can be considered as a specific control process with the goal of determining
the technological state of objects at each current instant (the general task of diagnostics of the object
status) and, in addition, the task of fault finding (as a special case of the general diagnostic task); the
functioning of these objects is a complex technological process accompanied by a multitude of
abnormal conditions, rapid changes in the environment, and the lack of time for decision-making in
response to abnormal conditions; a high price is paid for errors made by operators.
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Accordingly the dynamic IESs for discrete and continuous-discrete CES/CEOS must ensure, in the
general case, support for the execution of the following tasks: the dynamic modeling of all processes of
functioning the of CES/CEQS; monitoring the CES/CEQS operation, detection of deviations from the
prescribed regime, pre-failure alerting and abnormal condition warning, emergency cut-out, etc.;
studying the actions of the operators who control CES/CEOS and training of personnel; a convenient
graphic user interface for monitoring variations in the basic parameters characterizing CES/CEOS
operation, etc.

In the context of the use of the task-oriented methodology for constructing IESs [6], the additional
functionality of described tasks entails a significant change of the IES architecture as all basic
components of static IES are practically modified, especially, knowledge base and reasoning tools, and
two new subsystems are added—subsystem modeling the external world (environment) and subsystem
interfacing with the physical equipment, as well as the technology of constructing dynamic IESs is
significantly changed. The subsystem interfacing with the external environment is necessary to obtain a
constant data stream from external equipment and sensors, and the subsystem modeling the external
world (environment) is intended to simulate the data stream at all stages of the life cycle of dynamic IES
development.

In the context of this work, the subject of discussion is the subsystem modeling the external world,
because the data that is transferred to working memory by the subsystem uses temporal and universal
solvers of the AT- TECHNOLOGY workbench [6, 27, 31] to realize a deduction and to obtain
recommendations. Basing on these objectives for computer simulation of the CES / CEOS behavior in
time the simulation modeling concept using RAO-approach [37], which implements the process-oriented
approach to construct simulation models (SM) achieved the most development and application. As the
expansion experience of the AT-TECHNOLOGY workbench architecture by specialized tools in the form
of the simulation modeling subsystem of the external world which is realized on the basis principles of
the RAO-approach [31-36] has shown, this way was quite effective for deep integration of all
components of the dynamic IES nucleus and combined functioning of the simulation modeling
subsystem with the temporal solver, universal AT-SOLVER and other basic components of the dynamic
version of AT- TECHNOLOGY workbench (individual results discussed in [1, 27-36]).

The basic principles of the simulation modeling subsystem implementation based on RAO-approach
and task-oriented methodology requirements are considered in more detail.

General Characteristic of the Simulation Modeling Subsystem

v" Main Principles of the Construction of the Simulation Modeling Subsystem
In the architecture of the simulation modeling subsystem, the functionality of the developed tools is
divided between two global modules [6, 31] — the “SM development module” whose tasks are to support
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the development process and debugging of SM and other functions requiring the visual interface, and
the “SM computation module” ensuring the computation of the conditions of SM in each time step
(cycle) of the functioning process of the dynamic IES.

The development of a powerful full-featured high-level language to describe the SM and the creation of
a corresponding compiler for that language are the unifying conceptual framework for the two basic
modules. To implement this approach, at the first stage of the researches, formalism RAQ is used as a
language to describe the SM, the basic version of which is given in [37]. In the future, based on the
analysis of current requirements to design models of CES / CEOS to create dynamic IESs developed a
special language “RAOAT” including new conceptual changes associated with object -oriented language
and significant technological expansions due to the addition of new instructions and data storage
structures [31-36].

Let us briefly consider RAOAT language features. The basic concept of the creation of RAOAT
language is its full object orientation, and therefore, such basic principles of object-oriented language,
as encapsulation, inheritance and polymorphism are implemented. From the standpoint of
encapsulation should be noted that into the language were entered modifiers for resource types that
allow to describe the internal logic of resource types that change the state of the resource attributes
according to some conditions (logical or temporary). Also entered the internal attributes of the resource
types that are not available for changing by operation templates, that it significantly reduces the effort
required in the design and development of SM containing a set of resource types that are represented
by sets of an arbitrary number of instances by transferring the description of variation of resource
conditions from the operation templates to the state modifiers of resource types.

Inheritance and polymorphism in the RAOAT language are represented with the ability to inherit one
type of a resource from another and override the implementation of the state modifiers of a resource in
the process of inheritance that can largely simplify the SM containing the sets of structurally similar
resources.

It should be pointed out, that basic principles and implementation features of the several versions of
simulation modeling subsystem in the context of the proposed approach have been repeatedly
described in different papers, in particular [31-36]. In general, it should be noted that such basic
requirements, as the ability to create new objects and resource types on the basis of finished, the ability
of developing model base through the development of resource types library, the efficiency in
developing and maintaining complex SM (hundreds or thousands of objects and resource types, well-
developed logic), the suitable RAOAT language allowing to construct SM by specialists on simulation
modeling rather than programmers and the efficient ways to integrate with third party software, were
considered when developing the subsystem.



34  International Journal "Information Models and Analyses" Volume 4, Number 1, 2015

Another important feature is related to the “SM development module” ensuring the user (knowledge
engineer and / or specialist on simulation modeling) by convenient visual editor that allows operating
graphical objects and relationships between them within the concept of RAO-method. Meanwhile, a
code generation of the model in RAOAT language occurs (established resource types, resource
templates operations, etc.). Result of the visual design of the model is the description of the model in
RAOAT language. The tools of this module allow you to construct a model of the outside world for
dynamic |IES using visual, flexible, extensible, repeated-used objects (resource types). The ability to
increase the life cycle of SM by rapid adjustment to changing conditions, when solving of which require
both high and low levels of abstraction, is achieved due to an unlimited nesting of resource types and
inheritance .

Composition and structure of the “SM development module” and the “SM computation module”
functioning in the structure of the current version of simulation modeling subsystem (dynamic version of
the AT-TECHNOLOGY workbench) [1, 31-36] are briefly considered bellow.

v' Architecture, Composition and Structure of the Basic Components of the Simulation Modeling
Subsystem

General architecture, composition and structure are of the basic components of the current version of
simulation subsystem, detailed description of which is given below.

Visual Objects Editor: The component “Visual objects editor” allows you to create objects, setting their
properties and attributes, as well as establish relationships between the model objects in graphical
mode. Knowledge engineer and / or specialist on simulation modeling, operating with the models editor,
designs SM on graphic canvas containing a predetermined number of various objects, at that the ability
to create, delete, copy objects and set relationships between them is ensured. The values of a particular
set of properties are able to change for each object. The created visual representation of SM and
properties of all objects are stored in the memory of the editor, as well as in a separate text file, which is
further processed by the RAOAT language compiler. This visual tool allows you to load a saved SM to
update the visual presentation and insert the changes manually to obtained code which is described in
RAOAT language.

Models Synthesis Component: The models synthesis component, interacting with the visual objects
editor by processing the stored collections of objects, generates a description of SM in RAOAT
language in XML format which is passed to the RAOAT language compiler.

Component of Visualizing SM: Knowledge engineer, if necessary, with the support of the “Animation
frames and displayed rules editor” selects the description of the model in RAOAT language and makes
animation frames for corresponding objects, and the tool “Visualizer" based on the values of resource
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parameters, descriptions of animation frames and displayed rules ensures drawing the animation
frames.

RAOAT Language Compiler: The obtained description of SM in RAOAT language is passed to the
input of the “SM computation module” where the compilation from RAOAT language to C# language
occurs and the further interpretation and run the developed model. The kernel of the “SM computation
module” is the “RAOAT language compiler” which structure has a standard form for the syntax-driven
three-pass compiler. This compiler consists of an analyzer which includes components of the lexical,
syntactic and semantic analysis, and synthesis component including a generation component of output
code. Features of the implementation of several versions of the RAOAT language compiler are
described in detail in [31, 32, 34]. It should be noted that the availability of such objects in the RAOAT
language, as irregular events and temporary resources, requires the time coordination with each object
of the model. Each object has its own internal timer showing within the modeling time scale, how much
time obtains an object. In addition, this timer is associated with the total time of an activity of the SM for
a corresponding pause during transferring and obtaining the data from the working memory of the
temporal solver.

Supporting Component of Computing the SM States: The “Supporting component of computing the
SM states” ensures the generation of a discrete modeling time, as well as the generation of the control
actions used to start or stop the activity of SM in the form of messages on each discrete time step.
Computation of the new state of SM is based on the state at the previous time step and an allowance of
executed operations.

Technology of Constructing Simulation Models Using Simulation Modeling Subsystem Tools

A technology for constructing SM described as five suitable interacting stages is considered in detail.

Stage 1. Description of CES/CEOS. First, the knowledge engineer and/or specialist on simulation
modeling (expert) selects the simulation objects (resources) and resource parameters, and then the
rules for interactions between resources (events) are determined and the detachment of events to
regular and irregular is executed with the indication of the relevant event resources.

Stage 2. Constructing the description of SM in RAOAT language. A knowledge engineer and / or a
specialist on simulation modeling constructs the description of RAOAT objects (resource types,
resources, templates of operations, operations, functions), and a program control of the correctness of
the description of RAOAT objects (object parameter blank, infringement of the logic of object, etc.) is
realized. Each described object is added to the corresponding collections, and then models synthesis
component generates a conversion of the object collections to the description of SM in the RAOAT
format (saving in corresponding XML-structure is realized).
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Stage 3. Compilation of SM in RAOAT language to the internal representation of C# language.
With the help of RAOAT compiler generates a compilation of SM in RAOAT language of XML- structure.
The description of SM in RAOAT language passes lexical analysis stage, result of which is the formation
of object lists, then the stage of parsing, at which the resulting lists of objects are converted to the parse
tree, and at the stage of semantic analysis realized the checking of correctness of the description of SM
in accordance with the logic of RAOAT language. Further, the synthesis component of target text
realizes a transformation of original description of SM to the code in C# language, and the result
description is compiled into .dll.

Stage 4. Parameters configuration and computing of SM states

4.1. Configuration of SM parameters. The obtained SM in the form of .dll enters the input of the
“‘Supporting component of computing SM states” to be realized the configuration of SM parameters
using specialist on simulation modeling (time step length, number of time steps). After completing the
configuration of SM parameters, SM is executed, and then control of the SM can be realized by stopping
or pausing it.

4.2. Computation of SM states. Computation of the states of SM is executed based on the state of SM
at the previous time step, with an allowance for the operations executed by SM. If the time step is not
the last, then computing the states of SM to the next time step is realized on the basis of resource
parameter values in the current tact. The activity of the component comes to complete after obtaining
the last time step and the file which contains the values of resource parameters at all time-step is
generated. In case of if the visual examination of the state of SM is not required, and result of the
activity of the SM is suited by the specialists, then the first iteration is passed, i.e. the first version of SM
is obtained. If the visual examination of SM is needed, then transition to the next stage 5 is realized.

Stage 5. Visualization of SM. The “Component of visualizing SM”, which consists of two units — the
‘Animation frames and displayed rules editor” and the “Visualizer’, is activated when the visual
examination of the state of SM is necessary. Editor obtains a description of SM in RAOAT language as
an input, and the knowledge engineer and / or a specialist on simulation modeling makes adding
animation frames (the path to the image, width, height, etc.) and displayed rules that determine the
behavior of the animation frames. Added animation frames and displayed rules are written in the
corresponding XML- structure and passed to the input of “Visualizer”, together with the values of
resource parameters at all time-step for the graphical representation of SM. If the obtained graphical
representation on the results of the activity of SM is suited by the specialists, then the first iteration is
passed, i.e., the first version of SM is obtained.
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Technological cycle is completed at this and the achieved version of SM in the form of .dIl which is
intended for further use in the process of prototyping of dynamic IESs is transferred to the working
memory by special tools of AT- TECHNOLOGY workbench which obtain the SM in the form .dIl ensure
the synchronization of the processes of interacting between simulation modeling subsystem and
reasoning tools (temporal solver and AT-solver). As the temporal solver, as well as the SM, operates on
time step, the interaction is realized through the exchange of data and commands in asynchronous
mode [35]. At the end of each time step of the activity of SM, data transferring to the solver through the
working memory is realized. The obtained data initializes a new reasoning cycle. From now the solver
has a certain time quantum allowing realizing a deduction for urgent situations. The resulting urgent
commands (the deduction of which had time to execute within the time limit) are used at the next time
step of SM. Not considered urgent and common situations are processed before the end of the next
time step and used through a time step of the activity of SM. In case of obtaining new data from SM a
deduction is processed and delivered an interim solution. The next time step of the activity of temporal
solver does not depend on the place where the deduction of previous time step has broken down.

Conclusion

Thus, the further development and deep integration of the methods of simulation modeling with the
methods of constructing dynamic IESs in the context of task- oriented methodology as a unified
framework ensuring the complex decision for scientific and applied problems related to the construction
of different classes of dynamic IESs, allowed to create an approach that does not have analogues
today. This approach has been successfully implemented in the framework of the dynamic version of
AT- TECHNOLOGY system and has already shown its efficiency in implementation of several
prototypes of applied dynamic IESs.
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