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Introduction

The problem of software correctness proof is quite relevant nowadays. There are a lot of scientific researches and methods devoted to program verification, but nevertheless the problem stays relevant, because most of methods are either too complicated for practical application or too theorized (which makes them impractical – and here emerges the question of transferring these theoretical results into a more practical field), or simply unable to cope with real tasks. At the same time, contemporary software becomes more and more parallel (the increase in processors' core clock frequency started to slow down, forcing the increase in number of them, therefore stimulating code parallelization), but classical
formal methods of verification are not well suited for such kind of tasks, where mutual in influence between parallel processes is present [Panchenko, 2006, Panchenko, 2007, Panchenko, 2008, Panchenko2, 2007]. Special interest is devoted to systems based on shared memory concurrency which are less investigated [Panchenko, 2006]. Those are supercomputers with UMA and NUMA memory architecture, SMP-based computer hardware architectures, operating systems, database management systems (DBMS), centralized databases and data warehouses (for example, in Business Intelligence systems), server-side software in client-server environments, etc.

Regarding the necessity to prove the correctness of programs, it is mostly related to so-called safety-critical systems – systems, whose failure or malfunction may result in death or injury to people health, loss or severe damage to property and/or equipment or environmental harm. According to Trusted Computer System Evaluation Criteria [DD, 1985] (the famous “Orange book”), formal specification and verification of programs that are claimed to be of the highest level of reliability is needed. In a more contemporary of Computer System Evaluation Criteria, which is standard ISO/IEC 15408 [ISO, 2005] (“Common Criteria”), formal verification is demanded for 3 out of 7 levels of reliability – EAL5-EAL7 (Evaluation Assurance Level), which means that requirements have strengthened even more.

The Problem

System Description

In this work we will prove the safety property of partial correctness of an Infosoft e-Detailing 1.0 software system. This software is designed for making (almost) synchronous presentations by one speaker (manager) to a numerous audience (client). The usage of this system basically lies in switching slides on a manager's device which is almost immediately followed by an automatic switching to the same slide on each of the clients' devices. This product is commercial, hence we are not going to include the source code, but we are including the same (slightly simplified) code written in compositional language IPCL [Panchenko, 2004], which is going to be used in proofs. Compositional nominative languages IPCL provide means of working with any kind of parallelism [Panchenko2, 2008] and cover the most common class of parallel programs – MIMD architecture, according to Flynn's taxonomy.

The most important from the correct functioning point of view is to make sure that every client will see the same slide that manager has switched to. Work of the system consists of cycles, namely switching a slide on manager's device and then switching a slide on all of clients' devices. The amount of such cycles is unlimited, the only stopping criteria is that everyone has left their presentation session. Typical cycle would look like this: manager sends to the server, and clients are reading from it, the index of a current slide (currently using HTTP + AJAX + Long Poll technologies) – in such a way the asynchronous slide replication is achieved on all the devices.
The problem statement is to prove the correctness of one typical slide switching cycle. More precisely: if manager has switched to a new slide (this slide has index \( \text{slideM} \)) and notified the server about it (\( \text{S} \) common variable on the server, which holds the current slide index for every client to read, and at the beginning \( S \neq \text{slideM} \), in other words manager has switched to a slide that is different from the previous one), then eventually all the clients will have their own slide index (for each client \( i - \text{slideCi} \) equal to the slide index that manager has switched to, i.e. for each client we have:

\[
\forall i (\text{valueOf} (\text{slideCi}) = \text{valueOf} (S) = \text{valueOf} (\text{slideM}))
\]

All presentations by default begin from the first slide, in other words at the beginning we have:

\[
\text{valueOf} (\text{slideM}) = \text{valueOf} (\text{slideCi}) = \text{valueOf} (S) = 1
\]

**Stages in Correctness Proof**

The sources of manager and client programs in IPCL and verification using method for program's properties correctness proof [Panchenko, 2006, Panchenko, 2008, Panchenko, 2004] are given below, namely:

- The notion of a state is specified;
- Transition system is constructed (model of execution of the program \( \text{manager} || \text{client} \));
- Starting and final states as well as precondition and postcondition are specified;
- Invariant of the software system is introduced, and it is proven that each of macrotransitions keeps it true, and that precondition on starting states implies invariant, and invariant on final states implies postcondition.

**System Formal Model**

Sources of manager and client programs with labels (in accordance with the method for program's properties correctness proof):

\[
\text{manager} \equiv [M1] \ S := \text{slideM} [M2]
\]

\[
\text{client} \equiv [C1] \ \text{newSlide} := S;
\]

while [C2] (slideC = newSlide) do

\[
[C3] \ \text{newSlide} := S;
\]

[C4] slideC := newSlide [C5]
The whole software system will have the following structure:

\[
\text{program} = \text{manager} \mid\mid \text{client}^n.
\]

The power here is understood in a sense [Panchenko, 2006, Panchenko, 2007, Panchenko, 2008, Panchenko2, 2007, Panchenko, 2004], i.e. parallel execution of \( n \) instances of a program in an interleaving manner.

### States of the System

The state of such program will have the following structure:

\[
\text{State} = (M, CS, [S \mapsto S_0], [\text{slideM} \mapsto SM], CD)
\]

where \( M \in \{M1, M2\} \) – manager's labels, \( CS = (s_1, \ldots, s_n) \) – clients' labels, where \( n \) – number of clients,

\( \forall i (s_i \in \{C1, C2, C3, C4, C5\}) \), \( [S \mapsto S_0] \) – global (common) data, \( [\text{slideM} \mapsto SM] \) – manager’s local data,

\( CD = (d_1, \ldots, d_n) \) – clients' local data, where \( \forall i (d_i = [\text{newSlide} \mapsto NS_i, \text{slideC} \mapsto SC_i]) \), \( \forall i ([S_0, SM, NS_i, SC_i] \subseteq N) \), – slide indices. \( \text{States} \) is a set of all possible states.

Here we will use standard in composition-nominative approach denomination composition \( A \Rightarrow [\text{Redko}, 1978, \text{Nikitchenko}, 1998] \), which returns the value of variable with name \( A \) over the data \( d \):

\[
A \Rightarrow (d) = w \iff [A \mapsto w] \in d
\]

Also we will denote \( s_i(S) = Pr(Pr_2(S)) \) and \( d_i(S) = Pr(Pr_3(S)) \).

### Transition System

The transition system will have following macro-transitions (the scheme of transitions):

\[
\text{Transitions} = \{ S_1 \rightarrow S_2 \mid S_1, S_2 \in \text{States} \land (Tr_1(S_1, S_2) \lor Tr_2(S_1, S_2) \lor Tr_3(S_1, S_2) \lor Tr_4(S_1, S_2) \lor Tr_5(S_1, S_2) \lor Tr_6(S_1, S_2)) \}
\]
where each of $Tr(S_1, S_2)$ corresponds to some of possible program atomic steps (which will be executed in interleaving manner somehow due to concurrent environment during runtime execution path) and defines the semantics of such a step (i.e. corresponding transition between states), namely:

1) for manager's move from label M1 to label M2:

$$Tr_1(S_1, S_2) = (Pr_1(S_1) = M1) \land (Pr_1(S_2) = M2) \land (Pr_2(S_1) = Pr_2(S_2)) \land (Pr_3(S_1) = d) \land (Pr_3(S_2) = d \lor [S \mapsto SM]) \land (Pr_4(S_1) = Pr_4(S_2) = [slideM \mapsto SM]) \land (Pr_5(S_1) = Pr_5(S_2))$$

2) for client's move C1 → C2 (pre-while-cycle assignment):

$$Tr_2(S_1, S_2) = (Pr_1(S_1) = Pr_1(S_2)) \land (Pr_3(S_1) = Pr_3(S_2) = [S \mapsto S_0]) \land (Pr_4(S_1) = Pr_4(S_2)) \land \exists j (s_j(S_1) = C1 \land s_j(S_2) = C2 \land \forall i (i \neq j \rightarrow s_i(S_1) = s_i(S_2) \land d_i(S_1) = d_i(S_2)) \land (d_j(S_1) = d) \land (d_j(S_2) = d \lor [newSlide \mapsto S_0]))$$

3) for client's move C2 → C4 (false value of while-cycle condition):

$$Tr_3(S_1, S_2) = (Pr_1(S_1) = Pr_1(S_2)) \land (Pr_3(S_1) = Pr_3(S_2)) \land (Pr_4(S_1) = Pr_4(S_2)) \land (Pr_5(S_1) = Pr_5(S_2)) \land \exists j (s_j(S_1) = C2 \land s_j(S_2) = C4 \land \forall i (i \neq j \rightarrow s_i(S_1) = s_i(S_2)) \land slideC \implies (d_j(S_1)) \neq newSlide \implies (d_j(S_1)))$$

4) for client's move C2 → C3 (true value of while-cycle condition):

$$Tr_4(S_1, S_2) = (Pr_1(S_1) = Pr_1(S_2)) \land (Pr_3(S_1) = Pr_3(S_2)) \land (Pr_4(S_1) = Pr_4(S_2)) \land (Pr_5(S_1) = Pr_5(S_2)) \land \exists j (s_j(S_1) = C2 \land s_j(S_2) = C3 \land \forall i (i \neq j \rightarrow s_i(S_1) = s_i(S_2)) \land slideC \implies (d_j(S_1)) = newSlide \implies (d_j(S_1)))$$
5) for client’s move \( C3 \rightarrow C2 \) (while-cycle body assignment statement execution):

\[
Tr_5(S_1, S_2) = (Pr_1(S_1) = Pr_1(S_2)) \land (Pr_3(S_1) = Pr_3(S_2)) \land [S \mapsto S_0] \land (Pr_4(S_1) = Pr_4(S_2)) \land \exists j \ (s_j(S_1) = C3 \land s_j(S_2) = C2 \land \forall i \ (i \neq j \rightarrow s_i(S_1) = s_i(S_2) \land d_i(S_1) = d_i(S_2)) \land (d(S_1) = d) \land (d(S_2) = d' \lor \{newSlide \mapsto S_0\}))
\]

6) for client’s move \( C4 \rightarrow C5 \) (post-while-cycle assignment):

\[
Tr_6(S_1, S_2) = (Pr_1(S_1) = Pr_1(S_2)) \land (Pr_3(S_1) = Pr_3(S_2)) \land (Pr_4(S_1) = Pr_4(S_2)) \land \exists j \ (s_j(S_1) = C4 \land s_j(S_2) = C5 \land \forall i \ (i \neq j \rightarrow s_i(S_1) = s_i(S_2) \land d_i(S_1) = d_i(S_2)) \land (d(S_1) = d) \land (d(S_2) = d' \lor \{slideC \mapsto newSlide \Rightarrow (d(S_1))\}))
\]

**Invariant of the Program**

Now let us fix Starting states for the transition system described:

\[
StartStates = \{S \in States | Pr_1(S) = M1 \land \forall i \ (s_i(S) = C1)\}
\]

and Final states for this system are:

\[
StopStates = \{S \in States | Pr_1(S) = M2 \land \forall i \ (s_i(S) = C5)\}
\]

To prove the safety condition we formulate Precondition:

\[
PreCond(S) = \forall i \ (slideC \Rightarrow (d(S)) = S \Rightarrow (Pr_3(S))) \land (slideM \Rightarrow (Pr_4(S)) \neq S \Rightarrow (Pr_3(S)))
\]

and Postcondition:

\[
PostCond(S) = \forall i \ (slideC \Rightarrow (d(S)) = S \Rightarrow (Pr_3(S))) \land (slideM \Rightarrow (Pr_4(S)) = S \Rightarrow (Pr_3(S)))
\]
The invariant of program system:

\[ \text{Inv}(S) = I_1(S) \land I_2(S) \land I_3(S) \land I_4(S) \land I_5(S), \] where

\[ I_1(S) = (Pr_1(S) = M2 \rightarrow S \Rightarrow (Pr_3(S)) = \text{slideM} \Rightarrow (Pr_4(S))), \]

\[ I_2(S) = (Pr_1(S) = M1 \rightarrow (S \Rightarrow (Pr_3(S)) \neq \text{slideM} \Rightarrow (Pr_4(S)) \land \forall i (\text{slideC}) \rightarrow (d_i(S)) = S \Rightarrow (Pr_3(S))))), \]

\[ I_3(S) = \forall i (s_i(S) = C4 \rightarrow (\text{slideC} \Rightarrow (d_i(S)) \neq S \Rightarrow (Pr_3(S)) \land \text{newSlide}) \rightarrow (d_i(S)) = S \Rightarrow (Pr_3(S))))), \]

\[ I_4(S) = \forall i (s_i(S) = C5 \rightarrow \text{slideC} \Rightarrow (d_i(S)) = S \Rightarrow (Pr_3(S))), \]

\[ I_5(S) = \forall i (s_i(S) = C1 \lor \text{slideC} \Rightarrow (d_i(S)) = \text{newSlide} \Rightarrow (d_i(S)) \lor Pr_1(S) \]

\[ = M2 \land \text{newSlide} \Rightarrow (d_i(S)) = S \Rightarrow (Pr_3(S))). \]

**The Proof**

To proof the safety condition of the program we need to be sure that Precondition \((S)\) implies Invariant \(\text{Inv}(S)\) over all \(S \in \text{StartStates}\), Postcondition \(\text{PostCont}(S)\) follows from Invariant \(\text{Inv}(S)\) over all \(S \in \text{StopStates}\) and also the \(\text{Inv}(S)\) preserves true value over all possible Transitions. In other words, this needs to be proven in accordance with the Method:

\[ \forall S \in \text{StartStates} \left( \text{PreCond}(S) \rightarrow \text{Inv}(S) \right) \land \]

\[ \forall S \in \text{StopStates} \left( \text{Inv}(S) \rightarrow \text{PostCond}(S) \right) \land \]

\[ \forall (S_1 \rightarrow S_2) \in \text{Transitions} \land S_1, S_2 \in \text{States} \left( \text{Inv}(S_1) \rightarrow \text{Inv}(S_2) \right). \]

To make the proof simple, let’s prove this in terms of first order logic, using Gödel’s completeness theorem:
1. $\text{PreCond}(S) = \text{true} \models \text{Inv}(S) = \text{true}, S \in \text{StartStates}$

   a. $S \in \text{StartStates} \models (I_1(S) \land I_3(S) \land I_4(S) \land I_5(S))$

   b. $(S \in \text{StartStates} \land \forall i \ (\text{slideC} \Rightarrow (d_i) = S \Rightarrow (Pr_3(S))) \land \text{slideM} \Rightarrow (Pr_4(S))$

      $\models (S \Rightarrow (Pr_3(S)) \neq \text{slideM} \Rightarrow (Pr_4(S)) \\
      \Rightarrow (Pr_3(S)) \land \text{s_i} (S) \in \{C1, C2, C3\}) \models \text{I_2(S)}$

      $(I_1(S) \land I_2(S) \land I_3(S) \land I_4(S) \land I_5(S)) \models \text{Inv(S)}$

2. $\text{Inv}(S) = \text{true} \models \text{PostCond}(S) = \text{true}, S \in \text{StopStates}$

   a. $(S \in \text{StopStates} \land I_4(S)) \models \forall i \ (\text{slideC} \Rightarrow (d_i) = S \Rightarrow (Pr_3(S)))$

   b. $(S \in \text{StopStates} \land I_4(S)) \models S \Rightarrow (Pr_3(S)) = \text{slideM} \Rightarrow (Pr_4(S))$

   c. $(\forall i \ (\text{slideC} \Rightarrow (d_i) = S \Rightarrow (Pr_3(S))) \land S \Rightarrow (Pr_3(S)) = \text{slideM} \\
      \Rightarrow (Pr_4(S))) \models \text{PostCond(S)}$

3. $\text{Tr}_1(S_1, S_2) = \text{true} \land \text{Inv}(S_1) = \text{true} \models \text{Inv}(S_2) = \text{true}$

   a. $(Pr_3(S_1) = d \land Pr_3(S_2) = d \n [S \mapsto SM] \land Pr_4(S_1) = Pr_4(S_2) \\
      = [\text{slideM} \mapsto SM]) \models S \Rightarrow (Pr_3(S_2)) = \text{slideM} \Rightarrow (Pr_4(S_2))$

      $\models \text{I_1(S_2)}$

   b. $Pr_1(S_2) = M2 \models \text{I_2(S_2)}$

   c. $(I_2(S_1) \land Pr_2(S_1) = Pr_2(S_2)) \models \forall i \ (s_i(S_2) \notin \{C4, C5\}) \models (I_3(S_2) \land I_4(S_2))$

   d. $(Pr_1(S_1) = M1 \land I_5(S_1)) \models \forall i \ (\text{slideC} \Rightarrow (d_i(S_1)) = \text{newSlide} \\
      \Rightarrow (d_i(S_1)))$

      $(\forall i \ (\text{slideC} \Rightarrow (d_i(S_1)) = \text{newSlide} \Rightarrow (d_i(S_1))) \land Pr_5(S_1) = Pr_5(S_2)$

      $\models \forall i \ (\text{slideC} \Rightarrow (d_i(S_2)) = \text{newSlide} \Rightarrow (d_i(S_2))) \models \text{I_5(S_2)}$

      $(I_1(S) \land I_2(S) \land I_3(S) \land I_4(S) \land I_5(S)) \models \text{Inv(S)}$
4. \( Tr_2(S_1, S_2) = true \land Inv(S_1) = true \iff Inv(S_2) = true \)

a. \( (I_1(S_1) \land Pr_1(S_1) = Pr_1(S_2) \land Pr_3(S_1) = Pr_3(S_2) \land Pr_4(S_1) = Pr_4(S_2)) \)

\( \iff I_1(S_2) \)

b. \( (Pr_1(S_1) = Pr_1(S_2) \land Pr_3(S_1) = Pr_3(S_2) \land Pr_4(S_1) = Pr_4(S_2) \land d_j(S_1) \)

\( = d \land d_j(S_2) = d \lor [newSlide \leftrightarrow S_0] \land \forall i \in \overline{1,n} \land i \)

\( \neq j \) \( (d_i(S_1) = d_i(S_2)) \land s_j(S_1) = C1 \land s_j(S_2) = C2 \land \forall i \)

\( = \overline{1,n} \land i \neq j \) \( (s_i(S_1) = s_i(S_2)) \iff I_2(S_2) \)

c. \( (d_j(S_1) = d \land d_j(S_2) = d \lor [newSlide \leftrightarrow S_0] \land \forall i \in \overline{1,n} \land i \neq j \) \( (d_i(S_1) \)

\( = d_i(S_2)) \land Pr_3(S_1) = Pr_3(S_2) \iff \forall i \) \( (slideC \Rightarrow (d_i(S_1)) \)

\( = slideC \Rightarrow (d_i(S_2))) \)

\( (I_3(S_1) \land I_4(S_1) \land \forall i \) \( (slideC \Rightarrow (d_i(S_1))) \)

\( = slideC \Rightarrow (d_i(S_2))) \land d_j(S_1) \)

\( = d \land d_j(S_2) = d \lor [newSlide \leftrightarrow S_0] \land \forall i \in \overline{1,n} \land i \)

\( \neq j \) \( (d_i(S_1) = d_i(S_2)) \iff (I_3(S_2) \land I_4(S_2)) \)

d. \( (I_1(S_1) \land I_2(S_2) \land I_5(S_1) \land d_j(S_1) = d \land d_j(S_2) \)

\( = d \lor [newSlide \leftrightarrow S_0] \land \forall i \in \overline{1,n} \land i \)

\( \neq j \) \( (d_i(S_1) = d_i(S_2)) \land Pr_3(S_2) = [S \leftrightarrow S_0]) \iff I_5(S_2) \)

\( (I_1(S) \land I_2(S) \land I_3(S) \land I_4(S) \land I_5(S)) \iff Inv(S) \]
\[ s_j(S_2) = C4 \vdash (s_j(S_2) = C5 \rightarrow \text{slideC} \Rightarrow (d_j(S_2)) = S \Rightarrow (Pr_3(S_2))) \]

\[(Pr_3(S_1) = Pr_3(S_2) \land Pr_5(S_1) = Pr_5(S_2) \land s_j(S_2) = C4 \land \text{slideC} \Rightarrow (d_j(S_2)) \]

\[ \neq \text{newSlide} \Rightarrow (d_j(S_2)) \land l_5(S_2) \neq (s_j(S_2)) = C4 \rightarrow \text{slideC} \]

\[ \Rightarrow (d_j(S_2)) \neq S \Rightarrow (Pr_3(S_2)) \land \text{newSlide} \Rightarrow (d_j(S_2)) = S \]

\[ \Rightarrow (Pr_3(S_2))) \]

\[ (\forall i = \overline{1, n} \land i \neq j (s_i(S_2)) = C4 \rightarrow (\text{slideC} \Rightarrow (d_i(S_2)) \neq S) \]

\[ \Rightarrow (Pr_3(S_2))) \land \text{newSlide} \Rightarrow (d_i(S_2)) = S \]

\[ \Rightarrow (Pr_3(S_2))) \land (s_j(S_2) = C5 \rightarrow \text{slideC} \Rightarrow (d_j(S_2)) = S \]

\[ \Rightarrow (Pr_3(S_2))) \Rightarrow (l_3(S_2) \land l_4(S_2)) \]

\[ (I_1(S) \land I_2(S) \land I_3(S) \land I_4(S) \land I_5(S)) \vdash \text{Inv}(S) \]

6. \[ Tr_4(S_1, S_2) = \text{true} \land \text{Inv}(S_1) = \text{true} \vdash \text{Inv}(S_2) = \text{true} \]

a. \[ (I_1(S_1) \land I_5(S_1) \land Pr_1(S_1) = Pr_1(S_2) \land Pr_3(S_1) = Pr_3(S_2) \land Pr_4(S_1) = Pr_4(S_2) \land \frac{Pr_5(S_1)}{Pr_5(S_2)} \]

\[ = Pr_4(S_2) \land Pr_5(S_1) = Pr_5(S_2) \Rightarrow (I_1(S_2) \land I_5(S_2)) \]

b. \[ (Pr_3(S_1) = Pr_3(S_2) \land Pr_5(S_1) = Pr_5(S_2) \land Pr_4(S_1) = Pr_4(S_2) \land Pr_5(S_1) = Pr_5(S_2) \]

\[ = Pr_5(S_2) \land s_j(S_1) = C2 \land s_j(S_2) = C3 \land \forall i = \overline{1, n} \land i \neq j (s_i(S_1)) = s_i(S_2)) \Rightarrow l_2(S_2) \]

c. \[ (Pr_3(S_1) = Pr_3(S_2) \land Pr_5(S_1) = Pr_5(S_2) \land \forall i = \overline{1, n} \land i \neq j (s_i(S_1)) = s_i(S_2)) \]

\[ = s_i(S_2)) \Rightarrow (\forall i = \overline{1, n} \land i \neq j (s_i(S_2)) = C4 \rightarrow (\text{slideC}) \]

\[ \Rightarrow (d_i(S_2)) \neq S \Rightarrow (Pr_3(S_2)) \land \text{newSlide} \Rightarrow (d_i(S_2)) = S \]

\[ \Rightarrow (Pr_3(S_2))) \land \forall i = \overline{1, n} \land i \neq j (s_i(S_2)) = C5 \rightarrow \text{slideC} \]

\[ \Rightarrow (d_i(S_2)) = S \Rightarrow (Pr_3(S_2))) \]
\[(P_3(S_1) = P_3(S_2) \land P_5(S_1) = P_5(S_2) \land s_j(S_2) = C3) \vdash ((s_j(S_2) = C4 \rightarrow (\text{slideC} \Rightarrow (d_j(S_2)) \neq S \Rightarrow (P_3(S_2)) \land \text{newSlide} \Rightarrow (d_j(S_2)) = S \Rightarrow (P_3(S_2)))))\]

\[(\forall i = \overline{1, n} \land i \neq j (s_i(S_2) = C4 \rightarrow (\text{slideC} \Rightarrow (d_i(S_2)) \neq S \rightarrow (P_3(S_2))) \land \forall i = \overline{1, n} \land i \neq j (s_i(S_2) = C5 \rightarrow \text{slideC} \Rightarrow (d_i(S_2)) = S \rightarrow (P_3(S_2))) \land \forall i = \overline{1, n} \land i \neq j (s_i(S_2) = C3 \land s_j(S_2) = C5 \rightarrow \text{slideC} \Rightarrow (d_i(S_2)) = S \rightarrow (P_3(S_2))) \land \forall i = \overline{1, n} \land i \neq j (s_i(S_2) = s_i(S_2)) \vdash l_2(S_2)\]

\[(I_1(S) \land I_2(S) \land I_3(S) \land I_4(S) \land I_5(S)) \vdash \text{Inv}(S)\]

7. \(T_5(S_1, S_2) = \text{true} \land \text{Inv}(S_1) = \text{true} \Rightarrow \text{Inv}(S_2) = \text{true}\)

a. \((I_1(S_1) \land P_3(S_1)) = P_3(S_2) \land P_3(S_1) = P_3(S_2) \land P_4(S_1) = P_4(S_2) \vdash l_1(S_2)\)

b. \((P_1(S_1)) = P_1(S_2) \land P_3(S_1) = P_3(S_2) \land P_4(S_1) = P_4(S_2) \land d_j(S_1) = d \land d_j(S_2) = d \land [\text{newSlide} \Rightarrow S_0] \land \forall i = \overline{1, n} \land i \neq j (d_i(S_1) = d_i(S_2)) \vdash l_2(S_2)\)

c. \((d_j(S_1)) = d \land d_j(S_2) = d \land [\text{newSlide} \Rightarrow S_0] \land \forall i = \overline{1, n} \land i \neq j (d_i(S_1)) = d_i(S_2) \land P_3(S_1) = P_3(S_2) \land \forall i (\text{slideC} \Rightarrow (d_i(S_1)) = d \land d_j(S_2) = d \land [\text{newSlide} \Rightarrow S_0] \land \forall i = \overline{1, n} \land i \neq j (d_i(S_1)) = d_i(S_2) \land P_3(S_2) = [S \Rightarrow S_0] \vdash l_3(S_2)\)

d. \((I_1(S_1) \land I_2(S_2) \land I_5(S_1) \land d_j(S_1) = d \land d_j(S_2) = d \land [\text{newSlide} \Rightarrow S_0] \land \forall i = \overline{1, n} \land i \neq j (d_i(S_1)) = d_i(S_2) \land P_3(S_2) = [S \Rightarrow S_0] \vdash l_5(S_2)\)

\((I_1(S) \land I_2(S) \land I_3(S) \land I_4(S) \land I_5(S)) \vdash \text{Inv}(S)\)
8. \( T_{r6}(S_1, S_2) = true \wedge Inv(S_1) = true \equiv Inv(S_2) = true \)

a. \( (I_1(S_1) \wedge Pr_1(S_1) = Pr_1(S_2) \wedge Pr_3(S_1) = Pr_3(S_2) \wedge Pr_4(S_1) = Pr_4(S_2)) \equiv I_1(S_2) \)

b. \( (I_5(S_1) \wedge Pr_3(S_1) = Pr_3(S_2) \wedge Pr_3(S_1) = Pr_3(S_2) \wedge d_j(S_1) = d \wedge d_j(S_2) \)
\[ = d \vee [slideC \leftrightarrow newSlide \Rightarrow d_j(S_2)] \wedge i = \overline{1,n} \wedge i \]
\[ \neq j \ (d_i(S_1) = d_i(S_2))) \equiv I_5(S_2) \]

c. \( (Pr_3(S_1) = Pr_3(S_2) \wedge \forall i = \overline{1,n} \wedge i \neq j \ (d_i(S_1) = d_i(S_2))) \wedge \forall i = \overline{1,n} \wedge i \)
\[ \neq j \ s_i(S_1) = s_i(S_2)) \equiv (\forall i = \overline{1,n} \wedge i \neq j \ s_i(S_2) = C4 \]
\[ \rightarrow (slideC \Rightarrow (d_i(S_2)) \neq S \Rightarrow (Pr_3(S_2)) \wedge newSlide \Rightarrow (d_i(S_2)) \]
\[ = S \Rightarrow (Pr_3(S_2))) \wedge \forall i = \overline{1,n} \wedge i \neq j \ s_i(S_2) = C5 \rightarrow slideC \]
\[ \Rightarrow (d_i(S_2))) = S \Rightarrow (Pr_3(S_2))) \]

\( s_j(S_2) = C5 \equiv (s_j(S_2) = C4 \rightarrow slideC \Rightarrow (d_j(S_2)) \neq S \Rightarrow (Pr_3(S_2))) \)
\( (I_3(S_1) \wedge S_j(S_1) = C4) \equiv newSlide \Rightarrow (d_j(S_1)) = S \Rightarrow (Pr_3(S_1)) \)
\( (d_j(S_2) = d \vee [slideC \leftrightarrow newSlide \Rightarrow d_j(S_2)] \wedge newSlide \Rightarrow (d_j(S_1)) = S \)
\[ \Rightarrow (Pr_3(S_1))) \equiv (s_j(S_2) = C5 \rightarrow slideC \Rightarrow (d_j(S_2)) = S \]
\[ \Rightarrow (Pr_3(S_2))) \]

\( (\forall i = \overline{1,n} \wedge i \neq j \ s_i(S_2) = C4 \rightarrow slideC \Rightarrow (d_i(S_2)) \neq S \Rightarrow (Pr_3(S_2))) \wedge \forall i \)
\[ = \overline{1,n} \wedge i \neq j \ s_i(S_2) = C5 \rightarrow slideC \Rightarrow (d_i(S_2)) = S \]
\[ \Rightarrow (Pr_3(S_2))) \wedge s_j(S_2) = C4 \rightarrow slideC \Rightarrow (d_j(S_2)) \neq S \]
\[ \Rightarrow (Pr_3(S_2))) \wedge s_j(S_2) = C5 \rightarrow slideC \Rightarrow (d_j(S_2)) = S \]
\[ \Rightarrow (Pr_3(S_2))) \equiv (I_3(S_2) \wedge I_4(S_2)) \]

d. \( (I_2(S_1) \wedge s_j(S_1) = C4 \wedge Pr_1(S_1) = Pr_1(S_2)) \equiv Pr_1(S_1) = Pr_1(S_2) = M2 \)
\[ Pr_1(S_2) = M2 \equiv I_2(S_2) \]
\[ (I_1(S) \wedge I_2(S) \wedge I_3(S) \wedge I_4(S) \wedge I_5(S)) \equiv Inv(S) \]
Conclusion

Partial correctness of the software system, namely Infosoft e-Detailing 1.0, according to an initial problem statement has been proven using Correctness Proof Methodology [Panchenko, 2006, Panchenko, 2008, Panchenko, 2004] in an IPCL language [Panchenko, 2004]. Considering the difficulties in the process of such proof in parallel environments, we can state:

- Correctness Proof Method in IPCL is well suited for the verification of parallel programs or the software correctness proof in terms of safety properties;
- The Method allows shortening the proof at the expense of choosing an adequate abstraction level [Nikitchenko, 1998] due to universality of a compositional nominative approach [Nikitchenko, 1998, Redko, 1978] and by fixing the appropriate basic function set of semantic algebra.

Taking into account flexibility of the Methodology, existence of Simplified State Model reasoning in some cases [Panchenko2, 2007], and universal nature of the approach [Panchenko2, 2008], it can be recommended for program properties proof (particularly safety property or partial correctness) for wide range of software which is executed in interleaving concurrency environment with shared memory, primarily for server-side software of client-server complexes.

The same conclusion is obtained in [Polishchuk, 2015] also.
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