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USING OF “INTERNATIONAL COMPONENTS FOR UNICODE” FOR APPLIED
TASKS OF COMPUTATIONAL LINGUISTICS (CASE OF STRUCTURAL TEXT
ANALYSIS)

Yuriy Koval, Maxim Nadutenko

(in Russian)

Abstract: The present article deals with the peculiarities of character encoding in information-
communication systems technologies. Article provides historical information about different
systems, approaches and standards of character encoding starting from ASCII to Unicode.
Reasons and conditions of the development of each standard have been provided accordingly.
Unidoce has been defined as common system for character encoding, counter-compatibility with
ASCII and characters encoding method of Unicode have been illustrated. International
Components for Unicode (ICU) has been discovered as common instrument for structural text
analysis. List of functionality of ICU has been provided as well as spheres of using of ICU.

The present article provides short description of Swift programming language and interfaces of
ICU which are used in this programming language for dealing with regular expressions. Logic for
interlanguage text transformation in the Swift described. Detailed process of integration of ICU for
using with Swift programming language has been provided.

The present article contains information about applications of text boundary analysis, types of
boundaries and principles of text processing by Breaklterator ICU classes, which all listed in the
Standard Annex #29 (Unicode text segmentation). Unicode Common Locale Data Repository
has been defined as a main source of locale information for specific regional rules, dedicated for
specifying the rules for text boundary analysis.

lcu4c-swift framework has been used for manipulation of ICU logic with Swift programming
language. Such text boundaries as words and sentences have been marked with specific
markers. Correlation between time of marker insertion, text size in memory, quantity of symbols in
text has been provided in the corresponding tables and graphs. Special attention has been paid
to the usage of Swift.String.index(_:offsetBy:) function. Correct usage of such function can
increase the speed of program execution dramatically.
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Advantages and disadvantages of using the International Components for Unicode with Swift
programming language have been analyzed. The emphasis was made on using specific functions
of Swift with International Components for Unicode for text analysis.

Keywords: character encoding, Unicode, structural text analysis, computational linguistics.

Ucnonb3oBanue “International Components for Unicode” B npuknagHbix
3afjla4ax KOMNbIOTEPHON IMHIBUCTUKM (Ha NpUMepe CTPYKTYPHOrO aHanu3a
TeKcTa)

Opun Kosanb, Makcum HagyTeHko

Abstract: B daHHOU cmambe paccmampusatomcsi 0CObeHHOCMU KOOUPOBaHUSI CUMBOSTbHbIX
OaHHbIX 8 cucmemax UHOPMAaUUOHHO-KOMMYHUKAUUOHHbIX ~mexHomoeul. B kayecmee
cmaHdapma 0nsi KoduposaHus cumeosios bbin 8bibpaH Unicode, a International Components for
Unicode kak OCHOSHOU UHCMpymeHm Ofid CMPYKMypHo20 aHanu3a mekcma. bbinu
npoaHanu3uposaHsl U nokalaHbl npeumywecmsa u Hedocmamku ucnosnb3ogaHus International
Components for Unicode cosmecmHo ¢ A3bIKOM npoespammuposaHusi Swift. [TpednoxeHs!
pekoMeHdayuu no npumeHeHur (hyHKyuoHana Swift dns pabombl ¢ MEKCMOM € NOMOWbIO
International Components for Unicode.

Knrouesble cnoea: koduposaHue cumeonos, Unicode, cmpykmypHbIl aHanu3 mekcma,
KOMNbOMEPHas NuHa8uCMuKa

ITHEA Keywords: D.2.3 Coding Tools and Techniques, 1.2.7 Natural Language Processing

BBeaeHue

TeKCT cocToNT He U3 CroB, @ U3 CNOBOCOYETaHU. [py B3aMMOOENCTBUN YeNloBEKa C TEKCTOM,
rpaHMUbl B HEM MOMOraKT afeKkBaTHO BOCMPWHMMATL MOCMEeA0BaATENbHOCTL CUMBOSIOB M
WHTEpNpeTMpoBaTb 3Ty NOCNEeAOBaTeNbHOCTb B COBCTBEHHOM KOTHUTMBHOM annapaTte Kak
WH(opMaLmMi. MIMEHHO 3T rpaHWubl MOMOrawT  «yBUOETb» CrioBa W COXWUTb UX B
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CNOBOCOYETaHMs, MPUCBOMB MOCNE0BATENbHOCT CUMBOMOB CeMaHTMKY. lockonbKy 3apaum
obpaboTkn TekcTa cenvac Bce Oonblue NepefatdTcs OT YeroBeKa KOMMbOTEpPY, BO3HMKAeT
npobnema B agekBaTHOM 0Dy4YEHUN KOMMbIOTEPA ONPEAEeNsTh rpaHnLbl B TEKCTe. [Ins yenoseka,
KOTOpbIn paboTaeT C TEKCTOM Ha KOMMbIOTEPE, B CBOK OYEpedb, BbI30OBOM SBMSETCA
npaBunbHbIA BbIGOp cucTeMbl ans obpabotkm cumeonoB. OT npaBurbHOMO BblbOpa Takom
CUCTEMbI 3aBUCUT OOCTUXEHWE Lenen, KoTopble CTaBuT neped coboil yenosek, obpabaTbiBas
TEKCT, Beflb pe3dynbTaT paboThbl pasnnyHbix cucTemM 06paboTKM CMBOIOB MOXET OTNIMYATLCS.

Tak, npaktuyeckn noboi cneuywanuct NO  KOMMbIOTEPHOW NUHIBUMCTMKE B npouecce
NpoeCccMoHanbHOM  AeATENbHOCTU  CTankuBaetcs € Npobremoit KOAMpOBaHWS TEKCTOBOM
WH(OPMaLMM N TOKEHM3aLMK TeKCTa, TO eCTb, pa3bueHns TekcTa Ha Crosa, NPeayioXeHus u
TOMy nogobHoe. Hanpumep, cumBon Emoji, ¢ n3obpaxeHnem CeMbu U3 MyXUMHbI, KEHLLMHBI,
MarnbyvKa 1 JeBOYKM B O4HON cucTeme, ByaeT npeacTaBneH Kak OTAeNbHbIE CUMBOIbI YenoBeka
MYXXCKOTO nosia, YesioBeka XXEHCKOro nona, pebeHka Myxckoro nona n pebeHka XeHCKoro nona B
OPYron cucTeme W3-3a pasnuynii B KOOWPOBKE CUMBOMOB. [lpyro mpumep MOXHO B3ATb W3
CTPYKTYPHON pa3MeTKW TEeKCTOB, rae YTobbl BbIAENUTb NPSMYI0 peyb, Auanory, cnoea aBTopa,
YacTu NpegnoXeHus W Opyrue Heobxoaumble ANns AanbHenwen obpaboTku TekcTa eauHnLpbI,
HeobxoaMMo CHavana BbINOMHUTL pa3bueHne TEKCTa Ha NPEANoXeHUs, CrioBa 1 ToMy nogobHoe.
XOTS BbILLEYNOMSHYTbIE 3a4a4Yu U UMEKT MHOMO UMEKLUMXCA Ha CETOAHSLUHWMA [eHb nyTei
PELLEHUs, HO BCe PaBHO SBMAKTCA HETPUBMANbHbIMW, @ KOHKPETHbIE PELIEHWs 3aBUCAT OT
NCMOMb30BAHNS  KOHKPETHbIX ~ CUCTEM  0BpaboTkM  eCTEeCTBEHHOrO  S3blka,  SA3bIKOB
NporpaMM1POBaHNSA U faxe OnepaLyoHHbIX CUCTEM.

Llenbto  cTatbn ABRsieTCA  MCCNegoBaHWe  WUCMONb3oBaHWs  npeumyllecTB  International
Components for Unicode (ICU) Ha npakTuke, a UMeHHO npumMeHeHne ICU COBMECTHO C S3bIKOM
nporpaMmnpoBaHnst  Swift 1 BbISIBNEHWS  MOMOXWTENbHbIX U OTPULATENbHLIX  CTOPOH
ncnonb3oBaHna MHCTpyMenToB ICU ans 3agay CTpYKTYpHOWM pa3MeTku TekcTa, npejocTaBreHne
NPaKTUYeCKNX pekoMeHaaunn ansa pasbueHns Tekcta Ha crnosa u npeanoxenus. ICU sBnsetca
Bubnmotekon nporpamMmHbIX CPEACTB KoHcopuuyma Unicode npeaHasHaueHHon ans obpaboTku
TEKCTa, CUMBOIbHbIX AaHHbIX, peLleHns Npobnem WHTepHaLMOHanu3aumm, BpEMEHHbIX NOSICOB,
kaneHgapew, at v ap. [2]

MockonbKy kaxaas nnatchopma umeeT cBow TpeboBaHWs M CTaHAapTbl (DYHKLUMOHMPOBAHMS,
“MeeT CMbICN 1CNONb30BaThb KpoccnnaTopMeHHoe pelueHne ans paboTbl C TEKCTOM, KOTOpoe
Oypet Bectn cebsi OOMHAKOBO HE3aBMCUMO OT CTaHOAPTOB KOHKPETHOW MNaTdhopMbl, WM
paspaboTatb OAWH CTaH4apT WHTepdenca, KoTopbli OyaeT WMeTb HaTWBHYK peanu3auuio
nogobHo BLAS (Basic Linear Algebra Subprograms). 3aecb 1 BbIXOAMT Ha nepeaHui nnaH ICU,
KOTOpasi BbICTyNaeT eAMHCTBEHHON CUCTEMO ANs afekBaTHOM 06paboTkm CUMBOMbHBIX AaHHBIX
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M KOTOpada no YMON4aHW0 WCNONb3yeTCAa pPasfinvyHbIMK I'IJ'IaTd.)OpMaMVI, onepaunoHHbIMK
cuctemamMmum 1 A3blkamu nporpamMmMmmnpoBaHng.

Kpome "ucTouHuka" ctaHgapTM3MpOoBaHHbIX NOAXOLOB K KOAMPOBKE CUMBOMbHBIX AaHHbIX, rpynna
paspaboTunkoB ICU npesocTaBnsieT 1 NOCTOSHHO COBEPLUEHCTBYET anropuTMbl Ans paboTbl C
TEKCTOM, B YACTHOCTU anropuTMbl TOKEHM3aLMK. KOHEYHO, Ans peLLeHns cneundmnyeckux 3agad
MOXET ObITb LienecoobpasHon peanusauus COOCTBEHHOrO NPOrpaMMHOrO PELLEHKs, HO Torda
BO3HWKHET HEODBXOAMMOCTb peanu3aunn (yHKUMOHana, kotopein yxe copepxutcs B ICU u
NPOLLen MCMbITaHNe BPEMEHEM.

Hpyrum aprymeHtom B nomb3y ucnonb3oBaHus |CU aBunacb cnocobHocTb 6ubnuotekm
obpabaTtbiBaTb TEKCTbl, HanuCaHHble Ha pasHbiX s3blkax. Paspabotka Heobxogumoro
(hyHKUMOHana ans paboTbl, CKaXEM, C KUPUNMNLEN He SBNSIETCS CAINLLKOM CMOXHOW 3agadeit, Ho
€CINn BO3HMKAET HE0BX0AMMOCTb B 06paboTke TEKCTOB Ha NATUHULIE, KUTANCKNX MepornndoB, To
CNOXHOCTb CUCTEMbI 3HAYMTENbHO BO3pacTaeT, W TpebyeTcs MOWUCK pPELUEHUs MHOXecTBa
pasnuyHbIX Noa3agay ¢ 6ONbLUIMM KOMMYECTBOM WUCKITIOYEHWA U3 NpaBun.

International Components for Unicode HanncaHa Ha HU3KOYPOBHEBOM $i3blke NPOrpaMMMUpPOBaHMS
C, uto no3gsonseT nonyuutb Bonee BbICOKY CKOPOCTb PaboTbl BUBANOTEKM MO CPaBHEHWIO C
Aapyrumn  6mbnuotekamu, ONs KOTOPbIX HE NpOBOAMNAck (PyHAAMEHTanbHas MHOrOMETHSS
paboTa no ONTUMM3aLMM UCMONb30BaHWSA NaMATU W ynyyLLeHno GbicTpoLencTBIS.

Kpatkue ceepenus o International Components For Unicode

UcTopuueckue ceegenus o International Components for Unicode

Kak ykasaHo Ha camte paspabotumka: «ICU - 3T0 (pyHAAMEHTanbHbIN, LWMPOKO UCMOMb3yeMblii
Habop Gubnuotek C/C++ un Java, obecneunsarowmx nogaepxky Unicode u Globalization ans
nporpammHbix npunoxennit. ICU noptatBeH n obecneymBaeT OAMHAKOBbIE Pe3ynbTaTbl Ans
MPUNOXEHWIA, BbINOMHSIOLMXCS HA Pa3NiyHbIX NnaTopmMax M HamucaHHbIX Ha s3blkax C/C++
unm Javay [2]. Paspabotke gaHHoM GMbnMoTekn npeawecTBoBan psig UCTOPUYECKNX CODLITHN,
CBS3aHHbIX C NPEACTaBNEHNEM CUMBOIIbHBIX AaHHbIX B KOMMBLIOTEPHBIX CUCTEMAX.

MepBbIM CTaHOApPTOM Ans pasMelleHuss Habopa cumBonos 6bina Tabnuya ASCII (American
Standard Code for Information Interchange, AmepukaHCkMn CTaHgapTHbIA ko4 Ans
NH(hopMaLMoHHOro obmeHa), kKoTopas coaepxana 33 cepBuCHbIX cumBona ¢ kogamm ot 0 go 31,
a Tarke 95 nevatHbIx cumeosios ASCII ¢ kogamu ot 32 fo 126 (puc.1).
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s (@ ABCDEFGHI JKLMND
s|PORSTUDWHRY Z[ V] © L
sl " abcdefghijklmno
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Puc. 1. ASCII - AMepuKkaHcKuin CTaHAAPTHbINA KOA ANt MHGOPMaLMOHHOTO 0bMeHa

MHorve pelueHus Ha CTagumn pa3paboTkn (yHKUMOHana ans paboTbl C CUMBOSbHBIMU AaHHBIMM
NPUHUMANOCh UCxoas U3 TpeboBaHMI, KOTOPbIE AMKTOBANMCh annapaTHbIM obecneyeHnem Tomn
nnu nHomn nnatcpopmbl [1]. Hanpumep, cumsony Delete B Tabnmue ASCII cooteeTcTBYET KOA X'7TF

, M3-32 HeoOXoaMMoCTM BblOMTb BCe OTBEPCTUS B  KOMOHKE nepcdokapTbl, YTOGI
CUTHaNM3MpPOBaTh, YTO KOMNOHKA A0IMKHA ObITb MPOUTHOPUPOBAHA.

ASCIl moxHO 6bIno BMecTMTb B 7 OuMT, a OOMbLUMHCTBO KOMMbIOTEPOB TOMO BPEMEHU
ncnonb3oBanu 8-buTHyto cuctemy. Bce nponcxoanno XopoLwo 4O Tex Nop, Noka He NosBAsANOCh
HeobXxoaMMOCTH B MCMONb30BAHUM CMMBOMOB HE aHrMACKOro andasuTa. Tak kak KOMMbITEPbI
ncnons3oBanu 8 6uT, a Bca Tabnuuya 3aHMMana 7 - BO MHOMX OAHOBPEMEHHO BO3HMKMNA Maes
3a0€encTBoBaTh Lienbin Gut B COBCTBEHHDIX Lensx (a ato kogel oT 128 go 255). 3710, KOHEYHO,
CO3/ano onpeaeneHHbIn xaoc B nepeaade MHGOpMaLMM OT OAHOTO KOMMbOTEpa ApYroMmy, Tak
kak Kogbl nocne 128 B 0gHON CUCTEME OTNMYaIUCh OT KOAOB Ha TEX Xe Mo3uuusx B ApYroi.
Torpa IBM-PC BBena Tak HasbiBaeMble «KOZOBble CTpaHuubl» (code pages), KoTopble
BnocreacTsun 6binn nepeumeHoBaHbl B Habopbl cumBonos (character set) OEM (Original
Equipment Manufacturer), koTopble NOKpbINIM CUMBOMbI BONMbLIMHCTBA E€BPOMNENCKUX A3bIKOB,
NCNONb3YIOLMX NaTUHCKMA andasut. Kpome cumBornos andasuta, Habopbl cumeornos IBM-PC
OEM cogepxanu B cebe CUMBOSbI ANt PUCOBAHUS (TIMHWM, LBONHbIE IMHWAW, HAKMOHHBIE IMHWM
nT.40.) puc. 2.
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Puc. 2. Habop cumsonos IBM-PC OEM

C MomeHTa, Korga nepcoHasnbHble KOMMbOTEepbl CTanu nokynath 3a npegenamu CLUA, Bce
HeobxoanmMble Ans obMeHa MHOpMaLMe CUMBOMbI NIOKaNbHbIX andasUToB CTano BO3MOXHO
pasMecTuTb B noauuum Boiwe 128 (nepsble 128 dopmanbHO 6bino 4OrOBOPEHO BbIAENATb ANS
ASCII). 310 1 ctano momeHToM co3gaHusi ctaHgapTa ANSI, ¢ pasnnyHbIMK CMCTEMaMi KOAOB,
KOTOpble YXe 3A4eCb MOMy4YunM HaseaHue "KogoBble CTpaHuupbl'. Hanpumep, B W3spaune
ucnonb3oBanacb kogosas CTpaHuua 862, B TOT MOMEHT Kak B [peuun — 737, TO eCTb Kaxadas
HauuoHanbHas onepauuoHHas cuctema MS-DOS copepxana B cebe cneuudmdeckyto ans
pervoHa cTpaHuuy kopoB. CyllecTBoBanmM [Jaxe CTpaHWubl "MeXHauuoHanbHOM" $3blka —
acnepaHTo. Ho ans Ttoro, Ytobbl 06bEANHUTL B OOHOM KOMMbIOTEPE, CKAXEM, YKPAUHCKUA W
HeMeLKUin S3bIKW, HYXHO ObINo nucaTb COBCTBEHHYIO NpOrpamMMy Af1s 0TOOpaXeHUs pasnuyHbIX
CUMBOJIOB.

YTo KacaeTcs CUCTEM MUCbMEHHOCTU a3vaTCKUI A3bIKOB, KOTOPbIE MUMEIOT ThICSYM CUMBOMOB,
noMecTnTb Ux B 8 OMT SBHO He NpPeACTaBNsANOCh BO3MOXHbIM. [103TOMY MCMONb30Banach
cuctema nog HassaHuem DBCS (double byte character set) - Habop aByx6aiTHbIX CUMBOIIOB, rAe
WHOrAa OAMH CMMBON 3aHUMan oauH 6aiT, nHorga - Asa. UTobbl MCKMI0YNTL NEPEBOA KapeTKM Ha
DanT, nexawuin B npegenax OfHOrO CUMBOMA, HE PEKOMEHZOBANOCh NPOXOANTL MO CYMBONAM
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0BblYHbIM MTEpPaToOpPOM (Kak Bhepen, Tak W Ha3ad). B3ameH npepnaranocb WCMoOnb30BaTh
®yHkumm  Bpoge  Windows.AnsiNext u Windows.AnsiPrev. B OCHOBHOM  CHMBObI
obpabaTbiBanucb Ucxoasa W3 npaevna "oauH CUMBON 3aHMMaeT oanH GanT", koTopoe paboTano
XOpOLO [0 TOr0 MOMEHTa, Korfa Npuxoaunocb nepeaatb TeKCT C OJHOMo KoMmbioTepa Ha
APYron, 4To CTarno HacyLHoi NpobneMon ¢ Havyanom UCnonb3oBaHus VIHTepHeTa.

[ns Toro, 4tobbl COXpaHUTb eauHbIA (DYHKLUMOHANM B CTapbIX U HOBbIX CUCTEMAX, a Takxe U3-3a
OrpaHN4YeHHON BMECTUMOCTM Tabnuubl CMMBOMIOB PaHHMX BbIMMCIMTEMbHBIX CMCTEM, rpynna
paspabotumkoB cuctembl Unicode Hanoxuna MHOTO OrpaHM4eHUn Ha Tabnuubl KOOMPOBOK U Ha
cam ¢hyHKUmoHan 06paboTkn CMMBOMBHBIX LaHHbIX.

MoHuMas HeobxoanMOCTb NMABHOTO W HauMeHee BONE3HEHHOTO nepexoda Ha HOBYK CUCTEMY
kogupoBaHus, paspabotynkn Unicode coxpaHnmm COOTBETCTBUE C (haKTUYeCKU JeACTBYIOLLMM Ha
10 Bpemsi ctaHaaptom ASCII. Ha npumep, B ASCII cumson “H” umen nosuumio 48. B Unicode oH
obo3HayaeTcs Takoil nocrnepoBatenbHocTblo kak “U+0048”, 4To HasbiBaeTca eauHuuen
koauposaHus (code point). Ecnn nocMoTpeTh Ha kogupoBaHue criosa “Hello”, To MOXHO yBuaeTb
YeTKY0 aHanorMio Mexay eauHuLamm koguposanus 1 nosvumsamn B ASCI:

U+0048 U+0065 U+006C U+006C U+006F

UTo KacaeTcsi CMMBOIIOB, KOTOPbIE HE BXOAAT B aHIMMACKWMA andaeuT, TO 3Ty npobnemy
paspabotumkm Unicode pasymHO peLunnv, BbIAENMB HECKONbKO eauHWL KOAMpOBaHWUS Ans
WHTepnpeTauun OJHOMO cumBONa. To ecTb orpaHnyeHne B 8 BUT BbINO CHATO W nosiBKUNAch
BO3MOXHOCTb MpeaCcTaBuTb N0OON CUMBOS, BbIAENMB HA HErO (MpW HEOBXOAMMOCTH) HECKOMBKO
Bant. Tak, 60MbLMHCTBO CMBONIOB EMOji 1 KMTalCKON CUCTEMbI MUCbMEHHOCTI MOTYT 3aHUMaTb
A0 YeTbipex 6anT.

Mocne co3paHus cTaHgapTa Anls XpaHEeHUs CUMBOMOB U YHUAMKALMM UX KOAWPOBaHWS, cTana
BO3MOXHOW afeKBaTHasi nepefada M OfHO3HAYHAs WHTEPNpEeTauns TEKCTOBOW WHOpMaLmK,
HanMCaHHOW Ha pa3nuuHbIX A3blkax. [locne 3Toro BO3HWKMA NOTPEOHOCTL B aBTOMATM3aLMM
0bpaboTkm mocrenoBaTeNbHOCTEN CUMBONIOB B TEKCTe, KOTopble  06pasytoT  Cnoea,
npeanoxeHus, Aatel U npoyee. bonee Toro, BO3HMKNa HeOOXOAMMOCTb AenaTb 3TO C Y4YETOM
ocobeHHocTeit 06paboTkM Takoro poaa MHGOPMauUM B Pas3nUYHbIX KynbTypax M OTAEMbHbIX
cTpaHax. Pewwenns gnsa atux npobnem Boiwmm B cBeT B 1999 rogy ¢ Bbinyckom International
Components for Unicode (KOHeYHO, He OKOHYaTenbHble, HO HeobxoauMble Ans
(OYHKUMOHMPOBAHMS CUCTEM Tnobanu3aumn ¥ WHTEPHALMOHANM3aUMN B Pa3nMuYHbIX S3blkax
NpOrpaMMnUpOBaH1s 1 MHCOPMALIMOHHBIX MPOLYKTaXx).

YTobbl NyyLe NoHsATbL BO3HMKHOBEHME cucTembl Unicode 1 npoekTa International Components for
Unicode, a Takke npeanocbinkn €o3gaHuMst HabopoB CTaHAAPTHbIX CUMMBOMOB, KOTOPbIE
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ncnonb3oBanncb M NPoAoIKalT MCMNONb30BaTbCA B KOMMbOTEPHBIX CUCTEMAX W allrOPUTMOB

06paboTKM TEKCTOB, CTOMUT PacCMOTPETb JTOT NMPOLIECC B XPOHOMOMMYECKOM MOPSAKE:

1986-1987 paspaboTka LPUTOB AN  KMTaWckoro s3blka B Xerox, Apple
npucoeaunHsietcs k ANSI X3L2 n pabotaet Hag yHMBepcarnbHbiM HAbOPOM CUMBOSOB;
®espanb 1988 — B Apple HaumHatoT pabotath Hag 16-BUTHOM CUCTEMOW KOAMPOBAHMSA
"High Text";

Anpenb 1988 — B Apple paspaboTaHbl nepsble NPOTOTUMbI KOAMPOBKM TekcTa B Unicode;
CeHtabpb 1988 — Apple nokynaet 6a3y AaHHbIx asuatckux cumeonos (CJK — Chinese,
Japanese, Korean) ans pabotel ¢ 6a30i faHHbIx Han;

®epanb 1989 — Hauyano perynspHbIx BCTpey Mexay Sun, Adobe, HP, NeXT, Pacific Rim
Connections ans pabotsl Hag Unicode;

Asryct 1989 — Xerox n Apple 06beaunHstoT 6asbl 4aHHbIX Han ans coBMecTHOM paboThl
HaZ a3naTCKUMK1 CUMBONAMU;

OkTa6pb 1989 — Unicode npeactasnsiot gns Microsoft n IBM Ha doHe coTpyaHuyecTsa
Apple n Microsoft Hag TrueType;

Man 1990 — npe3eHTauust Unicode Ha rmobanbHomn koHdepeHUumn paspabotumkos Apple;
Hos16pb 1990 — npe3eHtauust Unicode Ha koHdepeHuum |IEEE;

Ansapb 1991 - cosganune Unicode Consortium;

[Hekabpb 1991 — co3ganue 6a3bl aaHHbIX UniHan;

WioHb 1992 — nybrnnkaums sToporo Beinycka Unicode Standard Version 1.0;

Hauano 1999 - Bobixoa B cseT "IBM Classes for Unicode", no3xe nepenmeHoBaHHOrO B
International Components for Unicode [18].

Bonee nogpobHyto nHgopmaumio MoxHo HainTi B Chronology of Unicode Version 1.0 [17].

WTaK, Mbl BUAUM, 4TO NUCTOPUIO KOAMPOBaHNA CMMBOJIOB MOXHO CBECTU K YTBEPXOEHUKO TPEX

ocHoBHbIx cTaHaapTtoB: ASCII, ANSI n Unicode, nocneaHuin n3 KOTOpbIX CTanm TeM, KOTOPbIN
Bobpan B cebsi BCe CMMBOMbI andaBUTOB U CUCTEM NUCbMEHHOCTM Ha 3emre.

Yeunusi, BnoxeHHble B co3aanue Unicode n International Components for Unicode, siBunmch

OCHOBOW Ans HaYana HoBOro atana B obmeHe MHgopmauueir B "Cetn ceten", yHU(MLMPOBaB B
OOHOM MecCTe Habop CMMBOMOB, COAepXaluii Kaxayt 13 OBLENpUHATBIX CUCTEM MKUCbMa

(3HakoB) Ha nnaHeTe. Takum obpasom, codganue Unicode B Havane 90-x rogoB XX Beka (a
nMeHHO B uioHe 1992 [17]), cbirpano KnuYeByld ponb HE TONMbkOo B yaobcTBe obmeHa

WHopMaLmen B MIHTepHeTe, HO 1 B Nepexoe YesioBe4eCTBa KO BTOPOM BOMHE CETEBOW 3MOXM

pasBUTHS.
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Cdrepbl npumeHenus International Components for Unicode

International Components for Unicode npumeHsieTcs B Camblx pasHbix obnactsax ans obpabotku
TEKCTOBOM MHpopmaumn. Tak, Ha cainTe npoekta ICU npuBogsTcs criegytolme OCHOBHbIE (He
NOMHbIN NepeyeHb) yHKLMK, KOTOpble 3Ta cucTema npegocrasnser [1]:

e CpaBHEHME CYMBOOB (B COOTBETCTBMM C BblBpaHHbIMW NpaBunamu);

e NpeACTaBneHne MHOXECTBA CYMBOMOB OHUKOAR;

e CpaBHeHMe nopsiaka KogoBbIX eanHML, (code points, code units);

e yTepauus Nno CMMBOMAM HOHWKOAE;

e rloKanb (pervoHanbHas cneuuguka);

e CepBWCbl faTbl 1 BPEMEHW (KaneHaapb, BPEMEHHbIE 30HbI U T.4.);

e npeobpa3oBaHMe BHYTPEHHEr0 MPEACTaBNEHUs AaTbl B TEKCTOBOE NpefcTaBneHue
BpemeHu, aTpubyTbl kKaneHaaps U T.4.;

e pabota C perynspHbIM1 BblpaXEHUAMY;

e "nBycTOpOHHsS" 0bpaboTka TekcTa (0b6paboTka TekcTa kak C MOCNeAoBaTENbHOCTbLIO
CMMBOJIOB CMeBa HanpaBo, Tak M cnpaBa Haneeo);

e aHanu3 rpaHuL B TEKCTe (onpeaeneHne No3uuuii CnoB, NPeAnoXeHuit, abaales B TEKCTE
nT.0.).

B naHHon cTatbe Bonblue BHUMaHUS OyaeT yaeneHo TOKEHU3aLUMn N aHanuay rpaHuL B TEKCTe,
HO CTOWT MOMHUTb, YTO OCHOBHOE, Afi 4Yero crnepyeT wucnonb3oBath ICU, Tak 910 Ans
NaeHTUUKaLMM CUMBONOB, NOTOMY YTO OHa ABNSETCA Hauboree nonHbIM "cknagom" KOQOoBbIX
eauHuUL toHuKkoAa, Bktodas Emoji n CJKV (Chinese, Japanese, Korean, Vietnamese).

OyeBnaHO, YTO MHOTIE A3bIKW NPOrPaMMUPOBAHUS UCMONbL3YHOT B CBOEN ocHose noruky ICU ans
paboTbl C HEKOTOPbIMKM 3adavyamu M3 MPUBEOEHHOTO BbIWE CrMCKA, HO B OCHOBHOM 3TOT
(DYHKUMOHAN  OrpaHWYeH W pekoMeHayeTcs, npu  Heobxogumoctu  pewwtb  Honee
y3kocneuudmyeckyto npobnemy, ucnonb3osatb umeHHo ICU [2], a He noruky, B3ATy0 u3
KOHKPETHOrO f3blka NMPOrpamMMMpOBaHUS.

WTak, MOXHO caenaTth BbIBOA, YTO XOTS M NPUBELEH AANEKO He MOMHbIA CrMCOK BO3MOXHOCTEN,
kotopble npegocTanseT ICU, HO M3 HEro MOHATHO, YTO 3Ta JIOTMKA MCMOMb3yeTcs B
DonbluMHCTBE CcuCTeM, paboTalwyx C gaTamu M KaneHaapsMu, NoKanblo, KOAWPOBAHMEM
CMMBOMOB CUCTEM MUCbMEHHOCTW Pa3NMuYHbIX A3bIKOB (BKIKOYAs CUCTEMbI C  Pa3nMYHbIM
HanpaBfeHWeM uTeHus), 4yTo M obecneunBaeT Habop CPEACTB ANS pewweHns npobnembi
WHTEPHaLMOHanu3aLumv 1 rnobanuaauum nHPOPMaLMOHHbBIX TEXHOMOTWIA.
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WUHTterpaums ICU ¢ cuctemammn 06paboTku eCTeCTBEHHOTO A3biKa

WUHTerpauumsa co Swift programming language

Swift programming language — OAMH M3 4acTO MCMOMb3yEMbIX BbICOKOYPOBHEBbLIX 3bIKOB
NPOrpaMMM1POBaHUS Ha CErOAHAWHUA [eHb, 3aHumaeT 15 mecto B pentuHre TIOBE [5].
MpeactaenenHbin Ha World Wide Developers Conference B 2014 rogy w pa3spaboTaHHbIi
rpynnow, Bosrnaensemoit Kpucom JlaTHepom, Kak S3blk NporpaMMMpOBaHUs 4ns onepauyoHHbIX
cuctem macOS, i0S, watchOS u tvOS [6], ceiyac LWMPOKO UCMONb3yeTCs He TOMbKO Ans
BbINOSHEHUS  CBOWX MepBOOYEpedHbIX 3adad, HO W ONS  HanucaHus nporpamm  nog
onepaumoHHyo cuctemy Linux, peanusaumv back-end norvku w T.4. [8]. WMMeHHO nocne
nepeeoga Swift programming language B OTKpbITbIA gocTyn, Swift Hayan ucnonb3oBaTbea Ans
Bonee LUMPOKOro crekTpa 3agau.

Swift, kak u MHorve apyrue a3biku, ucnonbayeT ICU ang pabotbl ¢ TekcToM. TO ecTb YacTb
dyHkumoHana ICU noctaBnsieTcs BHYTPK CTaH4ApTHbIX 6MbnnoTek, a koHkpeTHee B Foundation
framework. Hanpumep, Apple Inc. [9] npuoguT Takue mHTepdeicel ICU, ucnonbsyembie B
Foundation Framework gns paboTbl ¢ perynsipHbiMu BblpaxeHusmMu (regular expressions):

parseerr.h | uregex.h
platform.h | urename.h
putil.h ustring.h
uconfig.h utf_old.h
udraft.h utf.h
uintrnal.h | utf16.h
uiter.h utf8.h

umachine.h

Oner beremaHa, pa3paboTumk 1 YneH komuccun no passutuio Swift programming language, Ha
ceoem Beb-cante [10] npuBogut npumep, kak ICU ncnonbayetca B Foundation Framework gns
TEKCTOBbIX TpaHC(opMauui. B 4acTHOCTW, OH FOBOPUT O TpaHCnMTepauun, KoTopas HarnsgHo
unntoctpupyet, yto ICU sBnseTcs npekpacHbIM MHCTPYMEHTOM, Korga HyxHO paboTtaTtb ¢
CUMBOSbHBIMY AaHHBIMW andaBrUTOB PasHbIX A3bIKOB:
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import Foundation
let shanghai =" £ i&"
shanghai.applyingTransform(.toLatin, reverse: false)

Il — "shang hai"//[pe3ynbTat nocne TpaHcgopmayum

Swift cogepxut BubnuoTeky AN aHanu3a €eCTECTBEHHOTO fA3blka C MOMOLLBK METOL0B

MaLUMHHOTO 0BYYeHMs, KOTOpas TakKe peLlaeT 3agaum TokeHmsauun (Tokenization) [7]. OgHako,

Swift He copepxuT uHTepdencoB ICU, HeobXxoanmblx ANS BbINOMHEHUS 3adav CTPYKTYPHOM
pa3MeTKN TEKCTA, @ UMEHHO ero pa3bueHns Ha NpeanoXeHus 1 crnosa. M3-3a aToro nosBnseTcs

HeobxoaumMoCTb Mcnonb3oBaHusa noruku ICU, k koTopon npuxoanTcs obpallatbCs KOHKPETHBLIM
obbekTam, HanucaHHbiM Ha Swift. Kak rotoBoe pelieHne npobnembl Obina wcnonb3oBaHa

Bubnmoteka icudc-swift [11], B koTopoi peannsoBaH goctyn k ICU yepe3 Takue 0OBEKTHI-
0bepTKM Kak CharacterBreakCursor, LineBreakCursor, RuleBasedBreakCursor,
SentenceBreakCursor, WordBreakCursor n gpyrue.

Ecnn xe ectb HeobxogumocTb B ucnonb3oBaHuu ICU yepes Swift Hanpsamyo, TO 3TO MOXHO
CAenatb, MMNOPTMPOBaB HeobxoauMble UHTEpdenCsl B COBCTBEHHOPYYHO CO3A4aHHbI MOAYIb, a

camy ©ubnmoteky ICU ycTaHOBWTb B OMEPALMOHHYI0 CUCTEMY KaK OTAENbHLIA KOMMOHEHT,
OTIIMYHBIA OT TOrO, KOTOPbIN YKE WCMOMb3yeTCs CUCTEMOM (ecnm ecTb HeobXxoauMOCTb

ncnonb3oBaTh onpegeneHHylo Bepcuto ICU 1 cucTemHast Bepcusi He COAEPXKUT  HYXHbIX

WHTepdheicoB). To eCTb BbIFMAANUT 3TO CreayoLmm 06pasom:

1. Cospanue "ynakoBku" mogyns ans ycrtaHosku ICU. ®ain "ynakoBku" BbIrnsguT
cnegyrowwmm obpasom:

Let package = Package (name: "icudc-swift", pkgConfig: "icu-uc”, providers: [ .Brew("icu4c”),
Apt("libicu-dev”), ])

2. CospaHue HenocpeaCcTBEHHO (haiina Mogyns:

module ICU4C {

header "umbrella.h”

link "icucore”

export *

/

3. CosgaHve daina ans umnopTa Heobxoanmblx nHTepgeincos ¢ ICU, Tak HasbiBaeMOro
"30HTa" ANs MHTEPENCOB:
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/lumbrella.h
#import <unicode/icudataver.h>
#import <unicode/parseerr.h>

#import <unicode/platform.h>

Mocne BbLIMNOMHEHNS 3TUX LWAroB MOXHO Kcnonb3osath ICU-noruky B CoBCTBEHHBIX 06BbEKTax.
BaxHo nomuutb, 4to ICU BKMtoyaeT B cebs MHOXKECTBO (DYHKUMOHANA, KOTOpbIA SBRSETCS
CTaHOapTOM U UCMoMb3yeTcs B PasfUuHbIX A3blkax MporpaMMupoBaHns. He aBnsetcs
ucknoveHnem u Swift. Te yHKUMKM, KOTOpbIE MCMOMb3yeT CaM $3blK MPOrpamMMUpOBaHUS,
Ha3blBalOTCA MPUBATHBIMA U MX UCMOSb30BaHWE "HanNpPAMYyK" MOXET paccMaTpuBaTthCs C
CTOpOHbl Apple Kak HeCaHKLUMOHMPOBaHHOE MPOHWUKHOBEHWE B HaTueHoe API, noatomy,
COOTBETCTBEHHO, Apple MOXeT oTkasaTb B nybnmkauum npunoxenus B AppStore Ha aTtane ero
paccmoTperus. K takomy API, kpome npoyero, OTHOCATCH Takne KOMMOHEHTbI Kak ubrk_current,
ubrk_first, ubrk_next, ucnons3yemble B ICU ans pa3bueHuns Tekcta. BbixogoM 13 Takon cuTyaLmm
MOXeT OblTb ucnonb3oBaHMe He cuctemHoro [ICU, a cTtaTMyecku CKOMMUIMPOBAHHOM
Bubnumoteku.

Wtak, Mbl BUauM, yto Swift programming language cogepxut 6onbluoe konuyecTso noruku ICU
Ans paboTbl C CUMBOMbHBIMIA AaHHLIMK U TEKCTOM B Bubnunoteke Foundation, HO ecnn HyxHO
pa3buBaTh TEKCT Ha NPEAOKEHMS, CrioBa U T.4., TO MOXHO 1CNONb30BaTh HeLOoCTatLLyto B Swift
ICU-noruky, KOTOpYK MOXHO 3a[eMCTBOBaTb Kak 4yepe3 npsiMoi Joctyn k cuctemHon ICU,
coepxallencs B onepalmoHHOi cucteMe, Tak 1 cobpas OTAenbHbIN Modynb, YT besonacHee,
Bnarogaps rapaHTMpPOBaHHOTO HE MCMONb30BaHMs HaTUBHOMO API, a Takke paboTe ¢ KOHKPETHOM
Bepcuen bubnuoTekm.

WUcnonb3oBanue International Components For Unicode ansa cTpyKTypHOU pa3meTku
TeKcTa

Pa3bueHue TekcTa Ha cnoBsa

AHanus rpanuy Tekcta ¢ nomowptlo ICU (onpedeneHne NWHMBUCTUYECKUX [PaHWY npu
chopmatmpoBaHumn 1 06paboTke TekcTa) BkntoyaeT B cebs [4]:

1. onpepeneHne nouLun COOTBETCTBYHOLLMX TOYEK ANst 0bpamreHnst TekcTa B CIIOBO AN
MOMeLLEHNs MeXy crneuudnuyeckumi oTCTynamm Npn 0TobpaxeHun unu nevatu;
2. onpefeneH1e Havana crnoea, BblbpaHHOMo Nonb3oBaTenem;
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MOACYET 3HAKOB, CrOB, NPEANOXKEHNN, ab3aLeB;

OnpeaeneHune, kak Janeko nepectaBuTb KYpcop NpK HaxaTuv Ha KnasuLLy CTPenku
(HeKoTOpbIEe CUMBOSbI 3aHUMaLOT 60nee OAHOM NO3MLMM B TEKCTE, @ HEKOTOpble
CUMBOSTbI He 0TOBpaxatoTcs BoobLLe);

CO3AaH1E CNNCKA YHUKAbHbIX CHOB B TEKCTE;

KanuTanuumuaaumo nepeoit 6ykebl Cros;

onpeaeneHne 0TAENbHOI eQMHNLLI B TEKCTE, CMOBE (AECATOE CrIOBO BTOPOro abaaua 1
T.4.).

Knaccbl Breaklterator B ICU Gbinn cosgaHbl UMeHHO Ans nofobHbIx 3agady. CyllecTByeT yeTbipe
TUNa rpaHuL, B TEKCTe, B OTHOLLEHUW KOTOPbIX NMpUMeHsiioTcs utepatopbl ICU:

1. rpaHnLbl 3HAKOB;
2. TpaHuLbl CoB;

3. rpaHuubl paspbiBa NUHWIA;
4. rpaHuLbl NpeanoXeHui.

Kaxabin Tun rpaHny, onpegeneH B COOTBETCTBUM C MpaBunamu, onucaHHbIMK B [MpunoxeHnm
Homep 29 k Ctangapty Unicode [12], a Takxe ¢ anroputMom pasbueHust ctpok Toro xe Unicode
[13].

WTepaTop CMBOSMBHBIX rPaHUL ONpedensieT rpaHuLbl COrnacHo npasuiam rpaHny rpadeMHoro
KnacTtepa u3 BbiLeYNoMsHyToro Mpunoxenus Homep 29. [paHuLbl ONpeaeneHbl Takum obpasom,
4TOObl COOTBETCTBOBATL KnaccuukaLmm "4to Takoe cUMBOM" CaMoro nonb3oBaTtens, T0 eCTb
6a30Bo eguHULbl CUCTEMbI MUCBMEHHOCTU AN KOHKPETHOrO $3blka, CUMBON KOTOPOM 4acTo
MOXeT 3aHumaTb Bornee OAHOM eanHuubl KoauposaHus (code point) B cucteme Unicode. B
kayecTBe NpUMepa Ha CTpaHuULEe WHCTPYKLMW MO UCMOMNb30BaHM0 uTepaTopoB pasbuerns ICU [4]
npuBoauTCa GykBa A, KOTOpast MOXET 3aHUMaTh Kak OfHY e[VHWLY KOOMPOBAHWS, TaK W [Be,
korga B nepBou coxpaHsietca Oyksa A, a BO BTOPOM XPaHWUTCS ee yMnayT (AMaKpUTUYECKUI 3HaK
B HEMELIKOM W Jpyrux si3blkax, UMEET BUA ABYX Touek Hag Oykeoit). B obonx cnyvasx ato byaet
pacLieHeHO KaK OauH CUMBOST.

WtepaTop CrOBECHbIX IpaHWL OnpedensieT no3uuuu rpaHuL, cnos. [MpuMepamu NpUMEHEHNs!
uTepaTtopa CrOBECHbIX FPaHUL, SBNAKOTCA: BbiAENEHUE CroBa NMpuU JBOMHOM LLENYKE KnaBuLen
MbILLW Ha HEM, MOMCK MOSHbIX CIIOB, MOACYET KONMYECTBA CIIOB B TEKCTE.

[paHuLpbl CrioB Takke onpeaeneHbl B Mpunoxenun 29 k crangapty Unicode, HO B cnydvae gns
CMOB OHW [0MONHEHbI CROBapAMM AN KWTAWUCKOro, AMOHCKOTrO U ApYruxX A3blKOB. BaxHOW 1,
HaBEpPHOE, OCHOBHOM OCOBEHHOCTbIO WTepaTopa CHOBECHBbIX FPaHWL SBASETCA TO, YTO UM
NPUHUMAIOTCS BO BHUMaHWE andasuTbl U TpaaULMK NPaBONUCaHNS Pa3fINYHbIX A3bIKOB.

315



316

International Journal "Information Models and Analyses" Volume 7, Number 4, © 2018

[ina pa3paboTku NporpamMmmbl 4n1st CTPYKTYPHOM pa3MeTku TEKCTa Mbl UCNONb3oBanu Gubnuoreky
ICU4C-swift, roe knacc WordBreakCursor sBnsietcs 0bepTkoi Hag MTepaTopoM CrOBECHBIX
rpanuy ICU.

Ecnu xe roBopuTb 0 BbICTPOLENCTBIN, TO O4EHb HArNSAHO AEMOHCTPUPYETCS BbICTpOAEnCTBME
pabotbl camoit ICU no cpaBHEHWO C BbICOKOYPOBHEBLIMU CTPYKTypamu B Swift. [poxoxaeHue
Kypcopa no rpaHuLaM CroB B TEKCTE 3aHUMAET He Tak MHOrO BPEMEHM, Kak BCTaBKa CUMBOJIOB M
MOWCK NO3ULMM B TEKCTE C NOMOLLb0 GhyHKUMK String.index (_: offsetBy :). CnoxHocTb dyHKUmMM
ykasaHa B gokymeHTauum [14] kak O(n), HO ecnm WCMONb3oBaHWE AAHHOW (HYHKUMM eLle
BO3MOXHO AN HebonblMX 06bEMOB TEKCTA, TO C YBENMYEHUEM KONMWYECTBA CMOB B TEKCTE,
BPEMS BbINOMHEHNS NPOrpaMMbl BO3PACTaET 40 KPUTUYECKOrO ypoBHS (Puc. 3):

430
400

30

Bpema, mc

i
=]

26354 67262 85074 133806
Konw4yecteo CHMMBONOB

=Pa3buexa 623 BCTABKM CUMBONOB Pa3bWeHa CO BCTABHOW CMMBONOB

Puc. 3. 3aBucnmocTb BpEMEHN pa36MeH|/|9| Ha CoBa OT KONnn4yecTBa CMMBOJIOB B TEKCTE

[ns aHanu3a ucnonb3oBancs TekCT KOHCTUTYLMM YKpauHbl, KOTOPbIA Bbifl YCRIOBHO NOAENeH Ha
yeTblpe yacTu. Mpu aTom Bpemsi pa3bueHns 6e3 BCTaBku CUMBOIOB BbIPOCIO C 5,9 MUnnmncekyHa
[0 28,6 MUNAUCEKYHA NPW YBENWUYEHUM KONMYecTBa cumBOIoB ¢ 26394 no 133806. To ecTb ¢
YBENWUYEHMEM KOMMYeCTBa CUMBOSOB B TekcTe B 5,07 pasa, Bpems pasbueHus Bbipocrno B 4,85
pasa, YTO He SBMSeTCs YOOBNETBOPUTENbHLIM PE3yNbTaToOM, HO NPUEMMEMO ANS LarnbHEeNWero
COBEPLUEHCTBOBAHWS HANMCaHHOW NPOrpamMMbl.



International Journal "Information Models and Analyses" Volume 7, Number 4,©2018 347

Uto kacaeTcs pasbueHns TekcTa Ha CrnoBa CO BCTABKOM CUMBOJSIOB CTPYKTYPHOW pasmeTku, TO
Bpemsa Bblpocno ¢ 5509,3 munnucekyna go 130395,1 MunnucekyHZ npyv COOTBETCTBYHOLLEM
pOCTe KONMM4YecTBa CUMBOIIOB. TO €CTb C YBENUYEHNEM KONWUYECTBA CUMBOIIOB B TEKCTE B Te Xe
5,07 pasa, Bpemsi Bblpocno B 23,7 pasa, 4TO FOBOPUT O TOM, YTO WCMOMb30BaHWE OaHHOMO
anropuTMa HuKak HeBO3MOXHO 6€3 ero ynyuLleHns n U3MEeHeHUs.

Tabnuua 1. 3aBMCUMOCTbL BpeMeHU pa3breHnsa TeKcTa Ha CnoBa OT KONM4yecTBa CUMBOJIOB

B TeKcTe
KonuyectBo Pa3smep Bpems pa3bueHus 6e3 BcTaBku | Bpemsi pazbueHus co BcTaBkom
3HaKoB TeKcTa, 6anuT CMMBONOB, MC CMMBONOB, MC
26394 53590 59 5509,3
67262 136534 14,5 33662,6
95074 193082 19,9 66060,6
133806 271536 28,6 130395,1

N3 Tabmuubl 1 BMAHO, YTO HaMBOMbLUMA MPUPOCT BPeMeHW HabmniaaeTcs B MOMEHT BCTaBKU
cumBONOB. [lpu paccMOTpeHun 3TOM onepauun Obio NpoaHaNU3MpoBaHO BPEMS, KOTOPOe
BbIZENSAETCA Ha Kaxabl ee 3Tan, TaK kak 370 BPEMS U3MEHSETCS NPU U3MEHEHUN KONUYeCTBa
cumBonoB B obpabatbiBaeMoMm Tekcte. W3 rpadmkoB Ha puc. 4 BWAHO, YTO BpeMsi BCTaBKM
CUMBONOB SIBNSIETCA OTHOCWUTENBHO YCTOWYMBLIM — CpeaHee 3HayeHne pasHo 3,12 x 108
MUIIMCEKyHA. YTO KacaeTcs BpeMeHW onpeaeneHus no3vumn 4ns BCTaBKW CUMBOSIOB, TO 3Ta
BEMNMYMHA BO3pacTaeT NponopLMOHarnbHO POCTY KONMYECTBA CUMBOSOB B TEKCTE HAYMHAsA OT 5 X
10 0o 6,23 x 106 (T0 ecTb NOYTH B ThicAYy pa3). MpuunHbl: yHKuma String.index (_: offsetBy :)
BbIMOMHSET BaXHY AN nporpamMmucTa paboTy — onpeaensieT no3uumio B TEKCTe, YYuTbiBas
konuyectBo code points, KOTOpble BbIZENSIOTCH HA OOWH CUMBON B TekcTe (Kak 37O Obino
nokasaHo B npumepe ¢ Bykeoit A). To ecTb ecrm TeKCT COCTOMT W3 AECATU CUMBONOB U
HeobX0aMMO BCTaBMTb HOBbIM CMMBON MOCre CuMBONa Homep 7, TO doyHkums String.index
(_: offsetBy :) onpenenser nosuuuio B TeKCTe, B KOTOPOW HEOBXOAMMO BbINOMHUTL BCTaBKY
CMMBOSIA, M BO3BpALLAET MMEHHO KONMYECTBO CMMBOMOB, a He code points. [daxe, ecnu ans
oToBpaxeHus cumBona Bbiaensetcs 3-4 HOHUKOLOBCKMX code points (Hanpumep Ha cnaru B
cumBonax Emoji), dyHkuma pacnosHaet Unicode nocrnefoBaTenibHOCTb M UHTEPNPETUPYET ee
Kak OWH CUMBOI, TO €CTb UMEHHO TakK, kak BUAMT neped coboit norb3oBaTenb. OTO OYEHb
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nonesHo, B NepBYyKD oYepedb He TOMbKO MOTOMY, YTO He HY)XHO pacnpegensitb code points no
CMMBOMNaM "BPYYHYI0", HO M U3-32 HEBO3MOXHOCTW BCTaBKW HOBOrO CUMBOSA Mexay code points,
yTO NpeobpasyeT ero B APYro CUMBOM W Pa3pyLNT UMEKLMACH. HO 3TO UMEET CBOK LIEHY K
TpebyeT npoxoda Yepes BECb TEKCT, B KOTOPOM HY)XHO OMpeAenuTb MO3WLWK0 ANS BCTaBKM
cumBona. WUtak, ecnu kaxabin pa3s Bbi3biBaTb PyHKUMo String.index (_: offsetBy :) ansa BcTaBkm
CMMBOSIA B N NMO3MLMIO OT HaYana u Kaxzapli pa3 NpoXoAnTb IMHENHO MO TEKCTY OT Havana Ao n,
4yTO, B CBOK 04epeab, ByaeT 3aHMMaTb MHOMO BpEMEHM Ha 6onbLUMX 06 bemMax TekcTa ¢ 6onbLIMM
KONMMYECTBOM BCTaBOK, TO HYXHO MCKaTb MOAXOAbl K ONTUMM3aLMW NOrMkM 0BpaboTku TekcTa.
OCHOBHOM LieNnbl0 TakOM ONTUMM3ALMM LOIMKHO ObiTb YMEHbLUEHWE TEKCTa, KOTOPbIA LOIKEH
BbITb 0BpaboTaH gyHkumen String.index (_: offsetBy :).

1.00E-05
9.00E-06
8.00E-06
7.00E-06
6.00E-06
5.00E-06
4.00E-06
3.00E-06
2.00E-06
1.00E-06
0.00E+00

N h M~ oo Mmoo =~ Mmoo D PumMmoe

0 h o h Oy 00 00 20 00 00 P~ P~ M~ M~ [~ W Wl WO O O W W u vy v =

o h o h= o= = hs h o o g h s h = & o $

= N W~ 000 - M D=0 S N W WD 00 h = oo Wy P~ 0D

L I I I I O VI VI I T T O T O o T O O T T

BpemA BCTAaBHM CUMBOIOE s BpeMA ONpegeneHiA NO3IMLKMKA O0A BCTABHM

Puc. 4. BpeMﬂ onpefeneHna nosnunun ana BCTaBk U BCTaBKKU CUMBOSIOB, MUNINUCEKYHL

Mocne onTuMM3aUMM anroputMa, NpPUMEHSIEMOro Ans pasbueHus TekcTa Ha CrioBa, Bpems
paboTbl Nporpammbl CHM3MNOCL ¢ Bonee yem aAByx MuHyT go 800 munnucekyHa, TO eCTb
ckopocTb 0BpaboTku TekcTa yBenuymunack noytu B 170 pas.

Wrak, Hamu Obino wuccrnegoBaHo pasbueHne TekcTa Ha CrnoBa C  MOMOLLBIO  Si3blka
nporpammupoBanns Swift 1 ICU n nonyyeH HeymoBNETBOPUTENbHLIN pe3ynbTaT, MpUyMHa
KOTOpOro 3akntoyanacb B UCMonb30BaHMM yHKumM String.index (_: offsetBy :) HeHagnexalymm
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obpasom, 4To 1 6bIno ucnpaeneHo. MoxHO caenath creaytoLwuin BoiBod: codetanne Swift ¢ ICU
yBENMYNBaET BbICTPOAENCTBIE, YTO SBNSETCA NPEUMYLLECTBOM TaKOW CUCTEMBI.

Pa30bueHue TekcTa Ha npeanoxeHus

Pa3bueHne TekcTa Ha NPeanoXeHns UCMomnb3yeTcs ANs TakuxX NpUKNagHbIX, OPUEHTUPOBAHHBIX
Ha Monb3oBaTens 3agad, Kak, Hanpumep, BblAeneHWe NPeasioKeHUs nocne TPOWHOMO Lienyka
KnaBuLEN MbIWX Ha MoOOM parMeHTe NPeafioXeHus, Ha KOTOPOM HaxXOAMTCS ykasaTefb
MbILLK; BblAeneHne YacTu TekcTa, B KoTopoit Gonee ogHoro cnosa. OnpefeneHue rpaHuy
NPeanoXeHnn Jaxe B MNPOCTOM TeKCTe He SABMSETCA OOHO3HAYHO pELLEeHHOM 3ajadeit.
Hanpumep, TOuYKa, KOTOPYK MPUHATO CYMTATb KOHLOM MPELSiOKEHWS B YKPaMHCKOM
NpaBoNMcaHuM, MOXET OblTb 3HAKOM B [ECATUYHON 4pobu, a KaBblykM B MPSMOM peyn B
aHIUACKMX TEKCTax MOTYT yKa3blBaTb Kak Ha KOHEL, MPeasioXeHMs, Tak U Ha OKOHYaHWe NpsiMoit
peun 6e3 OKOHYaHWS OCHOBHOTO NpeanoxeHus. MogobHbIn npumep npusegeH B MNpunoxeHun 29
k ctangapty Unicode [12]:

He said, “Are you going?” John shook his head.

“Are you going?” John asked.

Cumeonbl <?, “, npoben, nponncHasn Gykea> B NePBOM NPEANOXEHNN NPUMEPA ABNSAKOTCA
yKasaTensmMu Ha KOHEL MNpearoXeHWs, a BO BTOPOM MEPBOM NPEANOXeHWM npumepa
pacnonoxeHbl B cepeayHe NpPeanoxeHns. bes ceMaHTYeckoro aHannsa LOCTaTOMHO CIOXHO
NPaBUIbLHO OMPeaennTb rpaHNLbl NPEANOXEHUA, N AaXe NOCNE CEMAHTUYECKOro aHanmuaa 4acTto
OCTalOTCH HEonpeaeneHHocTh, Ho 06bIYHO, NOAXOL, Peanu3oBaHHbI B anroputMe pasbueHus
TekcTa Ha npeanoxerns ICU, pabotaeT ygoBneTBOPUTENBHO.

OyeHb BaXHbIM MOMEHTOM MpU ONPeaeNieHnn rpaHnL, NPeasioXeHNn SBNSETCS UX NoKanu3auus,
KOTOpas OYeHb CWUMbHO BIUSIET Ha pesynbtaT pabotbl anroputMoB ICU. AkTuBaums wnm
[eaKTMBaLMS KaKOM-TO YacTW NOTUKM MOXET ObITb BbIMOMHEHA Kak BPYYHYK pa3paboTunkom,
koTopbin ucnonb3yet ICU, Tak 1 BbINOMHATLCS aBTOMATMYECKW C MOMOLLBIO Nokanuaauun. ns
aToro KoHcopuuymom Unicode Gbin cosgaH «Peno3utopuit AaHHbIx obLen nokanusauyum» [15], B
KOTOPOM MOXHO HalTV MHGOPMaLMo O TOM, Kak Ta UK WHas noruka paboTaeT B 3aBUCMMOCTU
OT TeKylen nokanusaumn. Penosutopuit AaHHbIX obuwen nokamusaumn (CLDR - Unicode
Common Locale Data Repository) wupoko ucnonb3yetcs koprnopauusiMu, npogyKTbl KOTOPbIX
3aBUCAT OT PerMoHasbHbIX CTaHAapTOB. BOT KpaTKMn CMMCOK OpraHn3auuin, KoTopbin NpUBOAUTCS
Ha cante CLDR:
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e Google (Web Search, Chrome, Android, Adwords, Google+, Google Maps, Blogger,
Google Analytics, ...)

e |BM (DB2, Lotus, Websphere, Tivoli, Rational, AlX, i/0S, z/0S,...)
e Microsoft (Windows, Office, Visual Studio, ...)

Kpome nokanusaumn B Mpunoxenun 29 k crangapty Unicode [12] Takke npuBeneHbl 3HaKK
4neHoB rpynnbl Sentence_Break (rpaHuLbl NPEANOXeHMs), KOTOPbIMA 0BbIYHO SBNSIOTCS 3HAKM
npenuHaHus, nepesog kapetku u Tomy nogobHoe. lNepeyeHb rpynnbl Sentense_Break moxHO
HanTu B Tabrnuue 4 MpunoxeHust 29 k ctaHgapTy Unicode. MHTepecHo, 4To Tam NpuBeaeHb! 1
3Haku npenuHanua rpynnbl SContinue, CUrHanuaupylowme o0 TOM, YTO MPEAnoXeHWe He
3aKOHYMNOCb, HanpuMep, ABOeTouYMe, 3ansaTas, geduc n Tomy nogobHoe. [MonHbI nepeyeHb
9TOWN rPynMbl MOXHO HaWTK B TO xe Tabnuue 4.

Takke BaxHyl pornb B wuTepatope rpaHuy npegnoxenud |CU wurpatoT npasuna  ux
noeHTudukaumn. Mo cyT OHW SBRAKOTCA MOBTOPSIOLYMMCSH COYETAHMEM UNIEHOB rpYNMbl
Sentence_Break u cnyxat gng 3agaHus MakpocoB (Habopa WHCTpyKuwi) Ans npaeuna
OnpefeneHns rpaHuy npeanoxeHuin. Hanpumep, Makpoc "npepsaTb NpennoxeHWe nocne
TEPMUHATOPOB (3MEMEHTOB, CUrHaNM3NPYIOLLMX OCTAHOBKY B KOHTEKCTE), HO BKNKOYATh 3aKPbITUS
NyHKTyaUuu, KoHeuHble npobenbl u niobble pasgenutenn ab3aues" o6o3HavaeTcs Kak
mHoxecTBo SBY ... SB11. lNonHbIN cNnCoK MakpoCoB NpuBeaeHsl B Tabnuue 4a "Sentence_Break
Rule Macros" B MpunoxeHuu 29.

Kak n B cnyyae ¢ wuTepaTopom Ans CrioB, utepatop Ans pasbueHus npeanoxeHun Obin
peanu3oBaH ¢ nomoulbto Bubnuotekn ICU4C-swift, roe knacc SentenceBreakCursor siBnsietcs
obepTkoit Hag uTepaTopom rpaxul npeanoxernii B ICU. boictpogeiicteue noruku ICU onsath xe
nokasano cebs [OCTATOMHO XOPOLLUO, YEro Henb3s CkasaTb O BbICOKOYPOBHEBOW MOruke 13
Bubnuotekn Swift programming language 4ns noucka nosvUmMu B TEKCTe U NS BCTaBKU TeKCTa B
KOHKPETHY0 MO3NLMI0, O KOTOPOi YNOMMHANOCh B pasaene o pasbueHun Tekcta Ha crosa. [Ans
aHanu3a Bbln Ucnonb3oBaH TOT xe TekCT KOHCTUTYUMM YKpauHbl. Pe3ynbTaTthl oka3anucb XoTa 1
3HAYNTENbHO NyYLWKUMK, HO NOAOBHbLIE MpeablayLM: C YBENNYEHMEM KONMYECTBA CMMBOIIOB B
TekcTe B 5,07 pas, Bpems pasbueHus TekcTa Ha npeanoxeHns 6e3 BCTaBki CUMBOSIOB BbIPOCTO
B 3,78 pasa, YTO Jaxe HECKOMbKO Nyylle, YeM B Cryyae co crnosamu (tabnuua 2, puc. 5). Ho
Bpemsi pa3bueHns TekcTa Ha MpeanoXeHusi, CO BCTaBKOM CUMBONOB, BbIpocno B 15,9 pas, uto
HEMHOTO W fyylle, YemM B Cnyyae CO CnoBaMu, HO BCE PAaBHO [OBOPUT O TOM, YTO
BbICOKOYPOBHEBY!O JTOTMKY €O Swift Hy)XHO peann3oBaTh No-4pyromy. BaxHO NOHMMATh TO, YTO HE
cama noruka B Swift sBnsieTcs MeaneHHOW, a KOHKpPETHas peanus3auus ¢ ee UCMoSb30BaHUEM
Hyxgaetcs B gopaboTke.
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Tabnuua 2. 3aBMCMMOCTb BpeMeHU pa3bueHns TeKCTa Ha NpeanoXeHus

OT Konn4yecTtea CUMBOJIOB B TEKCTe.

Konunuectso Pasmep Bpems npoxoaa Bpewms co Konunuectso
3HaKoB TeKCTa, no TEKCTY, MC BCTaBKOM npeanoxeHnn
oant CMMBOSIOB, MC
26394 53590 19 24 474
67262 136534 3,6 107,6 1151
95074 193082 55 2258 1651
133806 271536 7,2 3824 2224
140000
120000
100000
E smm
E_
;5_ G0000
40000
20000 3
’ 26354 67262 5074 133E06

ROAMYECTED CHMBONOE

Pasbuera De3 BCTAEKK CHMBONOE Pa3bMexa cO BCTABHON CMMBONOB

Puc. 5. 3aBUCUMOCTb BpeMeHu pa3bneHnst Ha NPeAnoXeHust OT KONMYECTBa CUMBOIIOB B TEKCTE

Mopmo6Ho paboTe ¢ onpefeneHnem rpaHuL CroB B TEKCTE, rPaHuLbl NPeANOXeH!I pa3MeyatoTcs
onpefeneHHbIMA  CUTHAMbHBIMA  3HAKaMK, WCMOMb3yeMbiMM AN AanbHedwern paboTbl C
pa3MeyeHHbIM TekcToM. Kaxnas BCTaBka CYMBOMOB B TEKCT — onepauusi, Tpebylollas MHOro
BpemeHi. MoaToMy anropuTMbl Pa3MeTKN TEKCTa Ha NPeanoXeHUs Takke Obini U3MEHeHb! Ans

321
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TOro, YTOObI OMpedensTb MO3UUMI0 AN BCTaBKM B HaWMeHblleM OTpeske Tekcta. [locne
MOOU(MKaLMA BpeMs CO BCTABKOW CUMBOSIOB YMeHblumncs ¢ 382 munnucekyHg po 10
MWUIIIUCEKYHA, YTO CYLLECTBEHHO YNyYLLInno paboTy nporpammbi.

[ns Tex, kto ucnonbayet Swift programming language ans paboTbl ¢ TEKCTaMW, pekoMeHayeTcs
onpegeneHne nosuuyuu cumeona B Tekcte (Swift.String.Index) Ha MUHMManbHOW ANMHE TekcTa.
Ecnn B kayecTBe BXOQHOrO mapameTpa BbICTYNAeT YWCMO, MOKasbiBalOLee pacCTosHWE OT
ONPEeAEneHHoN NO3NLMN B TEKCTE K XXenaemoi no3uumn BCTaBKK, TO BPEMS MOUCKA Xenaemoi
no3nLMK pacTeT NPOMNOPLIMOHANBHO BEMMYMHE STOTO YMcha.

B Swift (Bepcuu 4) TekcT npeAcTaBneH Kak "TeKCToBast BENMYMHA, COCTOSALLAN U3 COBOKYMHOCTU
cumsonos Unicode" [16]. Ctpyktypa String B Swift sBnseTtca obbektom abcTpakTHoro Tuna
KOMnekumn, Kotopasi no3BonsieT paboTatb C TEKCTOM Kak C MacCvBOM (MM MHOXECTBOM)
CUMBOJIOB, MO3TOMY MPW CMELLEHWN KapeTKn PEKOMEeHAYeTCs CMellaTb ee Ha MWHMMarbHoe
PacCTOsiHWE U COXPaHSTb NPEXHIOK NO3ULMI0 KAPETKI NOCE KOHKPETHOrO dneMeHTa Maccuea.

Wrak, nopobHo npegblgywemy pasgeny, 6bino  uccnepoBaHo pasbueHue  TekcTa  Ha
NPeanoXeHns C NOMOWDbI  A3blka  nporpammupoBanus  Swift u ICU  u  nonyyeH
Hey4OoBNeTBOpUTENbHBIN pe3ynbTaT. CkopocTb pas3bueHns, KOHeuyHo, Obina Bbiwe, Yem npu
pasbueHnn Ha CnoBea, HO BCE PABHO HEAOCTATOMHO BbICOKOW Anst 06paboTkM TEKCTOB BONbLIKX
obbemoB. CuTyaumss u3MeHWnNacb K Nyywemy Nocne YCOBEPLUEHCTBOBAHMS  NIOTUKM
(hOpMMUPOBaHUSI MHAEKCA ANs BCTaBKM CMMBONA pa3meTki. CHOBA MOXHO CenaTh BbiBO, YTO
covetanne Swift ¢ ICU paer 6Gonee Bbicokoe ObICTPOAENCTBME, UTO TaKke SBNSETCS
NPEMMYLLECTBOM TaKOI CUCTEMbI U ANS pasbueHns Ha NpeanoXeHns.

BbiBOAbI

B gaHHo cTaTbe Bbinn paccMoTpeHbl uctopudeckue ceeaenuns ob International Components for
Unicode, cuctema Unicode, cdpepbl npumenenns ICU, wucnonb3oBanne ICU B a3bike
nporpamMmmupoBaHns Swift, a Takke NpuBeAeHbI pesynbTaThl UCMbITaHUI Ucnonb3oBaHns ICU ans
pa3buBKM TEKCTA Ha CMOBA W NPEANOKEHUS.

WcTopumio KogMpoBaHUs CUMBOMOB B KOMMbIOTEPHBIX CUCTEMAX MOXHO CBECTU K YTBEPXKAEHMIO
Tpex ocHoBHbIX cTaHaapToB: ASCII, ANSI u Unicode, nocrnegHun u3 KOTOPbIX CTan Takum,
koTopbIn Bobpan B cebs BCe CUMBOMbI andaBuTOB U CUCTEM MUCbMEHHOCTW Ha 3emne, YTo
CbIrPano BaxHy ponb A1 ageksaTHOro obmeHa nHgopmauuen B cetu Internet.

Nornka ICU wncnonb3yetcs B 60MbLUMHCTBE CUCTEM, paboTalowmx ¢ gatamu U KaneHgapsamu,
noKanblo, KOAMPOBAHWEM CUMBOMOB CHACTEM MUCbMEHHOCTM Pa3NMYHbIX A3bIKOB (BKMHOYas
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CUCTEMbI C PasfnUYHbIM HarpaBeHWEM YTeHUs!), YTo M obecreynBaeT Habop Ans peLueHus
npobnembl MHTEPHALMOHANM3ALMM W rnobanu3aumy MHPOPMALMOHHBIX TEXHOMOTUA.

AsbIik nporpammupoBaHus Swift ucnonsayet noruky ICU ans paboTbl ¢ TEKCTOM, NoKanbio U T.4,
HO MOAZEePXKMBAET OrpaHNYEHHbIn HABOp  (OYHKUMIA, MO3TOMY aBTOPbl  PEKOMEHAYHOT
ncnonb3oBath ICU kak cTaTmyecks CKOMNMAMPOBaHHy Oubnnoteky, yto Oyaet yaobHO u
BesonacHo npu nybnukayum nporpammel B AppStore.

Pa3bneHne TekcTa Ha CroBa W MPEANIOXEHWS SBMSETCA LOCTAaTOMHO CMOXHOW 3agaven C
BOMbLIMM KONMYECTBOM MPaBMWI U UCKMOYEHUIA, MHOTUE U3 KOTOPbIX peanun3oBaHbl B ICU, 4to 1
rOBOPUT O LenecoobpasHoCT UCMONb30BaHMSA 3TOM cucTEMbl. Ha A3bike mporpaMMMpoBaHmMs
Swift ynobHo pabotaTb C TEKCTOM M3-3a TOr0, YTO B HEM OH MPEACTaBIEH Kak KOMneKuus
CMMBONOB, cocToswue 13 code-points. Moatomy paspaboTunk paboTaet ¢ TEKCTOM, KOTOPbIN OH
«BMANT». BaxHo npaBunbHO peann3oBbiBaTb (hopmupoBaHus Swift.String.Index ans BcTaBkm
CUMBOJIOB Pa3MeTKM, Beb HENPaBMibHAsA peanu3auns MOXeT YBENUYUTb BPEMS BbIMOMHEHUS
Nporpammbl B COTHU pa3, kak 3T0 BMAHO W3 Tabnuy u rpadukoB, NpUBELEHHbIX B pasgene
«Mcnonb3oBaHue International Components For Unicode ans CTpyKTypHOR pa3meTku TEKCTay.
[Ona pasbueHus Tekcta wucnonb3osanucb wtepatopbl ICU, a norvka nporpammbl 6bina
peanu3oBaHa Ha Swift.

ABTOpamn Obinn BbISIBNEHbI HETaTMBHbIE aCMeKTbl KOHKPETHOW peanu3auun (kak Aenatb He
cneayeT) W OaHbl PeKOMEHZAUMW Mo MWHMMM3ALMM BPEMEHM BbIMOMHEHUSI MPOrpamMMbl (Kak
HeobxoauMo aenartb).

Wtak, ecnn nogblToXuTb HegocTaTku ucnons3osaHus ICU, To oHu cnepytoLume:

1. TpebyeT MHOro ycunuin ansa yctaHosku Ha OS Linux 1 ans ncnonb3oBaHWs C S3bIKOM
nporpamMmmnpoBaHns Swift;

2. cneundmdeckas peanmsaums cTpyktypbl String B Swift XoTb 1 yb6eperaet oT onacHOCTU
nonactb Mexay kogosbIx eanHny, Unicode ogHoro cumsona, Ho TpebyeT hopMupoBaHus
cneumguyeckoro Haekca B TekCTe Ans NO3MLMOHMPOBAHUS MeXy CUMBOMNaMM;

3. npw nybnukaumm npogykta B AppStore ero MoryT OTKMOHUTb W3-3a UCMONb30BaHUS
npuBaTHbIX UHTEPENCoB Apple, koTopble sBnaTC UHTEpdencamu ICU.

MpeumyLiectea ncnonb3osaxns ICU:
1. KpoccnnaTtOpMEHHOCTb;

2. COAEPXMT Habopbl CUMBOIIOB, YTO SIBNSIETCS pe3yNnbTaToM paboTbl HaL KOAMpOBaHWEM
Pa3NNYHbIX A3bIKOB;
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3. cofepxuT (pyHOAMeHTanbHbl (DyHKUMOHAN Ang paboTbl C CUMBOSbHBIMUA JaHHbIMU,
TeKCTamut (B YaCTHOCTM, TOKEHM3ALMK);

4. BbicTpogencrame.

Hanuuve eanHoro "xpaHunuwa", Kotopoe Morno Gbl BMECTUTL B Ce051 BCE CUMBOSTbI BCEX S3bIKOB
Mupa — cepbesHas npobrnema, C KOTOPOW CTOMKHYNOCb YErioBEYeCTBO B  npouecce
WH(opMaLmMoHHOW  pesomtouun.  OTCYTCTBME peLLeHWst Takou npobriembl Ans  CUCTEM
NH(OPMALMOHHO-KOMMYHWKALMOHHBIX TEXHONOTUI Bbina bl paBHOLEHHOM KOMMYHMKALMW 3THX
cuctem Mmexgy cobonm "Ha pasHbix ssblkax'. K cyacTtbto, Unicode He TOMbkO CTan 3tum
€OMHCTBEHHbIM XPAHWUMWLIEM, HO 1 0Becneynn eanHbIN MexaHW3M KOOMPOBaHWS CMMBOJIOB, W
npeaocTaBun B ONPEAENEeHHOM CTeneHn cuctemam obmeHa WHGopMmauuein BO3MOXHOCTb
NOEHTUYHOrO OTOBPaXEHUS 3TON MHApOPMaLMK ANs YeroBeka ¢ 0benx CTOPOH CETU Kak Ao, Tak 1
nocrne KoaupoBaHus 3ToW WHopMmauum ans ee nepepayn. International Components for
Unicode, B cBot0 ovepenb, Ha 6ase Unicode obecneunn ganbHemwme Lwary no HanpaBneHUo K
WHTEepHaUMOHanu3aumm n rnobanusaumn, paspabotas CTaHgapTbl W npasuna Ans pabotbl C
NoKanblo KaneHaapy v gatamu, rpaHauamu B TEKCTE U T.4., 4TO 06ecneynno 3HauyuTernbHoe
YCKOpeHWe nepexoga OT MHGOPMALMOHHOW K CETEBOW 3MOXM YesioBeYeCTBa.
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RESEARCH OF THE INTELLECTUAL SYSTEM OF KNOWLEDGE SEARCH IN
DATABASES

Oleksii Vasilenko, Oleksandr Kuzomin, Bohdan Maliar

Abstract: The aim of the work is to research a modification for Rete pattern matching algorithm
for medical expert rule-based systems. Developed modification uses the power of cloud system in
order to shift the load from user’s CPU and RAM.

The work use Java programming language for implemented algorithms and support software. To
provide high computing power used Amazon Elastic Compute Cloud — Amazon Linux AMI which
included Java OpenJDK Runtime Environment.

Keywords: data mining, knowledge search, intellectual system, databases.

ITHEA Keywords: E.2 Data Storage Representations, F.2 Analysis of algorithms and problem
complexity.

Introduction

The task of the differential medical diagnostic system is to determine the diseases that the patient
may be ill, based on observations of his symptoms. Depending on the type of medical data there
are two main approaches to medical diagnostics: diagnostics using the methods of probability
theory and mathematical statistics based on objective statistical information; diagnostics using
artificial intelligence based on subject information, i.e. knowledge and experience of a group of
doctors.

One of the many areas of artificial intelligence is an expert system. The expert system has the
following advantages: high efficiency; performance; reliability; accessibility to understand. To
improve the efficiency of the system, knowledge base flexibility is required.

The system is focused on the possible expansion of the list of diseases, symptoms and
interrelations between them by the criterion of the expediency of their use. A rule-based system is
used to store and manipulate knowledge to interpret information in a useful way. A medical expert
rule-based system is a software that is designed to help doctors around the world to choose the
correct diagnosis based on a cluster of symptoms based on the list of knowledges provided by
contact with a patient [Giarratano, 1994].



328

International Journal "Information Models and Analyses" Volume 7, Number 4, © 2018

The common approach for rule-based system search is to analyze these knowledges and
compare them with the knowledge base. The knowledge base consists of human-crafted rule
sets.

Therefore, the goal of the work is to improve Rete algorithm for medical expert system by using
the cloud as computing power.

Methods and models for problem resolution

Semantic Networks is the knowledge representation model most closely related to natural
language. A semantic network is an oriented graph with vertices that correspond to symptoms,
syndromes, etc. regarding to illness, concept or diagnostic situation, with other situations that can
be identified by different methods that characterize the relationship between the objects of the
study. The advantages of semantic networks include great expressive possibilities; visibility of the
knowledge system, which is presented graphically; proximity to natural language, which is used
when filling in the medical history (ontologies and precedents of “close” ones by the signs of the
disease) compliance with the modern electronic representation of patients and their diseases;
easy adjustment [Jackson, 1990].

The negative points of using the network model are the following facts:

— the model does not give a clear idea about the structure of the subject area, which
corresponds to it, therefore, the formation and modification of such a model is very
difficult;

— network models are passive structures, for the processing of which requires a special
apparatus of formal withdrawal and planning;

— the complexity of the search and conclusion on semantic networks; the presence of
multiple relationships between network elements;

— the presence of multiple relationships between network elements.

A few words according to the usage of frame structures for diagnostic modeling. In its
organization, the frame model is a lot like a semantic network. A frame is a collection of nodes
and relationships organized hierarchically, where the upper nodes are general concepts, and the
lower nodes are more particular cases of these concepts. Frames reflect a typical pattern of
action in a real situation. Each node is an attribute - a slot containing a certain concept and value
of this concept, or how the value of a slot can be the name of another frame, or a slot can contain
the name of a procedure with which a specific value can be calculated, or a range of values can
be found in a slot. A set of frames can be networked, while the frame properties are inherited
from top to bottom, the top frame contains more general information that is valid for the entire
hierarchy of frames. The use of frames in the formalization of the medical subject area gives quite
effective results.
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Negative aspects when using frames of knowledge representation models include the difficulty of
adapting the model when introducing new knowledge, the need to use sufficiently large amounts
of memory that are necessary for storing model elements, as well as the lack of simple
mechanisms for managing knowledge output.

The basic idea of building logical models of knowledge representation is that all information
necessary for solving applied problems is considered as a set of facts and statements, which are
represented as formulas in a certain logic. Knowledge is reflected by a combination of such
formulas, and the acquisition of new knowledge is reduced to the implementation of inference
procedures [Kuzomin and Vasylenko, 2010].

The positive qualities of logical models include the fact that the basis should be the classical
apparatus of mathematical logic, whose methods are well studied and have a formal justification;
the presence of sufficiently effective procedures for withdrawal; knowledge bases can only be
stored using a variety of axioms, and all other knowledge can be obtained from them by the rules
of inference. The main drawbacks of the logical method of knowledge representation are the
considerable time spent on building a chain output; the inability to effectively describe the rules on
exceptions; the need to describe a large number of rules and statements when modeling a real
medical disease, which may be contradictory.

Ontologies are another way of describing the subject area, the basic concepts of this area, their
properties and the connections between them. Practically all models of ontologies contain
concepts (concepts, classes, entities, categories), properties of concepts (slots, attributes, roles),
relationships between concepts (connections, dependencies, functions) and additional
restrictions. Ontology, together with many individual instances, constitute the knowledge base,
describes the facts based on the generally accepted meaning of the dictionary used. The
advantages of ontologies are determined by the possibility of sharing by people or software
agents for a common understanding of the structure of information; the ability to reuse knowledge
in the subject area; the ability to separate knowledge in the subject area from operational data;
ability to analyze knowledge in the subject area.

As an example of using the semantic network model for solving medical diagnostics problems, we
can use the CASNET system (Causal-Associational NETwork). On the basis of logical models,
such systems as MYCIN - a system for diagnosing bacterial infections or a system INTERNIST -
a diagnostic system in the field of general therapy are built. Given the level of development of
information computer technologies, ontologies have found their application in many subject areas,
in particular in medicine, the SNOMED dictionary or the Unified Medical Language System can
be noted, which are used to formalize common terminology and annotation in the field of
medicine.
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Formally, the task of medical diagnosis can be presented as a classification task, which consists
in the fact that in order to match the set of input parameters a specific disease.
The basic approaches that are used to solve the problem of medical diagnosis can be grouped as
follows:

1. Logical approach.

2.Statistical approach.

3.Bionic approach.
The logical approach to making decisions in medicine is quite common, as it is a direct reflection
of the doctor's considerations. The reasoning of the physician during the diagnostic process must
be assured, consistent and evidence-based. That is, to determine a violation, which is
characterized by a complex of symptoms, it is necessary to use the laws of formal logic. You can
make a diagnosis using inductive reasoning associated with the prediction of the results of
observations based on past experiences. But the inductive method in the diagnosis of the state,
since the logic of knowledge and considerations is deductive in nature. Therefore, the deductive
method is usually used in determining the diagnosis, that is, the process of deductive inference
from a certain set of suspected diseases of the required diagnosis.
A variation of the logical approach is the method of decision trees or classification trees. To use
this approach, the rule base of the form is composed: "If> Then" in the form of a hierarchical
structure, which is a tree. To determine the class of the disease, it is necessary to answer the
questions in the nodes of this tree, starting from its root, and thus make the transition to the next
question. The positive aspects of this approach are the clarity of the method and clarity. But in
practice, a number of questions arise that limit the use of this approach in solving the problem of
classification. One of the problems associated with the choice of the next node. To solve it,
various algorithms are used, which often give a too detailed tree structure and can lead to errors.
Despite the various features of this approach, the logical scheme of questions and answers of the
diagnostic process in the form of decision trees has been successfully applied in practice.
The group of statistical methods includes the Bayesian approach, methods of discriminant
analysis, and conclusion based on precedents. The use of the Bayes theorem in determining the
class of the disease is a common approach due to its simplicity, clarity and simple mathematical
calculations, but it has a clear disadvantage - a large database of archival data is needed for the
likelihood of a diagnosis to meet reality. Also, a negative point is the fact that a rare disease or
non-standard symptoms are difficult to correctly identify.
Discriminant analysis is characterized by the presence of many calculations, the emergence of
various kinds of connections between symptoms, the elucidation of the effect of the relationship
of signs on the result of diagnosis, usually pulls in difficulties in solving a medical problem.
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The case-based deduction method (Case Based Reasoning) is an approach based on the use of
previous cases and experience. To make a decision, the search for similar precedents that took
place in the past is first carried out, and then a measure of proximity between the new and all
found cases for which solutions are determined is calculated. This approach has a number of
limitations: a system based on precedents, built on knowledge, which is “drawn out” of experts,
which means that there is a measure of subjectivism; knowledge gained from people needs to be
assessed, verified and assessed for their credibility; lack of solving such problems for which there
are no precedents; arbitrariness in the choice of a measure of proximity; a sharp decline in
performance with a large set of input parameters.

The bionic approach is a process of artificially reproducing those structures and processes
characteristic of the human brain. The advantages inherent in this approach are quite large: the
ability to adapt (learning and self-learning) the parallelism of information processing; robustness
(resistance to individual failures). Neural networks (NN) are used in solving problems of medical
diagnostics, problems of classification (clustering), approximation, forecasting. Sometimes the
applicability of the neural network approach is limited due to some drawbacks: a large amount of
archival data is needed to train the created neural network; The factor of subjectivity in creating
the NN structure is very important - the number of layers, the number of neurons in each layer
and the activation function are selected by an expert, which, in turn, introduces additional
uncertainty; Also, when training an NN, there is a possibility that the selected structure will not
give adequate results when using some input data; Sufficient sensitivity to the input data - a
training pattern on which NN learns must be properly prepared to eliminate the additional weight
of individual input parameters, leading to unreliable learning outcomes.

Thus, the task of medical diagnostics is a rather complicated task due to the fact that patient data
is poorly structured and have a different character. Some of the necessary information relating to
the patient is usually missing, which introduces additional difficulties in the processing of medical
data; some of the information is qualitative, since it is determined by the doctor, that is, there is a
share of subjectivity; some of the information reflects the results of the analyzes, which means
that it is necessary to take into account the randomness factor due to measurement errors. To
date, there are several approaches to work with uncertainty in the tasks of medical diagnostics.
The probabilistic approach is an approach where unknown factors are statistically stable and
therefore represent random variables or random events. In this case, all the necessary statistical
characteristics must be determined: the laws of distribution and their parameters, functions, or
probability density distributions, which, in turn, introduces additional difficulties.

Another approach to accounting for uncertainty is the use of the theory of fuzzy sets, which allows
you to take into account the inaccessible or no data, or the data are of an exclusively qualitative
nature. However, the application of this approach is associated with a number of difficulties, for
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example, with determining the type of membership function, as well as difficulties with the
subsequent processing of fuzzy data.

Resolution of the problem

The medical expert system of differential diagnostics is a system for determining diagnostic
hypotheses based on the medical knowledge of a group of doctors and the facts of the patient's
symptoms found. Diagnostic hypotheses are possible diseases (expert judgment) that a patient
suffers from [Kuzomin and Vasylenko, 2010]. Based on diagnostic hypotheses, it is possible to
determine the possible specialty of a doctor, according to which the patient should be treated
[Kuzomin and Vasylenko, 2014].
The formal model of the system can be represented as a tuple:

MESDD = (WM ,KB,UI, IE,EM,KA), (1)

where wM - the working memory; KB - medical knowledge base; uUr - user interface; IE -
control output diagnostic solutions; Erp - explanation of performance information; x4 - the
acquisition of medical knowledge.

In the mode of acquiring knowledge, expert doctors fill the system with medical knowledge, which
allow it to independently solve the problems of finding a diagnostic solution in the mode of
medical consultation. In the mode of medical consultation, the user-patient is involved in
communicating with the system, who is interested in the effective diagnostic information and
explanatory information of the result.

The key concept of the system is the knowledge base. For the presentation of knowledge in the
system, a combination of frame and fuzzy knowledge bases was chosen. The frame knowledge
base is presented to describe the current state of the field of diagnostics, that is, a quantitative
assessment of each disease based on knowledge from the knowledge base and evidence of
symptoms. A fuzzy knowledge base is presented to describe the dynamic known in the transitions
between the states of the diagnostic area, that is, a cause-effect relationship that relates a
disease to symptoms in its symptom complex. Using procedural knowledge and the inheritance of
frame properties, you can implement a mechanism for controlling the output of a diagnostic
solution.

Frame knowledge base can be represented as a tuple:

KB =(FC, FSM., FSD, FSS. FSC.{FIM, }{FID, } {F1s, } {FIC, ) 2)

where FC - a frame class; FSMm - specialty frame prototype; FSD - a prototype of the disease;
FSS - symptom frame prototype; FSC - prototype frame of the symptom complex; {Fin,} - a

set of frames-instances of specialties; {FID j}- a set of frames-instances of diseases; {Fis,} - a

set of frame-instances of symptoms FSc, - a set of frame-symptom complexes.
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Formally, a fuzzy rule can be represented as a tuple:

FR=(NFR,{{FSMS;,SF;)}— FSMD,CF), (3)

where WFR is the name of a fuzzy rule; Fsums; is a fuzzy statement of a symptom variable; SF,

is the coefficient of symptom specificity in a symptom complex; FSMmD is a fuzzy statement of a
variable disease; CF is the coefficient of confidence of the likelihood of the disease.
Formally, a fuzzy statement of a single variable can be represented as a tuple:

FSM =(LV,LT,M), (4)

where LV is a linguistic variable; LT is the linguistic term of the variable Az - modifier, which

correspond to the words “very”,

» o«

more or less”, “no”, etc.

Formally, a linguistic variable can be represented as a tuple:

LV =(NLV,TSLV, ULV ,GLV ,MLV,TLV) (5)

where NLV is the name of the linguistic variable; 7SLV - term set of linguistic variable; ULV -
the domain of definition of each 7sLV element; GLV - syntactic rules, often in the form of a

formal grammar, generating the name of linguistic terms; MLV - semantic rules that define the

membership functions of linguistic terms generated by the syntactic rules of GLV ; TV is a type

of linguistic variable (symptom or disease).
Formally, the linguistic variable term can be represented as a tuple:

LT = (NLT,MF), (6)

where NLT is the name of the linguistic term; mF - a variable membership function of a

linguistic term. As the membership function, the following functions are used:

1

1+(”‘b]2’ 7)

C

Hir (“) =

where b and ¢ are the settings: b is the coordinate of the maximum of the function; c is the
coefficient of concentration-stretching function.

In a system based on a combination of frame and fuzzy models, symptom slots are treated as

weekends, and disease slots are targeted. When generating additional questions, procedures-
methods are initiated that implement the opposite conclusion to determine the initial values of
possible symptoms. When assigning the initial values of the slots, the demons procedures that

are responsible for the direct inference and perform a fuzzy inference to obtain the target values
of the disease slots will work.

To highlight the final diagnosis for the disease, 3 main criteria are used:

— the most minimal range of reliable solutions;
— the most maximum current integrated assessment of the disease;
— the maximum area of unreliable decision.
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When implemented, the system checks the suitability of the fuzzy-production rules of each
disease for each fact of symptoms in the working memory, if necessary, performs them and
proceeds to the next disease, returning to the beginning when all diseases are exhausted. To
ensure speed with a large knowledge base and a large number of facts in the working memory,
the Rete algorithm is used. This algorithm sacrifices the amount of memory for speed, so the
calculations must be carried out in cloud systems, it will simplify the load on the doctor’s working
machine.
When using the Rete algorithm, the medical knowledge base translates into a network of Rete (or
a prefixal tree), in the end nodes of which there are, on the one hand, procedures-demons
attached to output slots, and on the other, procedures-methods for obtaining values of target slots
with the truth of the premise of fuzzy-production rules, information about which is stored in the
intermediate nodes (a and f-memory). When symptoms enter the working memory, output slots
are assigned a value, and only a small part of the network connected to it is updated.
At the time of assignment, not all rules are known under conditions of uncertainty. Therefore, it is
impossible to build a single network for all the rules. Such a modification of the Rete algorithm is
called the fast Rete algorithm.
The following components should be stored in the modified Rete network:
— an activation list in which parent slots are stored, i.e. slots of prototype frames;
— the context of the activity, which stores references to the current frames that caused the
activation, that is, instance frames.
When changing the value of some source slot, it is in the premise that all the associated demons
are activated, which directly try to calculate the value of the target slot in the conclusion. When
calculating using the fuzzy inference algorithm, B-memory stores intermediate results, and the
slots are used as a-memory. Unification of the rule with values in the working memory is not
carried out as such, but is replaced by implicit inheritance unification, which is achieved by calling
the daemon procedures of all parent frames with passing the current frame (triggering activation)
as the call context. Thus, the network is implicitly formed by demons attached to the slots, rules
associated with them, and a fuzzy conclusion, in the nodes of which intermediate results of
calculations are stored.
Comparison of the symptom complexes with the available facts from the working memory is
carried out after the approval of the incoming symptoms. As a result, at the stage a conflict set
consists of potential diseases according to the following criteria:
— a potential disease corresponds to a symptom complex, in which the symptoms coincide
with the symptoms entering the working memory;
— a potential disease corresponds to the age and sex of the patient, possibly suffering from
this disease.
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In case all the symptoms of a disease are present in the working memory, then such a disease
will occur in a variety of diseases under consideration.

Conflict resolution is performed to select one or more of the most appropriate diseases from the
conflict set. The result of this phase is the set of active diseases and determines the order of their
implementation.

Conflict resolution is based on the principle “first come, first served”, i.e. priority over the choice of
the first of the active diseases to trigger. In addition, the following criteria are used to select
appropriate diseases:

— novelty. Active diseases correspond to the manifestations of symptoms that enter the
working memory as the most. For this, it is necessary to provide the facts with a special
attribute of time spawning;

— specificity. Active disease corresponds to a symptom complex with many facts of
manifestations coming into the working memory of symptoms.

You can select a conflict resolution criterion or define a queue of several criteria. In addition, worn
fuzzy-production rules should not be applied to existing facts.

To improve the effectiveness of teaching a fuzzy-production model of knowledge representation,
it solves the problem of forming a knowledge base, the use of a genetic algorithm is proposed. To
do this, the first is to put a method of encoding / decoding a fuzzy-production knowledge
representation model, which defines some parameters (membership function parameters;
coefficients of specificity and confidence), which are combined into a single vector. The value of
one parameter lies in a certain neighborhood, which can be divided into 2-16 intervals. Then, to
encode the slot number, you can use a 16-bit value in the gray code, in which the neighboring
numbers have fewer positions.

To create the initial chromosome population, 100 chromosomes are randomly generated from the
initial initialization of gene values in each neighborhood using the Gaussian method. Then, using
the composition operation, combine a set of genes into a single chromosome to assess the
fitness of chromosomes.

Each chromosome from the population is mapped to an assessment of its fitness of
chromosomes in the population, the calculation of which is performed on the basis of training
samples and vectors of model parameters. The learning process is considered complete if the
condition that the resulting estimate is greater than the threshold value is satisfied. Selection of
chromosomes. In a selection procedure based on the principle of a roulette wheel, the larger the
sector on the roulette wheel (that is, the corresponding assessment of chromosome fitness), the
higher the chance that this particular chromosome is chosen, which later on after performing the
decomposition operation, genetic operators are used to create populations.
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Application of genetic operators to chromosomes. In genetic algorithms, the crossover operator
(90% probability) is responsible for the transfer of parents' genes to descendants. The mutation
and inversion operators (probability 10%) are designed to maintain the diversity of chromosomes
in a population.

The formation of a new population. Productive chromosomes must be placed in the population
after performing the composition operation. To reduce the population to the original number of
chromosomes, a reduction operator is used.After stopping the work of the genetic algorithm, a
trained model comes out, approximating data from a training sample with a given accuracy and
forms a knowledge base consisting of a system of fuzzy-production rules.

Creating a knowledge base.

At (Fig. 1)-Disease stores general information about acute renusitis (GDS).

Disease
Field id_disease Symptom
—¥ disease_name id_symptom
id_doctor (FK) — answer
id_field (FK) id_question (FK)
X ‘
|— _____ :
é Symptoms
id_disease (FK) Question

id_symptom (FK) e—! id_guestion

E
Lcoefﬁcient ‘g question é

Figure 1—Knowledge Base MES

Field is a grouping of diseases by region in accordance with the International Classification of
Diseases (ISS). Symptom (Fig. 1) stores the symptoms, the separate table contains the questions
that the MES forms during the analysis of fuzzy knowledge. For example, the question “The
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nature of nasal breathing” and in the Symptom table are stored the diagnoses referring to this

»oow“

question with the answers “free”, “moderately difficult’, “difficult”, which are stored in the answer
field. Each option is treated as a separate diagnosis. If the question can be answered yes / no,
then the answer is stored null. The Symptoms table connects the symptoms with the diagnosis,
there is a coefficient field that takes into account the weights — an estimate for different
diagnoses; if one is more important than the other, put more weight.

Conclusions

The aim of the work is to begin research for possible improvements of the Rete algorithm for
medical expert system.

During the work was implemented modification for Rete algorithm. The key idea of the work is
that it can be used as for daily routine operations in every medical institution. Unfortunately, we
do not have enough time to present them in the work.

In the work, we finished only theoretical part of our goal. Right now, we implemented this
modification with the help of Java language code and Amazon Cloud Services. The next step will
be to implement this modification to newer variants of Rete algorithm and to find similar
algorithms which can be modified in this way also.
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RESEARCH OF MEDICAL DIAGNOSTIC DATA SEARCH METHODS

Oleksii Vasilenko, Oleksandr Kuzomin, Oleksandr Shapoval

Abstract: Improving the efficiency of diagnosis and treatment is the most important task of health
care. One of the solutions to this problem is the complex automation of the collecting, storing and
processing of medical information, for which medical information systems are being created. As
well as advisory assistance to the doctor for the diagnosis of diseases, for which medical expert
systems are created. The aim of the work is to research the methods of modeling and creating
medical expert systems, the analysis of their disadvantages and the way of their solutions.
Targeted research relies on the Bayesian trust networks.

Key words: medical expert systems, diagnosis, medical knowledge base, syndromes, sym

Introduction

The general problem of identifying the diagnosis of a person's illness primarily and foremost lays
on the presence of uncertainty, inaccuracy and insufficient volume of biomedical data and
knowledge, difficulties in formalizing knowledge, excessive variety of making decisions regarding
diagnosis, modeling a patient's condition, modeling the clinical thinking of a physician, choosing
treatment methods, etc.

The object of the research is the processes of modeling the diagnosis of clinical medicine, the
development of methods for the analysis and synthesis of biomedical data and the identification
of knowledge from them and the creation of medical expert systems (MES) of clinical medicine.

The subject of the research is the models and methods of analysis of medical data and
knowledge, the reliability of storing and processing of complex biomedical Big Data and the
development of medical expert systems for the diagnosis of clinical medicine.

In medicine, it is important to find accurate methods for describing the data for research, as well
as estimating and monitoring the process of diagnosis. The best way to the accuracy and logical
considerations in solving any problem is to use a mathematical approach. This approach is might
be chosen regardless of how difficult and complex the issue is. If we deal with a large number of
interdependent factors, symptoms, syndromes, signs of illnesses that exhibit significant natural
variability, then there is only the one effective way to describe the complex scheme of their effects
- to the use of the appropriate statistical method. If the number of factors or the number of data
categories is very large, then it is desirable or even necessary to use data processing methods
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such as Data Mining, in order to obtain the desired results in a short time, it is necessary to create
and use medical expert systems (MES).

Research of the subject area and the choice of methods and models of medical diagnosis

It is common knowledge that the medical expert system is a set of programs that performs the
functions of an expert in solving medical diagnosis problems. Perform an analysis of some well-
known modern MES:

1. The system of medical diagnostic Diagnos.ru.

2. Diagnostic decisions of the expert system "ECBAL".

3. Expert system "MYTAHT" (MUTANT), which was created by the staff of the Electronic
Computing Center of Moscow University.

4. Automated system of early diagnosis of hereditary diseases "OWAIEH" (DIAGEN), which
allows identifying more than 1200 forms.

5. Dendral - analysis of mass spectrometry data.

6. Mycin - diagnosis of infectious diseases of the blood and the antibiotics recommendations.

7. STD Wizard - an expert system for recommending and selecting medical analyzes
(diagnostics).

As you can see in the analysis, it is possible to make three main conclusions:

1. Scope of application of each MES is objectively due to a narrow list of diseases, that is the

representation of databases and knowledge of diseases.

2. On average, the MES have from 56% to 90% of the correct diagnoses.

3. The main principles for the development of the MES are production rules, which give a very
large percentage of correct diagnoses.

These conclusions provide a basis for use in the development of MES to consider the possibility

of using production rules in the creation of the MKB (medical knowledge base) for the
development of MES. In addition, the data (Tab. 1) determine the most effective directions:

1. Using electronic medical data (EMD).

2. Building a knowledge base (KB) on the rules of products of the type "IF - THEN".

The analysis of the using of modern researches in the MKB development that were presented
above provides a basis for the selection, modification or combination of methods for analyzing
medical data for the diagnosis of diseases. When developing models and methods of diagnosis,
one should take into account rather high results in the development of modification of statistical
analysis methods and the application of Data Mining methods, which are often been
supplemented by the use of fuzzy, hybrid neural networks in the modeling of complex
applications. In addition, special attention must be paid to the very efficient use of belief networks
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that use the theory of subjective probabilities, are based on the Bayesian method, the Wald
method, or, as it is still called, the method of sequential statistical analysis, the diagnostic tables
of Sano, the method of linear discriminant functions, etc.

The use of subjective expectations in Bayesian networks is the only alternative in practice, if it is
necessary to take into account the views of experts (e.g. physician) about the possibility of an
event occurring to which the notion of repeatability is used and it is impossible to describe it in
terms of a set of elementary events.

With these methods, one can calculate the distribution of probabilities in expert systems, which is
a more convenient method for calculation, rather than assume with the help of statistical
functions. With Bayesian theory, one can calculate the probability of judgments that are not
certain. Such probability is determined by the level of confidence in the truth of a judgment.
However, no matter how good this method seems, there are some negative aspects in using this
theory. For example, in many cases it is psychologically difficult for an expert to remain within the
framework of a strict mathematical apparatus of probability theory, which in its nature is objective.
It is necessary to break the strict conditions of equality of units of probability sum of all possible
states, especially in their large numbers. In many cases, actually observing evidence is confirmed
not by any particular result (or hypothesis), but immediately by a certain set that does not allow
determining the probability of each of them. If the expert estimates values that have a rather
obscure meaning, whose properties in many cases do not coincide with the usual
representations, it can being confronted with the fact that its answers will not provide useful
informing about the estimated values.

Expert systems that use the theory of subjective probabilities are in great demand among expert
systems for finding solutions. These expert systems allow you to get a right answer to various
questions in a narrow subject area.

The most effective areas of data analysis and knowledge discovery in the proposed study, that
was determined in (Tab. 1), are:

1. Method of using "micro situations" and theory of utility.
2. Fuzzy and hybrid neural networks.
3. The use of ontology, case studies and disease knowledge.

To develop models and methods of diagnosis, we need to make some clarifications regarding
what clinical thinking is. Having determined it, we can more accurately develop a diagnostic
algorithm for diseases. In addition, the basic logical connections of concepts reflecting the subject
area and necessary to refine the development of models for clinical diagnosis should be used.

Clinical thinking in accordance with is the process of thinking physician from the moment of
meeting with the patient or receiving the first preliminary information until the recovery or death of
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the patient. The result of the clinical thinking of a doctor is the formulation of clinical diagnosis,
treatment plan and its practical implementation. Therefore, when we have plenty of previous
examples of diagnoses (in ontological or precedent presented in the database and knowledge
base) as the results of practical and positive examples of clinical thinking of doctors, we will be
able to develop algorithms for automatic diagnosis of the disease.
The general version of the stages of creating a criminal diagnosis based on clinical thinking is
depicted on.
With the development of medical science, a scheme for formatting a clinical diagnosis was
developed:

1. The main disease.

2. Complications of the main disease.

3. Concomitant diseases.
In addition, it is advisable to take into account the following stages of the diagnosis (Fig. 1):

[ T'irst stage ] +Collection of information sbout the patient end its
analysis

[ Second stage | *Formation of clinical diagnosis

[ Third stage ] *Determination oZ'the leading syndrome and differential
diagnosis
Figure 1 — Diagnosis search algorithm

Table 1 — An example of the forming of clinical analysis

The main disease Measles, typical, medium-grained form, period of rashes, abrupt
course of the disease.

Complications of the main Laryngitis

disease

Concomitant diseases Atypical dermatitis, localized form, remission period

As a variant of the stage of forming a clinical diagnosis (Fig. 1), it is expedient to bring the
following:

1. Nosological form.

2. Degree of gravity of the process.

3. Stage, period of illness.

4. Degree of compensation.

5. Phase of the process (active, inactive).

6. The nature and localization of the pathological process.

7. Etiology of the disease.
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However, these clarifications do not affect the concrete formation of the clinical diagnosis only
complement and might be take into account in developing the methods for diagnosing diseases.
The basis of the rules of fuzzy ES work is the concept of linguistic variables. Each of them has a
set of values - fuzzy variables that form its term set. The linguistic variable L is characterize by
the following set of properties:

L=(X,T(X),U,G,M), (1)
where X is the name of the variable; T (X)- term-set of a variable X , that is, the set of names

of the linguistic values of a variable X, each of these values being a fuzzy variable x” with
values from a universal set U ; with a base variable u; Gis a syntactic rule that generates the
names x” of the values of the variable X ; M - a semantic rule that matches each fuzzy variable

x” with its meaning M (x”), that is, the fuzzy subset M (x") of the universal set U

Fuzzy variable is characterized by(x,U,X), where x - the name of the variable; U - universal

set; X - fuzzy subset of the set U, which is a fuzzy constraint on the value of a variable ue U,
conditioned X .

It is proposed to analyze the data and knowledge that might be used for diagnosis. First, this
study relies on a broad view of electronic medical data (EMD) about patients and illnesses.

It is also important to consider that for the problem under consideration in this study it is
necessary to process a large amount of data. That is, Medical Big Date (MBD). However, for
reliability of work of MES and reception of high-quality MKB it is necessary to analyze and provide
high reliability of storage MKB.

In addition, it is necessary to develop the architecture and structure of the MES. This research
direction relies on the development of UML models and diagrams that provide the development of
an adaptive or self-organized MES. The software (software) of the MES must be developed on
the basis of the use of modern MBD processing technologies such as OOP (Object Oriented
Programming), Map Reduce, Hadoop, etc.

For the study of iliness probability calculation, the Bayesian theorem is used - a theorem, which,
based on circumstances, describes the probability of an event. In our example, we use its
Bayesian interpretation, that is, the probability measures the measure of confidence. Bayesian
theorem therefore links the degree of confidence in the statement before and after considering
the testimony. There is described the formula of probability as follows:

P(E|C)*P(E) (2)
P(C)
where P(C| E) - probability that effect is caused;

P(C|E)=
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P(E | C) - probability that the effect will appear when the cause appears; P(C) -
probability of the cause; P(E) — probability of the effect.
If the number of effects is greater than one, then the coincidence of the probability class are
summed up:
% %
PCIE, B, )= HBLO PEI B PE) . @

where P(C | E,E,,...) — probability that the cause causes this effect,

een

geee

Thereof considering all causes as equiprobable, in order to find P(E£) and P(C) the following

formula is used:

P(E).P(C)=~, @

n
where n is the number of elements of this type (for example, symptoms, or syndromes, etc.).
This way, you can always complete statistics when adding new data to the system by simply
adding new information to the already calculated vertices of the nodes. Using Formula (3) as:
P(E, |C)* P(E,) (5)
P(C) ’

P(C|E,,E,,...,E)=P(C|E,E,,..)+

where P(C|E,,E,,...) —preliminary probability of the node,

P(E, | C)* P(E,)
P(C)

P(E, | C) —probability that a new effect will appear when the cause appears,

— adding new information to the system,

P(E) - probability of the effect.

Example of probability distribution

For example, we have input data (Table 2)
Table 2 —The values of a priori and conditional probabilities for hypotheses

p( )i 1 2 3

H,) 0,59 0,39 0,02

(
pl(E, | H;) 0,49 0,89 0,39
(E, | H,) 0,09 0,79 0,99
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In this case, the initial hypothesis characterizes the event associated with determining the
reliability of some disease:

— H, —"pneumonia";

— H, —"bronchitis";

—  H,; - "tuberculosis".
Events (conditionally independent evidence) that support the initial hypothesis are:

— E, —"high temperature";

— E, -"coughing".
In the process of gathering facts of probability, hypotheses will increase if the facts approve them
or decrease if they disprove them. Suppose we have only one fact £, - "high temperature” (that
is with probability equal to one has come a fact E, — "high temperature"). Having received E, -

"high temperature" we compute the a posteriori probability for hypotheses according to the
Bayesian formula for one fact:

p(Hi|El): 3p(E1|Ht)*p(Hl) , i:1,2,3. . (6)
ZP(EI | Hy )% p(Hy)
k=1
As follows:
— 1 E)= 0.99+0.59 - 0,4489;
0,49 % 0,59 + 0,89 % 0,39 + 0,39 % 0,02
- plH,|E)= 0,89+0,39 - 0,5390;
0,49 % 0,59 + 0,89 % 0,39 + 0,39 * 0,02
—  plHy|E)= 0,39+0,02 = 0,0121.

0,49 % 0,59 + 0,89 % 0,39 + 0,39 * 0,02
We do a check, the sum of a posteriori probabilities as a result should give to one:
p(H, | Ey)+ p(H, | Ey)+ p(Hy | Ey)=1. (7)

That is, 0,4489+0,5390+0,0121=1.

After £, — "high temperature" the confidence in the hypothesis #, - "pneumonia" and H;-
“tuberculosis" reduced, when it increased to /7, — "bronchitis". In cases where there are facts
confirming both event £, — "high temperature" and event E, — "coughing", then the a posteriori

probability of the initial hypothesis can also be calculated by the Bayesian rule:
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PEEH) )y, ®)

Zp E\Ey | Hy)* p(Hy)
k=1

P(Hi |E1E2)

Because of conditional independence of high temperature and coughing, we can rewrite
Bayesian formula as:

p(E, | H,)* p(E, | H;)* p(H,)

p(H, | E\Ey)=— , i=123.
ZP E1|Hk E2|H) (Hk) ©)
k=1
As follows:

—  plH| |EE,)= 049 +0,090,59 =0,0845;
0,49 % 0,09 % 0,59 + 0,89 * 0,79 * 0,39 + 0,39 * 0,99 * 0,02

—  plH,|EE,)= 089+0,79+0,39 =0,8904;
0,49 % 0,09 % 0,59 + 0,89 * 0,79 * 0,39 + 0,39 % 0,99 0,02

WL BE,)= 0,39 % 0,99 * 0,02 — 00251,

0,49+0,09 0,59+ 0,89 % 0,79+ 0,39 + 0,39 0,99 * 0,02

Equivalence probability check:

p(H, | E\E, )+ p(H, | E\E, )+ p(Hy | E\E,)=1. (10)
That is, 0,0845+0,8904+0,0251=1.
Initial ranking was H, — "pneumonia”, H, — "bronchitis" and #, — "tuberculosis”, and all three
remained after receiving the facts £, - "high temperature" and E, - "coughing". Herewith

bronchitis more likely than pneumonia and tuberculosis. This indicates that having coughing and
high temperature the probability of the disease bronchitis much bigger than the probability of the
disease pneumonia or tuberculosis.

However, realistically, the spread of probabilities occurs in stages with the summation of
individual facts and their impact on the probabilistic probability of the receiving the individual
values E; . It proceeds by using the a priori and a posteriori probability, thus:

1. Define p(H,) — a priori probability of events A
2. For the received facts E; set down p(E; | H,) .
3. Considering the Bayesian theorem calculate p(H, | E;) depending on the outcome E,, that is,

we calculate the a posteriori probability of the event ..
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4. Now you can mark the current a posteriori event probability #7;,, as a new a priori probability
Hi. Therefore, p(H,) equals p(H,|E,;) depending on the value E,

5. Then choose a new fact for consideration and proceed to step two.

Consider an example, the fact £, — "coughing" entered the system. Then:

~ 0,09 0,59
0,09%0,59+0,79%0,39 + 0,99 % 0,02

—  plH |E) =0,1394;

~ 0,79%0,39
0,09%0,59+0,79 0,39 + 0,99+ 0,02

—  plH,|Ey) =0,8087;;

~ 0,99 %0,02
0,09 0,59 + 0,79 % 0,39 + 0,99 * 0,02

—  plH;|E,) =0.,0519.

Check:

p(H\ | Ey)+ p(H, | E,)+ p(H; | E,)=1. (11)

Thatis, 0,1394+0,8087+0,0519=1.
We take the resulting probability as a new a posteriori probability of hypothesis #,, #, and H,,
sO:

P

(I%J —0,1394;
p(h;zj = 0,8087;

- ;{1%3) =0,0519.

Now, if any additional fact like E, — "high temperature" arrives, then the new a posteriori

probability of the hypothesis calculates only on the evidence that arrives again:

- 0,49%0,1394
—  plH||EE,)=p| H |E |= , = 0,0845;
049+ 0,1394+ 0,89 * 0,8087 + 0,39 % 0,0519
- 0,89 % 0,8087
—  o(H,|EE,)=p| H, |E |= sk = 0,8905;
PH | EEy) p( 2| ‘j 049 0,1394 + 0,89 * 0,8087 + 0,39 # 0,0519
- 0,39+0,0519
- Hy|E\E,)=p| H3 | E; |= : - =0,0250. .
P | BiE) p( 3| 1] 049 % 0,1394 + 0,89 * 0,8087 + 0,39 % 0,0519

Check:
p(z}l |Elj+p(z}2 |EIJ+,{£13 |E1J:1, (12)

That is, 0,0845+0,8905+0,0250=1.
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From the example given, you can see that the iterative procedure for the sequential probability
distribution during the receiving of new facts allows you to get the results similar to the results of
the Bayesian rule for two simultaneously received facts. The value of the hypothesis /7, -

"bronchitis" is most likely then #, —"pneumonia” and #, — "tuberculosis".

Conclusion

There are ES, built on objective and subjective views on the concept of the probability of an
event. Knowledge bases of the ES accumulate human knowledge. Therefore, interpretations
based on subjective trust are best suited to represent experts' knowledge in the light of
probabilities. As a result, most of the modern EUs who use the theory of probabilities are
"Bayesian".

The use of the Bayesian strategy in the ES implements with using the Bayesian formula of
"inverse probabilities", that is, the estimation of conditional probabilities of hypotheses. In the
presence of several signs (symptoms), such calculations are simply realized in the assumption of
statistical independence of the characteristics, which is far from always corresponds to reality.
However, practice shows that such an approach, despite its obvious mathematical incorrectness,
is quite applicable, since it usually leads to correct conclusions.

Expert systems that use the theory of subjective probabilities are widely used in medicine as well
as in other areas where it is necessary to determine the probability of occurrence of a certain
event clearly and meaningfully. The theory of subjective probabilities subordinate directly to the
Bayesian theory. It is used to evaluate a specific task, analyzing it, giving a solid answer, and
making predictions for the future.

During the calculations of the distribution of probabilities in expert systems with given hypotheses,
H, - "pneumonia", H, - "bronchitis", #; - "tuberculosis", characterizing the event associated

with the definition of some disease, the result was obtained, indicating the probability the
appearance of bronchitis, more than two other specified diseases.
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INTELLECTUAL MODELS AND MEANS OF THE BIOMETRIC SYSTEM
DYNAMICS OF RINOSINUSITE

Oleksii Vasilenko, Oleksandr Kuzomin, Tatyana Khripushina

Abstract: The object of the research is the processes of modeling the diagnosis of clinical
medicine, the development of methods for the analysis and synthesis of biomedical data and the
identification of knowledge from them and the creation of medical expert systems (MES) of
clinical medicine.

The purpose of this work is to research and compare existing MES, to formulate requirements
and to develop their own MES, and to present the results of a study on the presentation of
medical data in the MES. The developed algorithm for implementing the medical expert system
was used to create a software tool for medical diagnosis.

Keywords: Medical Data, Expert System, diagnosis, Graph.

Introduction

Now in Ukraine there is a very big problem of keeping a person's life. The problem of acute
inflammatory diseases of the upper respiratory tract, acute rhinosinusitis (GMS) in particular, is
one of the most urgent in modern clinical medicine. In recent years, there has been an increase in
the frequency of nasal and sinus diseases, which manifests itself as an increase in both absolute
(morbidity and prevalence) and relative (share in the structure of otorhinolaryngology) indicators.
In Ukraine, the prevalence of acute rhinitis, rhinosinusitis and rhinopharyngitis has reached 489.9
cases per 10,000 population, and the incidence—5-15 cases per 1000 population depending on
the season. Such patients make up 60-65% of ambulatory patients of otorhinolaryngologists.

To address the above issues, appropriate studies are needed to improve the quality of treatment.
In particular, it is necessary to develop the direction of the study of diagnosing GDS high-quality,
without errors and high level of clinical thinking of the doctor. Diagnosis of GDS is based on
clinical data. The physician's conclusion is based on patient complaints, anamnesis, symptoms
and signs of the disease, the data of the medical examination and includes a subjective
assessment of the severity of the disease by the patient. So it is very important that in the early
stages of the disease have the most accurate diagnosis. This is possible with the presence of a
doctor's intellectual system for conducting a primary examination of a patient and anamnesis. In
general, the physician makes decisions regarding the diagnosis of GDS in conditions of multiple
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uncertainty of the signs of illness, symptoms and multicritality of the requirements for the
diagnostic process, which confirms the relevance of my research.

In addition, according to the order of the Ministry of Health of Ukraine of February 11, 2016, Ne 85
was introduced the "Unified clinical protocol of primary, secondary (specialized) and tertiary
(highly specialized) medical care acute rhinosinusitis."

Development of models and diagnostic tools

According to the chosen object of research in the work models and methods of development of
medical clinical diagnosis (MIC) of GDS are investigated.

Among the modern methods of research in medicine is the direction that uses the intellectual
methods of system analysis of the development of MCD. In addition, the publications have long
been the information that is sufficiently well applied by medical expert systems (MES).

This study uses statistical diagnostic materials for patients that were published [ ] and were
collected directly in hospitals (Fig.1.1). It should be emphasized that electronic medical records
(EHR) for patients are often used in the MES. This allows clinicians to increase access to large
volumes of medical data collected during diagnosis of a patient [2.5].

In addition, the classification codes of ICD 10 [] were used. In particular, we have the following
definitions for the following diseases: acute sinusitis—J01; acute sinusitis—J01.0; acute frontitis—
J01.1; acute etiomyiditis—J01.2; acute stenoiditis—J01.3; acute pansionitis—J01.4; another form of
acute sinusitis—J01.8; acute sinusitis unspecified—J01.9

Acute rhinosinusitis—is a sharp inflammation of the mucous membrane of the nasal cavity and
paranasal sinuses (Fig.1). The code for MIC-10 acute rhinosinusitis has—J01, but when identifying
the pathogen, an additional code should be indicated (V95-V97).

SINUSITIS

frontal sinus
the sphenoid sinus

maxillary sinus

Figure 1 -The layout of cavities relative to the sinusoid and CT scaling
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According to the epidemiology we have the following [Lukovkina A., 2013]:
* on average, the episode of sinusitis develops annually in 1 person out of every 7;
* Among women, morbidity is higher than among men;
* The peak in the incidence is from the age group of 45 to 74 years.
According to the etiology, we have the following [Lukovkina A., 2013]:
* respiratory viruses (influenza viruses, parainfluenza, rhinoviruses, adenoviruses, respiratory
syncytial virus, enteroviruses, coronaviruses);
* bacteria (pneumococcus, hemophilic stem, moraxelle);
« fungi (in patients with immunodeficiency, for example, HIV, or with poorly controlled diabetes).
Regarding the classification of the disease, depending on the pathogen (V95-V97) we have the
following varieties:
+ acute viral rhinosinusitis;
« acute bacterial rhinosinusitis.
Depending on the location, the following varieties are distinguished:
* sinusitis (defeat of the maxillary sinuses);
« etiomyiditis (damage to the sinuses);
« frontitis (lesions of the frontal sinuses);
+ Stenoiditis (damage to the sphenoid sinuses)
Depending on the course, the following varieties are distinguished:

* acute (<4 weeks);

* subacute (4-12 weeks);

* chronic (> 12 weeks).

Risk factors for acute rhinosinusitis [Lukovkina A., 2013], [Kuzomin, 2017]:

+ acute viral infection of the upper respiratory tract. The most frequent OVIVDP
encounters OVRs. Thus, according to the results of computed tomography, the objective signs of
sinusitis are determined in 87% of cases of acute respiratory viral infections on the second to
third day and in 39% of cases on the seventh day, 2,3 of the disease. OBRS is found much less
frequently (0.5-2% of all cases OVIVDP1);

+ allergic rhinitis;

+ Any anatomical features or pathological changes that interfere with the drainage of
cavity of the sinuses: nasal polyps, distortion of the nasal septum, etc.;

+ violation of mucociliary clearness (local protection of the mucous membrane of the
respiratory organs from external influences) as a result of smoking, cystic fibrosis;

+ odontogenic infections;

* swimming;

« immunodeficiency (HIV infection, chemotherapy, prolonged use of corticosteroids, etc.).
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Clinical manifestations and symptoms for acute rhinosinusitis (viral and bacterial) have the
following:

* nasal congestion;

+ mucosal purulent discharge from the nose (purulent character of excrement itself is not
evidence of secondary bacterial infection);

* head and facial pains, which increase when inclining forward;

+ slight increase in body temperature;

* hyposmia or anosmia;

* bad breath.
Diagnosis of acute bacterial rhinosinusitis is based on the presence of one or more three criteria
[Kuzomin, 2015]:

+ Sustained symptoms of sinusitis lasting 10 or more days without clinical improvement;

* severe OVIVDP symptom (fever> 39 ° C and purulent nasal discharge or pain in the
face) for at least three days from the onset of the disease;

+ worsening of symptoms (headaches, nasal discharge, fever) after an AED that lasted 5-
6 days and was initially accompanied by an improvement in the condition.
Diagnosis of the disease takes place in the following sequence: interviewing a patient during an
objective examination by a doctor and fixing a complaint and anamnesis.
During an objective survey it turns out:

* pain in palpation of the characteristic points of the projection of the paranasal sinuses;

* rhinoscopy;

* purulent discharge in the region of the middle nasal passage;

« diffuse swelling of the mucous membrane, narrowing of the middle bowel movement;

* hypertrophy of the nasal concha.
X-ray examination and computed tomography of subcutaneous sinuses can not differentiate
OVRs from the OBP. These studies are shown only when suspected of intracranial or orbital
complications [Lukovkina A., 2013].
In the following cases, the study of choice is the CT with contrast: reduction of visual acuity;
diplopia; periorbital edema; severe headache or altered mental status. CT is more informative
than X-ray examination, and can be informative in recurrent sinusitis or with preservation of
symptoms, against the background of treatment (in this case, it is sufficient CT without contrast)
[Lukovkina A., 2013].
In one study, the thickening of the mucous membrane of the paranasal sinuses in CT was found
in 42% of healthy people with no symptoms. Such changes can not be the basis for the diagnosis
of sinusitis without a corresponding clinical picture.Sowing of aspirates from sinus to culture is
indicated only in those cases where there is no positive dynamics in response to antibiotic
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therapy or complications [Lukovkina A., 2013]. Sedation or nasal discharge is not recommended,
as the results are unreliable.
Data mining methods used in medicine can be divided into several groups in accordance with the
tasks solved by them (Tab. 1): predicting the course of the disease, the effect of a drug or group
of drugs, the mortality rate; examination - diagnosis based on a set of symptoms; classification -
clarification of the diagnosis; the search for associations is the search for hidden dependencies
between various patient health indicators [36]. Consider further the basic methods of data mining
used for processing medical information.
For the design of the expert system [Kuzomin, 2017] a fairly narrow branch of medicine was
chosen - otorhinolaryngology, in particular, the problem of non-sense. The program allows to
differentiate diseases such as:

+ acute rhinitis (simple undead);

* acute sinusitis (inflammation of the sinuses of the nose);

+ allergic rhinitis (runny nose and indigestion associated with allergies);

* acute respiratory viral infections (colds).

Table 1— The tasks of the intellectual analysis of data in medicine and the methods used to solve
them

Purpose of Methods Methods
the analysis with a teacher without a teacher
Forecasting The smallest method -
squares
Logistic
regression
Neural networks
Adoption trees
making
SVM
Splines
Survey Decision tree Main method
components
Clustering
Link Analysis
Classification Decision tree Clustering
Neural networks Self-organizing cards
Discriminant analysis Kohonen
Busing
Naive Bayes Classifier
Association Search - Factor analysis
Apriori algorithm
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In this EU , the rules of diagnostics are implemented, which, depending on a given situation, will
ask the user the necessary questions and receive a response in a strictly prescribed form (it will
be necessary to choose the number of the corresponding answer). Further diagnostics will be
conducted taking into account the previous answers to the questions given to the user. That is,
the intellectual dialogue with the MES is supported on the basis of the analysis of the text content
of the symptoms. As a result of the work of an expert system with a fairly high probability, it is
possible to conduct a differential diagnosis between diseases associated with non-life. The MES
analysis [https://www.med2000.ru/library2/diagnostika3.htm] gives two main conclusions:

1. On average, the MES have from 56% to 90% of the correct diagnoses.

2. The main principles for the development of the MES are production rules and the use
of network neurons,Bayesian networks trust networks that give a very large percentage of correct
diagnoses.

Development of intelligent diagnostic system

The theory of fuzzy sets was used to diagnose the GDS. A fuzzy expert system (FES) was
developed based on the rules. He used the selected factors in the first stage and modeled the
behavior of a specialist for diagnosis of GDS. Fuzzy expert systems are basically systems based
on knowledge using fuzzy logic, fuzzy IF-THEN rules and membership functions (MF) (37). On
(Fig.2) is shown the general architecture of a fuzzy expert system that displays the flow of data
throughout the system (38). Its main structure includes four main components:

» inference

B s |
[ rules Crisp |
| crsp outputs |
| inputs |
' |
- fuzzifier defuzzifier —>

A y :

|

|

|

Figure 2 — Known common architecture of a fuzzy expert system [Kuzomin, 2017].
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o Fuzzifier, which interprets clear input data (classical numbers) into fuzzy values;

¢ An inference mechanism that uses the fuzzy reasoning function to produce a fuzzy
inference (in the case of Mamdani’s inference);

¢ Knowledge Base, which includes a set of fuzzy rules and a set of membership functions
that display fuzzy sets of linguistic variables;

e Defuser, which interprets fuzzy output into clear values [Kuzomin, 2017].
The first stage in the development of a fuzzy expert system is the definition of input and output
variables. Differential diagnosis was conducted with nasopharyngitis, adenoiditis, allergic rhinitis,
migraine, the presence of foreign bodies in the nasal cavity, pathology of the teeth. In complex
cases, differential diagnosis with rare conditions, such as: central nervous system damage, skull
bone pathology, facial pain syndrome, vasculitis, invasive fungal sinusitis, nasal liquorice should
be performed.

System development

For a accurate definition and understanding of the system processes, a sequence diagram was
used. For the role creation operation, the user initially administers the search queries at the
patient's address and displays the search results if that user is found, then after confirming the
entry, the client application passes the server to the address that the user has and the new role
for him. After that the server sends editing queries to the user with this address and if the
operation was successful, then the client application sends a successful response (Fig.3). For a
clinical analysis operation, the doctor first introduces a list of symptoms that have been detected
and finds the patient at his initials. Then, this list of confirmed symptoms with the patient ID is
passed to the server, where he first finds the symptoms that are denied to ours. Further, the user
ID finds the recorded history, and to what knowledge they lead. Then, from the database, a graph
of illnesses that includes these symptoms and signs of history are loaded. All ilinesses that are
denied leave the further analysis, if the disease is not overlooked, it is believed to be probable
with documented facts. Then in a disease with the greatest probability is characterizing its
symptom, which contains a confirmatory question, which will be sent to the doctor to support the
dialogue. Calculated illnesses and the next question with the disease ID will be sent to the doctor
to maintain a dialogue. The Diagnosis Diagram is presented on (Fig.4).

An analysis of the presentation of symptoms and signs of disease in diagnosis

From the preliminary consideration of the above problems to solve the problems posed in
this study, it is necessary to use methods of system analysis, system engineering intellectual
modeling and algorithmization taking into account uncertainty, multi-criteria and fuzzy logic.

Hierarchical relations reflect the stages Diagnostic algorithm of the diagnostic procedure:
data entry, data analysis, syndrome diagnosis, and design of the results.
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These important remarks should be taken into account in this study. Thus, the diagnostic
process is a complex multilateral procedure, which includes various stages of the analysis of
clinical information [4,5]. In the most generalized form, the diagnostic algorithm can be
represented in this way (Fig.5).
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Conclusion

The resolving of the set of tasks allowed to get the following results:

- For the first time a method has been developed for the distribution of clinical medical
conditions into dangerous and safe classes, which determine the most important factors of
influence on the clinical condition of the patient, which makes it possible, through the measure of
proximity of microsituations (with the greatest influence of parameters), to propose a methodology
for predicting the patient's condition;

- For the first time, a reliable backup method for storage of biomedical Big Data has been
developed, which in practice provided high reliability in comparison with existing methods;

- Method of constructing a structure of expert systems has been acquired the further
development for clinical medicine, which is distinguished by the repeated use of the ontology of
successful results and provides an opportunity to increase the reliability and speed of processing
of input data, as well as the efficiency of decision-making;

- Situational model of clinical medicine has been improved for analyzing the patient's condition,
which, unlike existing approaches, uses situational presentation of a crisis situation based on the
three "doctor who manages the influence or decision for re-use of ontology-patient", which allows
to predict dangerous and safe situations for a patient faster and with greater accuracy than
existing models.
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FORMING MEDICAL DATABASE AND KNOWLEDGE FOR DIAGNOSTIC
DISEASE

Oleksii Vasilenko, Oleksandr Kuzomin, Vladislav Shvets

Abstract: The paper presents the system for intelligent analysis of clinical information. Authors
describe methods implemented in the system for clinical information retrieval, intelligent
diagnostics of chronic diseases, patient’s features importance and for detection of hidden
dependencies between features. Results of the experimental evaluation of these methods are
also presented. Background: Healthcare facilities generate a large flow of both structured and
unstructured data which contain important information about patients. Test results are usually
retained as structured data but some data is retained in the form of natural language texts
(medical history, the results of physical examination, and the results of other examinations, such
as ultrasound, ECG or X-ray studies). Many tasks arising in clinical practice can be automated
applying methods for intelligent analysis of accumulated structured array and unstructured data
that leads to improvement of the healthcare quality.

Keywords: data mining, knowledge search, intellectual system, databases.

Introduction

In general, intelligent medical data processing systems have the following applications [Baranov
A.A, 2016]: prediction, classification of clinical cases (diagnosis), search of similar clinical cases,
observation of patients' condition.

One of the main areas of application of the intellectual system of medical data analysis is the
differential diagnosis of the patient's condition: the discovery of the disease, its stage, the nature
of the course of the disease. It is necessary to provide for a step-by-step diagnosis of a patient's
illness with a precise diagnosis of the patient at each step.

Another important area of application is the prognosis of changes in the clinical condition of the
patient in the application of different types of interventions and in the absence of interventions.
Another important area of application of the system is the tracking of dangerous - critical -
changes in patient health indicators.

In addition to the main areas of application, the system will have to monitor and automatically
evaluate medical personnel's actions.

Data analysis
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For medical diagnostics, the methodology for using data analysis as a working tool is intensively
developed during the creation of medical knowledge databases. This work is carried out in many
research centers [Baranov A.A, 2016], while the ways of solving individual issues have been
slightly modified, but the principled approach to building knowledge bases organized in the form
of a hierarchical tree of concepts is maintained. Recently, in order to simplify the work of the
doctor, a filing was added to the primary card (questionnaire) that was implemented on the
computer screen. The doctor fills in a questionnaire with as simple features as possible, and the
process of forming concepts is carried out using intelligent computer solutions (Fig. 1).

Methods of study of
Area of study of the the subject area

disease

N

List of primary
features of disease

Knowledge Base (KB)
List of primary - -
concepts

KB KB 1 Classification |~

v

Integral signs of Level 2 Integrated
level 1 Characteristics || | Interpretation

—>|  Diagnosis

Figure 1 - The basic scheme of the work of a doctor and a cassette recorder

At the first stage of knowledge discovery, the area and direction of the study, within or outside
which is expected to be further developed, that is, the "Field of study of the disease," is
determined. This can be a study of only one process or mechanism, for example, a diagnosis of a
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disease or a group of diseases, one description of the history of the disease or the study of the
possibilities of one method.

At the next stage, it is recommended [Kuzomin and Vasylenko, 2014] to analyze internal
knowledge blocks, that is, to identify "Methods or aggregates of techniques that examine one side
of the investigated phenomenon, process, disease."

This procedure is performed expertly on the basis of objective possibilities and subjective
assessments. Next, for each block of the method of research or a set of techniques that were
intended to clarify one process, a list (list) of signs of "integral features of the 1st level" is being
compiled, as, for example, mechanical features are considered, for example, breathing when
detecting sinusitis.

This list includes all the data from the history of the disease, which may subsequently be included
in the computational or logical decision-making procedures selection of the diagnosis. Thus the
space of the primary features of "Integral signs of the 1st level" is formed.

In general, the analysis of poorly structured medical data contained in the history of the disease
allows us to come to the assertion that we have: all the diversity of numbers, curves, images,
clinical findings in different forms, in different formats. First of all, it must be transformed into two
main types: numbers and texts. A specialist working with images and curves provides a doctor
with a conclusion on the appropriate level of medical technology.

The text, officially included in the history of the disease, is both a medical and a legal document.
In principle, the database can be formed in any way. It can contain non-formalized source texts,
output values, curves, images (if computing allows). In this case, the work of a cryptographic
recorder with a specialist on the formation of the primary space of characters may be conducted
through a dialogue through the display screen. During the dialog, you can call the screen images,
curves, texts from the database that are needed for analysis. If the computer does not have such
a database, the work is carried out directly with the texts of medical stories, curves and images
on various material media (paper, film, photography).

The next step is to move from the list of signs to the primary concepts that will form the basis of
the information matrix "medical object - a sign" and serve as the basis for building medical
advisory systems. The process of transition from the signs to the primary concepts is complex
and time-consuming. In the course of it it is necessary to do some iterations and apply different
approaches.

Therefore, the task of this study is to bring numbers and texts into a single metric information.
This problem is solved in this way. When working with numbers, all numerical sampling is based
on the numerical scale from the minimum to the maximum values. Then on this scale, the limits of
the norm are allocated. The task of determining the limits of the norm is one of the most difficult
medical problems. Here you should refer to the materials of publications [Baranov A.A, 2016].
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Within the norm, it is possible to allocate three basic gradations: a typical core and two boundary
forms that correspond to the notions of the upper and lower limits of the norm. Some researchers
[Kuzomin and Vasylenko, 2014] distinguish more gradations (minnorma, optonorma, maxinorm,
etc.). It is most effective to use the so-called dependency functions, which corresponds to the
fuzzy nature of the data [Kuzomin and Vasylenko, 2014].

Of course, here it is also necessary to use the terminology commonly accepted by clinicians.
Naturally, the boundaries between the levels of concepts are rather conditional, but their
allocation is important for the following reasons: among a number of well-known doctors, there is
the opinion that, given the relativity of the concepts of "norm" and "pathology", it is necessary to
consider these processes as unified [Kuzomin and Vasylenko, 2014].

The real difficulties in determining the limits of the norm and pathology are well known, but still
confuse the concept of "norm" and "pathology" can not be. The art of the doctor in many respects
lies in the assessment of these shaky boundaries. In their definition, an important role is played
by a conscious or unconscious idea of the other aspects of the body's vital functions or
manifestations of the disease. Such well-used cytochemical parameters of blood relative to the
norm allowed to more clearly understand what is happening in pathology [Baranov A.A, 2016].

In the presence of sufficient material, the methods of data analysis help to investigate the limit
values, identify them with subclinical forms of diseases. Therefore, in this study, taking into
account the above-mentioned features of medical data, existing methods need to be modified in
the direction of more reliable results.

The next procedure for analyzing medical data is that the numerical series is transformed into a
conceptual series [Baranov A.A, 2016]. Expert way the whole scale is divided into intervals
(graduations), each grade is given a meaningful description.

When working with texts, cognitive science is faced with the fact that the doctor determines the
same phenomenon in different words, depending on a number of subjective and objective
reasons. This discrepancy can be observed even within the same conclusion of the same doctor.
Consequently, the cognitive scientist must, "having traveled along the trail" of the expert doctor,
compile a dictionary of his definitions, and then try to find out from the physician their contents,
build chains of definitions and rank them according to the increasing severity of the process.

For example, a cytologist, describing the sputum, can describe its color, note the presence of
blood streaks, the presence of erythrocytes among other cells. In this case, describing the color
as rusty, noting the presence of erythrocytes or blood streakscitologist actually describes the
same phenomenon: the presence of pulmonary hemoptysis.

As a result, it is possible to come to the chain of concepts and transform the unformed non-
rendered description into ranks of the ranked concepts (absence of hemoptysis, small
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hemoptysis, severe hemoptysis, etc. in an ordered conceptual series.) (Table 1) gives a number
of examples of the construction of primary concepts.

Table 1 - A series of examples of constructing primary concepts for GDS

Primary (notions that form) signs

Primary notions

Rules for the formation of
primary concepts

Number of neutrophils in the
field of vision (NF)

The sputum is slippery
Slime-purulent sputum
Purulent-slippery scrotum
The sputum is slippery

NF up to 30

NF from 30 to 100
NF from 100 to 200
NF 200 and more

Sputum color

Hemorrhage

Sputum is light, no streaks of
blood, red blood cells are
absent.

The presence of red blood cells

Small hemopus

Sputum is light, without
streaks of blood, red blood
cells.

The presence of streaks of
blood

Intact hemopus

Blood prickles in sputum or
rusty sputum

Residual volume of lungs (ZO),
residual volume of lungs (ZEL),
age

Sharp increase in non-
inflammatory parts of the
lungs

Z0O | ZEL more than 0.5 at the
age of 30 years

30 / 3EJl more than 0.6 at
the age from 30 to 40 years
30 / 3E/1 more than 0,63 at
the age over 40 years

Thus, the concept of the primary concepts as a unit of knowledge, which in the context of this

task is not subject to further specification or division, is formed. From the above, we have that the
primary concepts are formed by the cogneologist in conjunction with the expert doctors on the

basis of the primary features that are the conceptually constructive elements. In this case, the first
part of the knowledge base contains the definition of primary concepts, their clinical interpretation.
So, in the end, after these steps, we can have information that can:

* Be oriented to a generally accepted interpretation without any changes;
* have a clarifying character with the addition of additional elements to achieve an

appropriate level of accuracy;

* have a look of illustration with a demonstration of a typical painting. New terms may be
introduced (especially when describing new or little developed research methods).
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To move from primary features to primary concepts requires a certain knowledge base. It
includes a set of logical rules of the form

"IF, TERMS OF DEFINITION"
and may include a set of easiest computing procedures. So, to determine the concept of
"lengthening the period of filling the right ventricle" according to jugular phlebography, primary
characteristics are required: the duration of the spacing of the spacecraft on the ECG and the
spacing of the UA on the phlebogram. In addition, the knowledge base should contain a
regression equation that describes the relationship between QC and CA in healthy people, the
magnitude of the standard deviation relative to this regression line "b". Then the process of
determining the concept of "extension of the period of filling the right ventricle" involves
calculating the deviation of the observed UA from the proper at this CK in the particles "b". As a
result, the primary concepts become formalized and form the basis of the table "object - a sign."
The software support of this part of the knowledge base should provide ease in the modifications
of the definitions of the primary concepts for setting the system to work conditions in a particular
medical institution.
The second part of the knowledge base is formed as a result of constructing the concepts of
higher levels of abstraction of integral features (classifications). Under the integral sign is the
complex concept of a high level of abstraction, which is based on a set of primary concepts,
constructed on a strictly formal basis, using multidimensional methods of automatic classification.
In some cases, the concept may be a logical refinement of existing medical classifications that
have had the character of typologies or may lead to a new classification [Kuzomin and Vasylenko,
2014].
Often the integral sign coincides in its content with the medical concept of clinical syndrome
[Kuzomin and Vasylenko, 2010]. Thus, the proposed methodology in [Kuzomin and Vasylenko,
2014] considers the construction of knowledge bases of consulting or expert systems as a
process of bringing the totality of data and knowledge in the selected subject domain into an
ordered hierarchical structure. "Raw" data from the history of the disease through the knowledge
base of the first level transform into the conceptual series. At the next stage, the concepts that
are primary and considered as data and using the knowledge base of the next level are
transformed into integral signs, actually closes the results and their interpretation within one block
of research. At the next stage, these integral signs are considered as data and using a higher
level knowledge base used to classify, construct diagnostic findings, predict the course of
diseases, and so on.
This methodology facilitates the interpretation of known knowledge and pushes a specialist to
heuristic decisions in terms of explaining pathophysiological mechanisms, processes and
dependencies. As to the use of this methodology in our study, all the main stages of data analysis



368

International Journal "Information Models and Analyses" Volume 7, Number 4, © 2018

will be the same, but their essence will have development in the direction of intellectualization
using neurons structural algorithms.

In addition, several important points to be borne in mind when solving the problems that were
formulated in the works of leading researchers in the field of computer-aided diagnostics:

* First, during the care of each patient in the clinic, the growth of electronic medical
records (EHR) [Baranov A.A, 2016] and clinicians increase access to large volumes of data that
not all doctors have the right, timely and qualitative use of this information.

* Secondly, BD - the big data requires the organization of their management, ensuring the
reliability of storage, constant updating, connection with search robots.

* Thirdly, CDS, which is a computer support for clinical decisions that can change the
dynamics of information at the patient's bed and have the opportunity to improve the quality of
treatment.

* At the same time, the growth of the use of electronic medical records (EHR), which
allows clinicians to increase access to large volumes of data collected during the care of each
patient. This combination has led to some overload of the physician with information that
challenges the physician's ability to focus on the necessary information, adjust this information to
clinical practice standards, and use a combination of clinical data and medical knowledge to
assist the patient with the best available medical evidence.

A side effect of the EHR population with patient data is the creation of large data warehouses that
contain the accumulation of various clinical data. An analysis of these sets of data collections can
give an idea of the nature of the disease and may indicate which of the available diagnostic and
therapeutic approaches are likely to yield the desired results. Moreover, it is the information that
is needed to support the creation of computer-assisted clinical decision support (CDS), which can
change the dynamics of information development at the patient's bedside.

In order to use this information to develop CDS applications, you need to increase resources for
obtaining data from data warehouse, analyzing it, and creating decision support tools that can
help maintain patient care. This usually requires the collaboration of clinicians, database analysts,
statisticians / data miners and software developers. This commitment of large resources is a key
obstacle to the widespread use of data stored in clinical repositories for the development of
decision support applications.

The literature [Baranov A.A, 2016] describes data analysis environments that are considered for
the use of ontological data and knowledge. These systems are intended to demonstrate the
means by which it is possible to use ontologies in conjunction with specialized data analysis
programs.

By the way, this can reduce the requirements for the resources required to develop CDS
diagnostic software. In the references this environment is called: "ontological system of diagnostic
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modeling" (ODMS) [Baranov A.A, 2016] (Fig. 2). Considering what we said in our study should
take into account the most successful decisions regarding the use of medical ontological data on
the disease and the construction of data warehouse (EDW).

— DODM3 — ontologizal systemn of diagnostis modsling

+ disease / condition
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Figure 2 [ Ontological system of diagnostic modeling

Automation of the search for signs of iliness

At present, the idea of automating the search for signs of a disease for symptoms has become
relevant and have beneficial results [Baranov A.A, 2016]. However, when considering the
problem of identifying symptoms, attention should be paid to the existence of uncertainty,
subjectivity in assessing the patient's condition. Necessary understanding of the problem of
identifying symptoms in contact with the patient's doctor. Some aspects of communication with
the patient when setting up a preliminary survey are reflected on (Fig. 3).
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A doctor's and patient's dialog for identifying
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Conclusion

On the basis of the intellectual analysis of medical data and proposed typical directions of
application, primary tasks were identified in developing an intellectual system for diagnosing
diseases. Most significant of them:

1) Search for structured data upon request.

2) Search of hidden logic and statistical regularities in given sets of medical data.

3) Classification and prediction of signs of patients on the basis of revealed patterns for solving
generalized problems of diagnosis and prognostication.

4) Structured Data Grouping.

5) Work with super massive data.

6) Linguistic analysis of text documents.

7) Search for similar text medical documents in the natural language.
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AUTOMATED TESTS FOR ERRORS IN COMPUTER SYSTEM ‘ENVIRONMENT’

Oleksii Vasylenko, Oleksandr Kuzomin

Abstract: This paper describes technology of automated testing for complex computer systems
like ‘smart house’, etc. The basic idea to abstract from natural environment to cyber analogue.

Existing predicates contained in the semantic network to the new analysis may serve as
benchmarks. Thus, the proposed recognition model of natural language objects can be faster and
more efficiently than the existing ones.

Keywords: knowledge acquisition, SAP, DoD, Automated Testing, knowledge processing,
automated knowledge management system, Internet, Intranet, logical testing, Smart testing,
Complex Computer System (CCS), Selenium —Bamboo.

Introduction

Recently, one often hears about creating smart homes and automation of everyday life. Many of
today tend to make "smart" every detail of daily life. But few of us think about what a great
information systems can make mistakes. And the more the system - the more expensive the cost
of failure or malfunction. In order to monitor the performance of the whole agglomeration area
connections of information systems need a comprehensive and versatile solution [Kuzomin and
Vasylenko, 2014].

Imagine the future. One ‘smart house’ is connected to another one. Each ‘smart house’ —
independent smart complex computer system. We have the network, which based on other,
smaller networks. Lets call them ‘basic element’ or element level 1. The next level of this system
is communication of these elements from level 1. | will call it “elements level 2”. Finally, we have
correlation of elements level 2, which create special “environment”.

On the other hand, everybody knows what is it the ‘state of Emergency’. Where is it possible to
happen? Nature, Factories, etc. What is it? The hurricane, earthquake, floods, landslides, etc.
When they going to happen? Everytime. No one know date and time. Everybody afraid and tries
to make the prognosis for the next Emergency.

We live in 21st Century so why we think only about the common Environment? Why we postpose
the one which is going to stay the most important for ages now. | will call it ‘Cyber Environment’.
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Computers, networks, complicated systems — everything is part of this new Environment. Lets
take a look here from the point of Earth (Natural) Environment investigation. We will find all things
common. Why we don’t investigate the emergencies which are in this ‘Cyberlnvironment'?

| purpose the Test Solution, based on Atlassian Bamboo, running by Selenium server. Selenium
is still actively supported (mostly in maintenance mode) and provides some features that may not
be available in Selenium 2 for a while, including support for several languages (Java, Javas
Script, Ruby, PHP, Python, Perl and C#) and support for almost every browser out there.

First, we will describe how the components of Selenium RC operate and the role each plays in
running your test scripts. e-mail for questions: ichbinerste@gmail.com

The essence of work

Task formulation:

1) Develop intellectual language to express, statistical tracking the errors, data mining, based on
CCX automated logical test results .

2) Develop model of complex result/dependence matrix (model: test — error tracked - reason —
feature request)

3) Develop general model of Emergency Forecasting (EF) for basic CCS

4) Develop logical intellectual language for automated decision making based EF for basic CCS
5) Develop complex decision making matrix for velocity & quality increasing for EF and trouble
shooting in CCS

6) Create the feature request system logical language based on EF

Scientific innovation: The practical novelty is in the development of the intelligent decision-
making language based on EF for CCS. Basic principle is completely new and based on
systematical automated finding and tracking the errors (Emergences in CCS environment),
creating the tracking and data mining model to find and keep logical depended data for
Emergence practice in CCS environment. This data will be a row input for automated EF and
Decision Making for Emergency prevention in CCS.

Goals and objectives of my work: The aim is to develop a model of knowledge extraction by
running ‘smart’ tests in huge computer systems. The aim is to create system with automated
testing and reporting, trouble shooting and prognosis stages set up. The main aim for project is to
make life easier by giving the hard and boring job for machine and results for us — people (Fig.1)).

There are basic stages of my work and several ‘pre-aims’ of the whole project:

1) Create test logic level 1. (deep investigation for test-ready fields of computer system
environment)
2) Create test logic level 2. (look for test-connection ready stages)
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3) Create test logic level 3. (whole self-dependant smart test architecture network projecting)

4) Final test logic stage. Automated smart-unitTest builds creating. Creating whole smart testing
network for each possible error.

5) Coding and realising the ‘road-map’ for the smart unitTest build.

6) Creating the test-analysis algorithm and automatisation for the whole project

computer system ‘smart’
environment 1 testing
\ Central Reports Operating
[ Server. Expecting for non-
computer system @ = stop reporting from each
environment 2 W | testing-dependant element
ety

)
computer system 'smart'
environment 'N' testing /" Nen-stop reperting for existing or
perspective 'emerginces' in existing

computer system (number unlimited)

Quality-control
Department

Grouped Reporting/Trouble Shooting Targets

Concept Scheme

Figure 1 — Concept Scheme
Sphere of application:

1. Information intelligence. Data mining for emergency predicting environment. ‘Smart’ prognosis
for computer systems for life support, etc.

2. Bamboo is the central management server which schedules and coordinates all work.

3. Bamboo itself has interfaces and plugins for lots of types of work.

Generating Idec load

In order to build up load in a structured, guided ways from SAP there are a few ideas of what can
be done. My initial hopes, were to push IDocs from a load generator to the message broker. This
would be the easiest way in which to control the flow of data towards the broker and thus the
easiest way to make sure we are fully in control of how busy the broker is. Alas, when talking to
the guys behind the broker interfaces it turned out that this method would not work for the setup
used. The only way the broker would actually do something with the IDocs was if it could pull
them from the SAP RFC port, pushing to the broker would not work, since the RFC receiving end
of the broker is not listening, it is pulling.
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Alternatively sending data off into the message queue would fill up the MQ, but not help with
getting the messages pushed through the Broker, again, due to the specific setup of the
Enterprise Service Bus which contains the broker interfaces.

So alternatives needed to be found. One obvious alternative is setup a transaction in SAP which
generates a boat-load of IDocs and sends the to the RFC port in one big bulk. This would
generate a spike, such as shown in this image, rather than a guided load. In other words, this is
not what we want for this test either. It might be a useful step for during a spike test, however the
first tests to be completed are the normal, expected load tests.

The search for altneratives continued. At my customer, not a lot of automation tools were
available, especially not for SAP systems. One tool however has been purchased a while ago
and apparently is actively used: Win Shuttle

Win shuttle seems to be able to generate the required load, based on Excel input, the main issue
with Win shuttle however, was the lack of available licenses. There are two licenses available and
both are single use licenses. This meant | would have to find a way to hijack one of the PC’s it
was installed on, script my way through it and run the tests in a very time boxed manner. In other
words, not really a solution to the problem. The resulting load ramp up was a linear ramp up of
IDocs being generated and sent to the SAP RFC port, where they were picked up by the
Message Broker and subsequently transformed and sent back to the Locus system, where the
load turned out to be quite on the high side.

All'in all this was a fun excercise in automating SAP to do something it is absolutely not meant to
do with a tool not built nor designed to do what it did.

Definition of Done

In the majority of the DoD’s | have seen, one of the items is something referring to “tests
automated”. The thing | have thus far not seen however, is the team adding as much value to the
automation code as they do to the production code. Quite a lot of DoD’s refer to certain coding
standards, however these standards often seem to not apply to functional test automation. Isn’t
your functional automation code also just code? If so, why then should this not be covered in
code reviews, be written according to some useful guidelines and standards and hopefully use a
framework to make the code sustainable (Fig.2)?
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Figure 2 — Agile Development Cycle diagram for logical testing

There aren’t really any distinct stages during the development. Instead, each feature is taken
from start to finish within an iteration, with the software being released at the end of each
iteration, or if appropriate even during an iteration.

An iteration is simply a fixed, short period of time that the team chooses to work within. Typically
for agile teams, an iteration is between 1 week and 30 days. Strictly speaking, the Scrum agile
development methodology advocates 30 days, but I've encountered very few teams that actually
do this. 2 or 3 weeks seems to be more common. The Extreme Programming agile methodology
advocates 1 week. This is very short and in my experience requires quite a lot of maturity in the
team and its processes to achieve, because getting to a stable release every week can be
difficult.

Either way, the principles are the same. The idea is to stick to short, fixed-length iterations and
complete all stages of the development cycle for each feature in turn within an iteration. Basically,
idea is to SWOPE teams of people by teams of hardware. The same cycle, the same
responsibility stages & reporting.

Scientific novelty: The model extraction knowledge by using the automated smart unit testing
environment is pretty much new. The main logic for this — make the technical support stage much
more easier than it is now. Smart test will be able to run all scheduled time, give the report and
make each part of the system tested by time, make it ready and non-forgiven for the possible
mistakes, that are able to destroy the whole component or system at all. Aim for this project is
automation for system support part. As huger computer system is becoming — as harder and
more expensive support level becoming as well. That is why we have this big challenge to
develop new strategic for keeping system’s support ‘eyes’ clear and ready to react.
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Practical value: Bamboo is a continuous integration (Cl) server that can be used to automate the
release management for a software application, creating a continuous delivery pipeline.

Cl is a software development methodology in which a build, unit tests and integration tests are
performed, or triggered, whenever code is committed to the repository, to ensure that new
changes integrate well into the existing code base. Integration builds provide early 'fail fast'
feedback on the quality of new changes.

Release management describes the steps that are typically performed to release a software
application, including building and functional testing, tagging releases, assigning versions, and
deploying and activating the new version in production.

Selenium Usage: Selenium Server receives Selenium commands from your test program,
interprets them, and reports back to your program the results of running those tests.

The RC server bundles Selenium Core and automatically injects it into the browser. This occurs
when your test program opens the browser (using a client library API function). Selenium-Core is
a JavaScript program, actually a set of JavaScript functions which interprets and executes
Selenium commands using the browser’s built-in JavaScript interpreter.

The Server receives the Selenium commands from your test program using simple HTTP
GET/POST requests. This means you can use any programming language that can send HTTP
requests to automate Selenium tests on the browser.

Client Libraries

The client libraries provide the programming support that allows you to run Selenium commands
from a program of your own design. There is a different client library for each supported
language. A Selenium client library provides a programming interface (API), i.e., a set of
functions, which run Selenium commands from your own program. Within each interface, there is
a programming function that supports each Selenium command.

The client library takes a Selenium command and passes it to the Selenium Server for processing
a specific action or test against the application under test (AUT). The client library also receives
the result of that command and passes it back to your program. Your program can receive the
result and store it into a program variable and report it as a success or failure, or possibly take
corrective action if it was an unexpected error.

So to create a test program, you simply write a program that runs a set of Selenium commands
using a client library API. And, optionally, if you already have a Selenium test script created in the
Selenium-IDE, you can generate the Selenium RC code. The Selenium-IDE can translate (using
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its Export menu item) its Selenium commands into a client-driver's API function calls. See the
Selenium-IDE chapter for specifics on exporting RC code from Selenium-IDE.

Logical Testing Organizing:

1. The client/driver establishes a connection with the selenium-RC server.

2. Selenium RC server launches a browser (or reuses an old one) with a URL that injects
Selenium-Core’s JavaScript into the browser-loaded web page.

3. The client-driver passes a Selenium command to the server.

4. The Server interprets the command and then triggers the corresponding JavaScript execution
to execute that command within the browser. Selenium-Core instructs the browser to act on that
first instruction, typically opening a page of the AUT.

5. The browser receives the open request and asks for the website’s content from the Selenium
RC server (set as the HTTP proxy for the browser to use).

6. Selenium RC server communicates with the Web server asking for the page and once it
receives it, it sends the page to the browser masking the origin to look like the page comes from
the same server as Selenium-Core (this allows Selenium-Core to comply with the Same Origin
Policy).

7. The browser receives the web page and renders it in the frame/window reserved for it.

Many applications switch from using HTTP to HTTPS when they need to send encrypted
information such as passwords or credit card information. This is common with many of today’s
web applications. Selenium RC supports this.

To ensure the HTTPS site is genuine, the browser will need a security certificate. Otherwise,
when the browser accesses the AUT using HTTPS, it will assume that application is not ‘trusted’.
When this occurs the browser displays security popups, and these popups cannot be closed
using Selenium RC.

When dealing with HTTPS in a Selenium RC test, you must use a run mode that supports this
and handles the security certificate for you. You specify the run mode when your test program
initializes Selenium. In Selenium RC 1.0 beta 2 and later use *firefox or *iexplore for the run
mode. In earlier versions, including Selenium RC 1.0 beta 1, use *chrome or *iehta, for the run
mode. Using these run modes, you will not need to install any special security certificates;
Selenium RC will handle it for you.

In version 1.0 the run modes *firefox or *iexplore are recommended. However, there are
additional run modes of *iexploreproxy and *firefoxproxy. These are provided for backwards
compatibility only, and should not be used unless required by legacy test programs. Their use will
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present limitations with security certificate handling and with the running of multiple windows if
your application opens additional browser windows.

In earlier versions of Selenium RC, *chrome or *iehta were the run modes that supported HTTPS
and the handling of security popups. These were considered &€ experimental modes although
they became quite stable and many people used them. If you are using Selenium 1.0 you do not
need, and should not use, these older run modes (Fig.2).
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Figure 2 - Security popups
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Work Flow organization

Bamboo uses the concept of a 'plan’ with 'jobs' and 'tasks' to configure and order the actions in
the workflow.

Project Has one, or more, plans.
Provides reporting (using the wallboard, for example) across all plans in the project.
Provides links to other applications.

Plan Has a single stage, by default, but can be used to group jobs into multiple stages.
Processes a series of one or more stages that are run sequentially using
the same repository.
Specifies the default repository.
Specifies how the build is triggered, and the triggering dependencies between the plan
and other plans in the project.
Specifies notifications of build results.
Specifies who has permission to view and configure the plan and its jobs.
Provides for the definition of plan variables.

Stage Has a single job, by default, but can be used to group multiple jobs.
Processes its jobs in parallel, on multiple agents (where available).
Must successfully complete all its jobs before the next stage in the plan can be
processed.
May produce artifacts that can be made available for use by a subsequent stage.

Job Processes a series of one or more tasks that are run sequentially on the same agent.
Controls the order in which tasks are performed.
Collects the requirements of individual tasks in the job, so that these requirements can
be matched with agent capabilities.
Defines the artifacts that the build will produce.
Can only use artifacts produced in a previous stage.
Specifies any labels with which the build result or build artifacts will be tagged.

Task s asmall discrete unit of work, such as source code checkout, executing a Maven
goal, running a script, or parsing test results.
Is run sequentially within a job on a Bamboo working directory.
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The proposed method: After carefully considering all the existing methods, capabilities and
operating time, We can interpretive our hike to understand the meaning of natural language by
compulter.

The concepts can replace each other on the principle of consistency of meaning. It is above all
that are essential to accelerate the process of text recognition as well - reducing the load on the
knowledge base. (Kuzemin A., thesis work). That is — replaceability of the concepts significantly
reduces the volume of the knowledge base by reducing the number of own concepts as its
components. Create the new theorem replace ability of the concepts.

Theorem 1. If the concept Po, inherits the concept Po, — G(Po,,Po,) in a certain category of
concepts C, the notion of Po, can substitute for a mikrosituations concept Po, without losing
the semantic load and informative of this mikrosituation [Kuzomin and Vasylenko, 2010].

Proof. In accordance with the structure and strategy categories identify the concept to identify
the concept Po, must affirmatively respond to the decision rules  that relevant concepts
Po,,Po, ...,Po, ,Po, This means that identified the problematic concept as we have passed
these decision rules, including p, which refers to the notion Po, . Hence, the notion Po, may be

perceived as a concept Po,, possessing its characteristic features.

It is possible to obtain the final simplified formula

To begin to define a mathematical model for this area, that is, a preliminary algorithm of the
program domain.

Thus, we set the field, which we consider to find items that need to be put in the text as a
priority. Items that are behind them before the end of the line, will be the ones most desired
predicates that become the nodes of a semantic network specification.

So, try to express this simple mathematical formula:

Consider the above described concept ¢; ; - the word in a sentence ¢; determinants in
appliance has a; and 7;:

a;,.» Ti,,, when m=1 (definite value) <=>a;,, 1;, - given, = const

(The above mentioned node predicates, which is searched, that is - nodes ontology similarity
Product RCO).

If the nodes of ontologies are not specified clearly (for thematic units characterized by peculiar
and persistent concept), then to search for meaning in a sentence erants, first highlight the main
predicate, then place it in a network node.
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Consider the 1-st case with known predicates:
Suppose there is t; ;, that

mj?
(ai1! Tiq € tim]" {timjl’ timjz’ timjg’ ..... ) timjn}) € t] =>

= [Hn] = {timjz’ ...... t;

Where I1,, - predicate found meeting the criteria a;, and 1;,

Consider Case 2, where the proposal is a set of elements without an explicit predicate. In this
case, | have proposed for the allocation of nodal predicates analyze the proposal for the parts of
speech, then find the subject and the predicate method for counting the frequency of occurrence
of noun and a verb. Mathematically, it is possible to express this:

We have a set of words

{imjyr bimig: Limigrr timin} € i

Let each of them has an additional parameter a - the frequency for each element, as well as the
parameter responsible for the definition of the speech clearly designed combinations of endings —
p (look application "A", list of terminals), where (1...n) € p, we have a structure:

a a

. . a . . . . . . a .
{tlm]p ad.n) '’ tlm]p 2.n) ' tlmjp B.n) 7 tlm]p(n) } €t

]

Moreover, if found by the predicate coincides with the already existing sites - it is not analyzed in
the future, and put in its place. If the predicate is unique - it is analyzed as part of speech and
related items - similar to the ongoing analysis of combinations.

After receiving the new value I1,,, determine its meaning - it is entered in the knowledge base,
which compares to the value of existing concepts Po, .. Further processing of meaning is on a

similar principle, but with reference to a specific predicate.

Conclusion

In this work the method of analysis of natural language objects, which accelerates the
work with large volumes of the analyzed verbal text. By itself, the semantic network is a self-
learning, as accumulating predicates, new to them in their meaning. Existing predicates contained
in the semantic network to the new analysis may serve as benchmarks. Thus, the proposed
recognition model of natural language objects can be faster and more efficiently than the existing
ones.
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DEVELOPING METHODS BASED ON TEXT MINING TECHNOLOGY TO
IMPROVE THE QUALITY AND SPEED OF AUTOMATIC CLUSTERING OF
DOCUMENTS

Oleksii Vasilenko, Oleksandr Kuzomin, Artem Mertsalov

Abstract: The goal is to develop methods based on the use of Text Mining technology, which
allows to improve the quality and speed of automatic clustering of documents.The object of the
research is the intellectual analysis of the text array.The methods of numerical simulation and
analytical substantiation are used. The research of methods of intellectual analysis of the text was
conducted; Methods of preprocessing of text, selection of keywords and classification of
documents are considered.As a result of implemented software implementation of the system
analysis of the text array.

The aim of the work is to study of ranking algorithms on data from Web Archives. A developed
soffware use web archives and extracted data to create a graph of relations between web pages.
A HITS algorithm applied on the graph, allows to find meaningful hubs among the pages. The
hubs allow calculating authority of each page and ranking them by using the value.

Link pairs from German Web Archive Data are used as input data for graph (incoming and
outgoing links), and German Wikipedia articles as search topics to evaluate results.

The results evaluated using survey with results of HITS algorithm in comparison with results of
Bing search engine and competing algorithm PageRank.

The work use Java programming language for implemented algorithms and support software, the
destination graph stored in-memory by using Redis. The data extracted from Web Archives by
using Hadoop framework and stored in Hive database.

Keywords: web archives, web search, ranking, hyperlink induced topic search, page rank.

ITHEA Keywords: NNP - proper noun, AJ - general adjective, DT - general determiner, NLP -
natural language processing, E.2 Data Storage Representations, H.3.1 Content Analysis and
Indexing.
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Introduction

Automated exclusion of knowledge from the text is one of the main tasks of artificial intelligence
and is directly related to the understanding of texts in the natural language. Since the mid-50s of
the last century, considerable efforts of scientists have been directed at the development of
mathematical algorithms and computer programs for the processing of texts in the natural
language [Bansal, 2014]. To automate the analysis and synthesis of texts, various patterns of text
processing were created, as well as corresponding algorithms and data representation structures.
Traditionally, the analysis of natural language texts was presented as a sequence of processes -
morphological analysis, syntactic analysis, semantic analysis. For each of these steps,
appropriate models and algorithms were created. For semantics of the text - the classical
semantic networks and the framed models of Minsk, for the syntax of the sentence - the
chronological grammar, the systemic grammar of the Hollywood, the trees of subordination and
the system of components of Gladky, the expansion of the network of transitions; For
morphological analysis, many different models have been developed that focus on specific
language groups.

The task of automated analytical processing of text information is trying to solve many foreign and
domestic scientists. In particular, in 1979 Kuzin N.T. [Ridings, 2002] described the methods of
frequency subtraction of textual information, which were subsequently improved in the works of A.
Broder and D.V. Lande [Bansal, 2014] In his manual A.A. Barseghyan and MS Kupriyanov
summarized data on modern methods of automatic analysis of Data Mining and Text Mining.
However, none of the described methods does not provide extraction from text information
knowledge. In studies Al Vavilenkova provided a description of the main methods of Data Mining,
highlighting their advantages and disadvantages, emphasizing that none of the described
methods is capable of removing knowledge from the information. In this work the researcher
demonstrated the work of the Robinson resolution method for comparing two simple sentences;
the algorithm of comparison of logical-linguistic models of text information on the content is
proposed.

Thus, one can distinguish the main problems associated with the need to optimize the modeling
and development of methods for analyzing textual information:

- The rapid growth in the amount of information contained on the Internet is the cause of
increasing and growing difficulties in finding the necessary documents and organizing them in
structured, structured, content-based repositories;

- most technologies of work with text documents focus on the organization of convenient
work with information for a person, but virtually no opportunity to convey the semantic content of
the text, that is, there is no semantic indexing;



International Journal "Information Models and Analyses" Volume 7, Number 4, © 2018 387

- To effectively address the problem of search, it is necessary to broaden the concept of

a traditional document: the document must link the knowledge that allows to interpret and process
the data that is retained in this document;

- Unstructured information is a significant part of modern electronic text documents.Web

Archives contains web pages from the past years and save new pages for future researchers,
historians, and the public. They are very important for learning how interned is developing. They
allow to use knowledge from the past and apply it today to extract new knowledge and very
popular for hundreds of research tasks as playground.

Search is the most demanded tool in today’s web. There is a trillions of pages stored somewhere
in the web and search engines are like road signs before the navigator was developed. By typing
simple search term, they navigate to destination pages. A web search engine is a software
system that is designed to search for information on the World Wide Web. The common approach
for web search engines is to analyze content of the pages in the web and create index for them.
Then, using that index and different retrieval methods, they select all pages that match a required
search term and to return relevant results they apply ranking algorithms to order results. All the
same is true for web archives, but in addition, they also contain some specific attributes, which
include crawling information and a history of the page. That can be used to improve search
results quality.The algorithms are improving with years and modern search engines use very
advanced technology with Artificial Intelligence (Al) and machine learning. But unfortunately,
those high-end algorithms only available for lead companies that specified on search engines.

Therefore, the goal of the work is to apply available ranking algorithms on Web Archives and
investigate potential ability to improve search results by including new attributes to the algorithm.

Motivation and problem statement

Improving search results is interesting and demanded task, which can be applied on Web
Archives for research. In the work, one of the popular algorithms for ranking search results is
applied on German Web Archives and learned how archived data can change search results.
Despite the fact that for the web search simple algorithms are no longer enough, nevertheless
they are increasingly used for research, personal and low-middle level commercial purposes.
They should have good enough results and lower maintenance costs.

As a problem statement we have got web archives that contains web pages (articles, news, etc.),
which stored as natural language text (unstructured text). With the purpose of building an efficient
search results, we are confronted with following problems:

1. Different formats of URLs and aliases.
3. Using diacritic characters and language specific characters in URLs.
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2. A huge amount of data, which should be processed in real-time.
4. Slow processing time for Web Archives.

Topic of research

Recent development of the Internet and computing technologies makes the amount of information
increasing rapidly. That is why it is necessary to retrieve the best of the web pages that are more
relevant in terms of information for the query entered by the user in search engine. In recent
years, semantic search for relevant documents on web has been an important topic of research.
Many semantic web search engines have been developed that helps in searching meaningful
documents presented on semantic web. To relate entities, texts and documents having same
meaning, semantic similarity approach is used based on matching of the keywords, which are
extracted from the documents. For example, groups of authors presented a new web ranking
system by using Semantic Similarity and HITS algorithm along with Al technique [Bansal, 2014].
In this paper, author proposed Intelligent Search Method (ISM) - a ranking system with improved
HITS and Semantic Similarity techniques. It is used to rates the web pages and also known as
Hubs and Authorities. A good hub represented a page that pointed to many other pages and a
good authority represented a page that was linked by many different hubs. Therefore, its authority
value, which estimates the value of the content of the page, and its hub value, which
estimates the value of its links to other pages.

Author developed new method to index the web pages using an intelligent search strategy in
which meaning of the search query is interpreted and then indexed the web pages based on the
interpretation. Comparison of HITS Algorithm, Semantic Similarity Algorithm and ISM method is
shown in (Tab. 1).

Table 1 — Comparison of Techniques

Parameter / HITS Algorithm Semantic  Similarity | Proposed System
Technique Algorithm

Time Efficiency 72% 87% 91%
Accuracy 79% 91% 95%
User specific Page No No Yes
Generation

Relevance Ratio 90% 92% 96%
High Relevance 30% 41% 51%
Ratio

New ISM method can be integrated with any of the Page Ranking Algorithms to produce better
and relevant search results.

Preparing dataset
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On the input of the task, we have Hive table with two columns: source_url and desctination_url.
Each row contains one edge of future graph (see Figure 1 for example of DB row).

As the size of the graph is very big (more than 130 billion edges, about 10 terabyte size), first we
need to optimize it. The first step was to extract all unique URLs from the table and replace them
with IDs, then we will have much smaller graph where edges will be long to long instead of string
to string.

ung-2-0
weblogs

elected (1.134 seconds)

Figure 1. Sample results from distinct_a_links table

We extracted about 6 billion unique links (see Figure 2 for sample data), to rewrite out initial table
from string to string to use short IDs of the pages we need very fast access to database which
contains those IDs, therefore we decided to use in-memory databases.

Decoding URLs from SURT format.

e-anejo-p-397.html |
'hyundai/ix55 |
(self-dri outhern_costall.html

e,1stplan, i /bilanz/passiva/summe-verbindlichkeiten.html
de,lundl
de, lung

10 rows selected (©.257 seconds)

Figure 2. Sample results from distinct_links_all table

A However, 6 billion URLSs still was a lot to fit in-memory (about 4 terabyte), we decided to store
SHA-1 hash instead of URLs as key and ID long value as value for our Redis database.
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During that work, we noticed that some of URLs has different formats, for example, some of them
use http and some use https, some use www prefix and some not. We decided to remove such
difference and added pre-processing of URLs which include:

1. Removing all unsafe ASCII characters, if they appears in domain names we replace them into
Punycode domains and if such characters appears in path then replace them by using "%"
followed by two hexadecimal digits.

2. Removing protocol prefixes, like: http, https.

3. Removing www prefixes.

4. Removing port numbers, like: 80, 443.

After replacing URLs to hashes, it has 21 153 collisions on our dataset. The hashes was
extracted for investigation.

As we can see in table above, that is false negative results. In the middle column you can see
URL as it stored in database, right column as it was normalized and left column is hash of the
URL. As we can see, after normalization, we have same strings and as result same hashes. Also
original URLs from database are not valid SURT format.

Tble 2. Hash collisions over links dataset

Hasah value Original URL Normalized URL
qEb3qCpvWQthRNLAKKTOIHINVmg= | de,merkspruch)/ merkspruch.de/
qEb3qCpvWQthRNLAkKTOiIHINVmg= | de,merkspruch,)/ merkspruch.de/
ZLPnZaYBNeerff/5PH5ip3XXq40= de,wuhletal kirche)/ kirche.wuhletal.de/
ZLPnZaYBNeerff/5PHSip3XXq40= de,wuhletal,http://kirche)/ | kirche.wuhletal.de/

Now when assigned short ID (long value) to each URL we need to update our whole dataset of
pairs. That should significantly reduce size of it. Also, to create a graph we will need to go over all
the pairs again. To decrease number of operations, we created module that read pairs, normalize
URL and retrieve its ID from Redis database from previous task.

To create graph, we need to know incoming and outgoing links from each link. Unfortunately,
hash table, which we used for previous task can’t store multiple values per single key. Therefore
we used two new databases, one which store linklD and list of incoming linklIDs and other one
with linkID and list of outgoing linkIDs.

The data stored in Hive database is unsorted, but to decrease number of operation on Redis
server we need to order the database by source_url or destination_url depending of which table
we want to fill. If the pairs are ordered for example by source_url, then during going through them
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we can collect all neighbors for same source_url (just compare if previous value is equal current)
and merge destination_url values, put them to Redis in single operation.

As we already can access to incoming and outgoing links for any page, we can calculate hubs
and authorities, which requires for HITS algorithm [Miller, 2001].

HITS ranking results

To evaluate HITS algorithm we use search results from Bing search engine. We have pre-saved
results for all German Wikipedia articles. We selected most popular 3000 pages and used their
title as search term. For each search term, we have about 100 search results from Bing.

For our HITS algorithm we use 100 pages from Bing as root set. Then we use base set of pages
and all pages which linked or links to them as base set. For that base set we calculate authority
and hubs values for thee steps. Then order pages from root set by authority and compare results
with original Bing results. We also implemented PageRank algorithm for better evaluation of HITS
results. It will add additional set of results to compare. The implementation of PR algorithm is very
simple, we use 10 as default score for each page and split the score between all outgoing pages.

There are some limitations associated with Archived Data, for example the actives mainly
contains German Internet pages (in .de domain zone), when Bing provides results regardless of
the domain zone. But, we still have such pages in results because we have German pages that
have outgoing links to different domain zones and we can calculate authority value for them.

The example results of applying HITS algorithm on search term “Kassel” you can see in the (Tab.
3), the comparison with PageRank score displays in (Tab. 4).

As we can see in (Tab. 4), the website of Kassel’s football team has lower PageRank score. That
can be explained that in total the website has smaller number of incoming links, but the links is
from better sources.

Table 3. Authority and hub values of HITS for search term “Kassel”

Link Authority Hub
Kassel Marketing | Tourismus-Informationen flr Kassel 58929 148127497
kassel-marketing.de/
Wetter Kassel - aktuelle Wettervorhersage 46581 114631041
wetteronline.de/wetter/kassel
KSV Hessen Kassel e.V. - Die offizielle Homepage 45712 125635663
dasbesteausnordhessen.de/
Kassel: Information flr Kassel bei meinestadt.de 45666 125741104
home.meinestadt.de/kassel-documenta-stadt

Table 4. HITS Authority and PageRank score
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Link HITS Authority | PageRank Score
Kassel Marketing | Tourismus-Informationen fir Kassel 58929 0.09894597
kassel-marketing.de/
Wetter Kassel - aktuelle Wettervorhersage 46581 0.027334956
wetteronline.de/wetter/kassel
KSV Hessen Kassel e.V. - Die offizielle Homepage 45712 0.023083081
dasbesteausnordhessen.de/
Stadtportal - Startseite www.kassel.de 45666 125741104
kassel.de/
Kassel: Information fir Kassel bei meinestadt.de 45666 0.025142923
home.meinestadt.de/kassel-documenta-stadt
Stadtportal - Startseite www.kassel.de 45666 0.025142923
kassel.de/

Some other results that illustrate the difference between HITS and PR are displayed in (Tab. 5).
Also the results compared to Bing results in (Tab. 6).

Table 5. Results of HITS and PR for search term “Volkswagen AG”

Link HITS Authority PageRank
Score
Volkswagen AG - Home - SSI SCHAFER 184900 9.485999 (1)

https://www.ssi-schaefer.com/de-de

VOLKSWAGEN AKTIEN News | 766403 Nachrichten...

http://www.finanznachrichten.de/nachrichten-aktien/vo... 7462 0.10863955 (5)
Volkswagen Aktie | Aktienkurs | Chart | 766400 0.025147859
wallstreet-online.de/aktien/volkswagen-aktie 6456 (11)

Volkswagen Konzern Startseite
volkswagenag.com/ 2002 0.82785743 (2)

Volkswagen Personal
volkswagen-karriere.de/de.html 1898 0.30051792 (3)

Table 6. Results of HITS and PR for search term “Volkswagen AG”
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HITS results

Bing results

Volkswagen AG - Home - SSI SCHAFER

https://www.ssi-schaefer.com/de-de

Volkswagen Konzern Startseite

volkswagenag.com/

VOLKSWAGEN AKTIEN News | 766403 Na...

http://www.finanznachrichten.de/nachrichten-a...

Wie gut klingt das denn.

volkswagen.de/de.htm|

Volkswagen Aktie | Aktienkurs | Chart | 766400

wallstreet-online.de/aktien/volkswagen-aktie

Volkswagen AG — Wikipedia

de.wikipedia.org/wiki/\Volkswagen_AG

Volkswagen Konzern Startseite

volkswagenag.com/

Volkswagen Group Homepage

volkswagenag.com/content/vwcorp/con...

Volkswagen Personal

volkswagen-karriere.de/de.html

Volkswagen International

de.volkswagen.com/de.html

Evaluating results

To evaluate results we created survey page, which contains ten results from Bing, and ten
reordered results by using authority value of HITS algorithm. Also ten results of HITS with ten
results of PageRank algorithm. The survey asks users to compare results which is more relative,
as they think and make decision by clicking on one of the submit buttons on the bottom. Survey is
available online for everyone, we asked some students to participate in and 31 people accept
proposal. In average one-person answers for 50 topics, and 1541 in total. The results
approximate expectations and Bing search engine provides better results than re-ranked results

by using HITS algorithm. The results of that survey illustrated on (Fig. 3).

393
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= HITS
= Bing

Figure 3. The results of survey HITS vs Bing results

Comparing results of HITS algorithm and PageRank algorithm (see Figure 4) give a little more
points in favor of HITS algorithm.

= HITS
= PR

Figure 4. The results of survey HITS vs PR results

Comparing results of PageRank vs Bing (see Figure 5), gives most of the points to Bing results. It
should be noted that in comparison with Bing results, HITS results take a bit more points than
PageRank results.

= PR
= BING

Figure 5. The results of survey PR vs Bing results
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As we can see on table 6 the results of HITS and PageRank results worst results than Bing, six of
ten top results contains pages with information about company shares. That pages appears on
top due to specific content of the Web Archives that was used. For some other research purposes
that archives contains a lot of pages with information about trades and shares.

In addition to that, some other results also contains very specific pages only for used Web
Archives. Using a simple survey among unprepared users was not the best way to evaluate the
quality of the results.

Conclusion

The aim of the work is to begin research in the direction and show some first results.

During the work was implemented two algorithms for ranking web results, the initial HITS
algorithm was compared with PageRank algorithm.

Our results confirmed that modern search engines use very sophisticated technologies that
include not only ranking algorithms, they also use Al and machine learning techniques to improve
our daily Internet search experience.

Nevertheless, HITS algorithm that was developed slightly later than PageRank and using more
depth scanning gives relatively better results. And that also gives us motivation to continue our
work, we have plans to improve the results.

The amount of data that we have on input is very huge, and several first tries ware failed. We
were need to experiment with different techniques and technologies to work with given data.
Moreover, even now, when we have prepared relations graph, each iteration in the program must
be justified, otherwise, everything works very slowly.

The search in Web Archives is not for everyday use and we do not expected that results will
completely satisfy us. The key idea the work is research of additional attributes of web archives,
unfortunately, we do not have enough time to present them in the work.

In the work, we finished only first part of our goal. Right now, we implemented simple HITS and
PageRank algorithms, they allow us to make some small researches over retrieved data.

The next step will be to include first crawl date and last crawl date into HITS algorithm. Potentially
we can find some hubs that existed before, but no longer exists today. By using those properties,
we also can know age of the pages and we do not know how it change results.
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