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A MULTICRITERIA DECISION SUPPORT SYSTEM MULTIDECISION-11 

Vassil Vassilev,  Krasimira Genova,  Mariyana Vassileva 

Abstract: The present paper describes some basic elements of the software system developed (called 
MultiDecision-1), which consists of two separate parts (the systems MKA-1 and MKO-1) and which is designed to 
support decision makers in solving different multicriteria analysis and multicriteria optimization problems. The 
class of the problems solved, the system structure, the operation with the interface modules for input data entry 
and the information about DM’s local preferences, as well as the operation with the interface modules for 
visualization of the current and final solutions for the two systems MKA-1 and MKO-1 are discussed. 

Author Keywords: Multicriteria analysis, Multicriteria optimization, Multicriteria decision support system. 

ACM Classification Keywords: H.4.2 Information Systems Applications: Types of Systems: Decision Support.  

Introduction 

Multicriteria decision making problems can be divided [Vincke, 1992] into two separate classes depending on 
their formal statement. In the first class of problems, a finite number of alternatives are explicitly given in a tabular 
form. These problems are called discrete multicriteria decision making problems or multicriteria analysis 
problems. In the second class, a finite number of explicitly set constraints in the form of functions define an infinite 
number of feasible alternatives. These problems are called continuous multicriteria decision making problems or 
multicriteria optimization problems. 
Different methods have been developed to solve multicriteria analysis problems, which can be divided into 
several groups. A great number of the methods developed up to now can be grouped in three separate classes: 
weighting methods, outranking methods and interactive methods. Each one of these methods has its advantages 
and shortcomings, connected mostly with the ways of deriving information by the decision maker (DM) regarding 
his/her local and global preferences. The main element in the weighting methods is the way of determining the 
criteria weights, which reflect DM’s preferences to the highest degree. Many methods for criteria weighting have 
been developed. A value tradeoff method is proposed in [Keeney and Raiffa, 1976]. Several versions of the 
analytic hierarchy process (AHP method) are developed in [Saaty, 1980], [Saaty, 1994], using pair-wise criteria 
comparison. A direct ranking and rating method is proposed in [Von Winterfeldt and Edwards, 1986], in which the 
DM first ranks all the criteria according to their importance. The weighting methods use a DM’s preference model, 
which does not allow the existence of incomparable alternatives and the preference information obtained by the 
DM (different types of criteria comparison) is sufficient to determine whether one of the alternatives must be 
preferred or whether the two alternatives are equal for the DM. The outranking methods use a DM’s preference 
model, which allows the existence of incomparable alternatives and the preference information obtained by the 
DM may be insufficient to determine whether one of the alternatives is to be preferred or whether the two 
alternatives are equal for the DM. The criteria and the alternatives are not compared by the DM in these methods, 

                                                           
1 This paper is partially supported by the National Science Fund of Bulgarian Ministry of Education and Science 
under contract № I–1401\2004 "Interactive Algorithms and Software Systems Supporting Multicriteria Decision 
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but he/she has to provide the so-called inter- and intra-criteria information. Some of the well-known representa-
tives of the outranking methods are TACTIC method [Vansnick, 1986], PROMETHEE I-II methods [Brans and 
Mareschal, 1990], ELECTRE I-IV methods [Roy, 1991] and others. In order to solve multicriteria analysis 
problems with a large number of alternatives and a small number of criteria, the “optimizationally motivated” 
interactive methods have been suggested [Korhonen, 1988], [Sun and Steuer, 1996], [Narula et al., 2003]. 
One of the most developed and widespread methods for solving multicriteria optimization problems are the 
interactive methods [Gardiner and Vanderpooten, 1997], [Miettinen, 1999]. This is due to their basic advantages – 
a small part of the Pareto optimal solutions must be generated and evaluated by the DM; in the process of solving 
the multicriteria problem, the DM is able to learn with respect to the problem; the DM can change his/her 
preferences in the process of problem solution. The interactive methods of the reference point (direction) and the 
classification-oriented interactive methods [Miettinen, 1999] are the most widely spread interactive algorithms 
solving multicriteria optimization problems. Though the interactive methods of the reference point are still 
dominating, the classification-oriented interactive methods enable the better solution of some chief problems in 
the dialogue with the DM, relating to his/her preferences defining, and also concerning the time of waiting for new 
non-dominated solutions that are evaluated and selected. 
The software systems supporting the solution of multicriteria analysis and multicriteria optimization problems can 
be divided in two classes – software systems with general purpose and problem-oriented software systems. The 
general-purpose software systems aid the solution of different multicriteria analysis and multicriteria optimization 
problems by different decision makers. One method or several methods from one and the same group are usually 
realized in them for solving multicriteria analysis and multicriteria optimization problems. This is due to the 
following two reasons: 
- in the methods from the different groups, different types of procedures are used to get information from the 

DM, which leads to considerable difficulties in the realization of appropriate user’s interface modules in the 
software systems; 

- the designers of the software systems are usually interested in the realization of their own method (methods) 
or have distinct preferences towards methods from one and the same group. 

The problem-oriented multicriteria analysis systems are included in other information-control systems and serve 
to support the solution of one or several types of specific multicriteria analysis problems. Hence, some simplified 
user’s interface modules are usually realized in them. That is why methods from different groups of multicriteria 
analysis methods are included in some of these systems.  
Well-known general-purpose software systems supporting the solution of multicriteria analysis problem are the 
following systems VIMDA [Korhonen, 1988], ELECTRE III-IV [Roy, 1991], Expert Choice [Saaty, 1994], HIVIEW 
[Peterson, 1994], PROMCALC and GAIA [Brans and Mareschal, 1994], Decision Lab [Brans and Mareschal, 
2000], Web-HIPRE [Mustajoki and Hamalainen, 2000]. One representative of the problem-oriented systems, 
called Agland Decision Tool, is discussed in [Parsons, 2002]. 
Some well-known general-purpose software systems, which solve problems of multicriteria optimization, are the 
following systems VIG [Korhonen, 1987], CAMOS [Osyczka, 1988], DIDAS [Lewandowski and Wierzbicki, 1989], 
DINAS [Ogryczak et al., 1992], MOLP-16 [Vassilev et al., 1993], MONP-16 [Vassilev et al., 1993], LBS 
[Jaszkiewicz and Slowinski, 1994], MOIP [Vassilev et al., 1997], NIMBUS [Miettinen and Makela, 2000]. The first 
type comprises the interactive algorithms of the reference point and of the reference direction [Wierzbicki, 1980], 
[Korhonen, 1987]. These are systems such as DIDAS, VIG, CAMOS, DINAS and LBS. The second type of 
interactive algorithms includes the classification-oriented algorithms [Benayoun et al, 1971], [Narula and Vassilev, 



International Journal "Information Theories & Applications" Vol.13 
 

 

 

105

1994], [Miettinen, 1999], [Vassileva et al., 2001]. These interactive algorithms are built in the systems NIMBUS, 
MOLP-16, MONP-16 and MOIP. 
The present paper describes some basic elements of the software system developed (called MultiDecision-1), 
which consists of two separate parts (the systems MKA-1 and MKO-1) and which is designed to support decision 
makers in solving different multicriteria analysis and multicriteria optimization problems. The class of the problems 
solved, the system structure, the operation with the interface modules for input data entry and the information 
about DM’s local preferences, as well as the operation with the interface modules for visualization of the current 
and final solutions for the two systems MKA-1 and MKO-1 are discussed. 

Functions, Structure and User’s Interface of MultiDecision-1 System 

The system MKA-1, the first part of the system MultiDecision-1, is designed to support decision makers in solving 
different multicriteria analysis problems. In MKA-1 system an attempt has been made to realize three methods – 
a weighting method, an outranking method and an interactive method. These methods are respectively AHP 
method [Saaty, 1994], PROMETHEE II method [Brans and Mareschal, 1990] and CBIM method [Narula et al., 
2003]. They are the most often used methods in the three groups of methods. The interface modules in the 
system allow the successful realization of different types of procedures for obtaining information by the DM and 
also for the entry of different types of criteria – quantitative, qualitative and ranking criteria. 
The system MKO-1, the second part of the system MultiDecision-1, is designed to support decision makers in 
solving linear and linear integer problems of multicriteria optimization. Three classification-oriented interactive 
algorithms [Vassilev et al., 2003], [Vassileva, 2004] are included in MKO-1 system, which enable the DM to define 
not only desired and acceptable levels of the criteria (as in reference point interactive algorithms), but also 
desired and acceptable intervals and directions of alteration in the values of the separate criteria. The first 
interactive algorithm, called GAMMA-L is intended to solve linear problems of multicriteria optimization. The 
second and the third algorithms, called GAMMA-I1 and GAMMA-I2 respectively, are designed to solve linear 
integer multicriteria optimization problems. In solving integer problems of multicriteria optimization, the dialogue 
with the DM is influenced largely by the time, during which he/she is expecting new non-dominated solutions for 
evaluation and choice. This is so, because the single-criterion integer problems [Nemhauser and Wolsey, 1988], 
solved at a given iteration, are NP-problems and the time for their exact solution is an exponential function of their 
dimension. When the solution time proves to be much longer, the DM may lose patience and interrupt the 
dialogue, refusing to look for a new solution. The classification-oriented interactive algorithms GAMMA-I1 and 
GAMMA-I2 allow the solving of single-criterion problems at each iteration, with the following two basic properties: 
a known initial feasible solution and a comparatively “narrow” feasible region. The properties of this type of single-
criterion problems, above indicated, facilitate their solution, and also enable the use of approximate single-
criterion algorithms. There exists at that high probability that the solutions found will be close to or coincide with 
the non-dominated solutions of the multicriteria problem. 
The system MKA-1 consists of solving modules, interface modules and internal-system modules. This modularity 
enables greater flexibility when including new methods or new interface realizations. The MKA-1 system contains 
three solving modules. Every module encloses a software realization of one of the three methods - AHP method, 
PROMETHEE II method and CBIM method and help procedures for each method as well. 
The system modules contain all global definitions of variables, functions and procedures of general purpose. The 
object possibilities of Visual Basic are utilized in MKA-1 system, creating several classes with respect to internal 
system structures. They are: a class for messages, which capsules the output of error messages; dynamic 
context help information and registering of events in the debug window; a class matrix with some specific 
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procedures, necessary for AHP method; a class for storing the information specific for the criteria in 
PROMETHEE method and a class for storing system site. The renewal function starts the installation procedure. 
 

 

Fig. 1. MKA-1 system PROMETHEE solving windows 

The interface modules ensure the interaction between MKA-1 system, the DM and the operating system. This 
interaction includes the entry of the data for the multicriteria problems, the entry of information specific for every 
method, information about DM’s preferences, visualization of the current results and of the final result, graphical 
presentation of the solutions, print out, reading and storing of files, multi-language support, etc. Fig. 1 shows a 
window with DM’s preferences in operation with PROMETHEE II method for one real multicriteria analysis 
problem, concerning the selection of an appropriate marketing action for advertising of bicycle manufacturing 
company products [Brans and Mareschal, 2000]. 
The interface with the DM is realized on the principle of an adviser – a sequence of windows (steps), each one 
with a distinctly expressed function, which considerably assists and facilitates DM’s work. The DM has the 
possibility to move forward to a following step and also backward; returning for some corrections to the 
information already entered. The windows, which must be accessible in more than one stage of DM’s operation 
with MKA-1 system, are included in the menu or in the instruments band. MKA-1 system possesses dynamic 
context help information. It gives a brief description of every visual component just by dragging the mouse over it. 
In addition to this, a debug window is used, that outputs service information about the system internal processes. 
It can be printed out or stored in a text file. This allows the obtaining of exact debug information when an error 
occurs. MKA-1 enables the storing in a file of the input data for every multicriteria problem and of the data about 
the solution process. Thus, the solution process of a multicriteria problem can be interrupted at any stage and 
activated from the place of its interruption at any time. MKA-1 system has comparatively rich printing functions – 
every piece of the data (entered or computed) may be printed. In this way the entire process of decision making 
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is documented – you can review the input data of the multicriteria problem being solved, the DM’s preferences 
entered, the current values obtained, and the final result also, which on its turn can be printed out in the form of 
values or graphics.  
MKO-1 system consists of the following three main parts: a control program, optimization modules and interface 
modules. The control program is an integrated software environment for creating, processing and saving of files 
associated with MKO-1 system (ending by “*.mko” extension) and also for linking and executing different types of 
software modules. The basic functional possibilities of the control program can be divided into three groups. The 
first group includes possibilities to use the standard for MS Windows applications menus and system functions – 
“File”, “Edit”, “View”, “Window”, “Help” and others in system own environment. The second group of control 
program facilities includes the control of the interaction between the modules realizing: creating, modification and 
saving of “*.mko” files associated with MKO-1 system, which contain input data and data concerning the process 
and the results from solving multicriteria linear and linear integer problems; interactive solution of the multicriteria 
linear and linear integer problems which have been entered; localization and identification of the errors occurring 
during the system operation. The third group of the functional features of the control program includes 
possibilities for visualization of important information, concerning the DM and the system operation as a whole. 
The optimization modules realize three classifications oriented interactive algorithms GAMMA-L, GAMMA-I1 and 
GAMMA-I2, and also exact and approximate single-criterion algorithms solving problems of linear and linear 
integer programming. 
The interface modules realize the dialogue between the DM and MKO-1 system during the entry and correction of 
the input data necessary for the multicriteria problems during the interactive process of these problems solution, 
and also for the dynamic visualization of the main parameters of the process. An editing module serves to enter, 
alter and store the descriptions of the criteria, of the constraints, and also of the type and bounds of variables 
alteration. Another interface module enables the setting of DM’s local preferences for alteration in the values of 
the separate criteria. A third interface module realizes two types of graphic presentation of the information about 
the values of the criteria at different steps and the possibilities for comparison. Dynamic Help is provided, which 
outputs specific information about the purpose and way of use of the fields and radio buttons in a separate 
window.  
MKO-1 system is working under MS Windows. It can be added to Programs group and/or with a Desktop icon, 
from where it can be started. The system registers the “*.mko” extension and associates it. Thus, at double 
clicking on a valid “*.mko” file, the system will be started and this file will be loaded. There is a menu in the main 
window with the standard for MS Windows drop-down menus and commands. With their help, the operation of a 
new file is started or an existing “*.mko” file is loaded and the operation may continue with the information stored 
in it. 
The entry and correction of the problem criteria and constraints is realized in “MKO-1 Editor” window. Every 
criterion and every constraint is entered separately in the respective text field for edition. Syntax check is 
accomplished when they are added to the data already entered. The syntax accepted is similar to the 
mathematical record of this class of optimization problems. The type of the optimum looked for is entered first – 
“min” or “max”. After that, the digital coefficient with its sign is entered, followed by the variable name it refers to. 
The variables names can be an arbitrary set of letters and numbers. Each one of these elements is separated by 
a space. The constraints have similar syntax – digital coefficients and variables names are successively entered. 
The type of the constraints is defined by some of the symbols “<=”, “>=” or “=”. By double clicking on the 
constraint or criterion already entered, they are transferred to the editing field again, if subsequent corrections are 
necessary. 



International Journal "Information Theories & Applications" Vol.13 
 

 

 

108 

 

 

Fig. 2 MKO-1 Solving window 

The interactive problems solving is realized in “MKO-1 Solving” window. “MKO-1 Solving” window is divided into 
several zones (Fig. 2). Its upper part contains a band with buttons that realize the main functions of the process 
for interactive solution of multicriteria linear and linear integer problems. 
The next field of “MKO-1 Solving” window contains radio buttons for setup of the MKO-1 solution looked for: 
continuous, integer, approximate integer, the closest integer, as well as weak Pareto optimal or Pareto optimal. 
Below them information is found about the time of the system operation for the current problem in seconds, the 
number of the step being currently considered and the total number of the executed steps. 
Two text fields follow. The first one outputs successively the values of the criteria obtained at the current step. It is 
an operating field where DM’s preferences relating to the search of the next solution are set. After marking each 
one of the criteria, a context field is opened with the help of the mouse right button, where the DM sets the 
desired alteration in the value of this criterion at the following iteration. In case the selection is connected with the 
necessity to enter a particular value, MKO-1 system opens an additional dialogue window and waits for the entry 
of the corresponding digital information. 
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When interactive algorithms are used for multicriteria optimization problems solving, it is an advantage to present 
information not only about the last solution found, but also about the process of search, as well as about all the 
previous steps. Given that some significant solutions are made on the basis of these results, it is important for the 
DM to be able to “testify” how he has reached this solution. That is why the information about the interactive 
process of multicriteria optimization problem considered, which consists of the problem input data, the solutions 
obtained at each step, the preferences set by the DM for a new search and the constructed scalarizing problems, 
saved in “*.mko” files, associated with MKO-1 system serve not only for restarting an interrupted solution process, 
but also for documentation. “Print” command from the main menu can be used for selective print of the type of 
information chosen by the DM. 

Conclusion 

MultiDecision-1 system is designed to support the DM in solving different multicriteria analysis and multicriteria 
optimization problems. MKA-1 system is designed to support the DM in modeling and solving problems of 
multicriteria ranking and multicriteria choice. The integrating of three different types of methods expands DM’s 
possibilities to set his/her preferences about the quality of the most preferred solution. MKO-1 system is designed 
to model and solve linear and linear integer problems of multicriteria optimization. The interactive classification-
oriented algorithm included in the system offers to the DM wide possibilities to set his/her preferences about the 
qualities of the most preferred solution. The user-friendly interface of MKA-1 system and MKO-1 system 
facilitates the operation of DMs with different qualification level relating to the analysis and the optimization 
methods and software tools. MKA-1 and MKO-1 systems can be used for the purposes of education and for 
experimental and research problems solving as well. 
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GENERALIZED SCALARIZING PROBLEMS GENS AND GENSLEX  
OF MULTICRITERIA OPTIMIZATION1 

Mariyana Vassileva 

Abstract: Generalized scalarizing problems, called GENS and GENSLex, for obtaining Pareto optimal solutions 
of multicriteria optimization problems are presented in the paper. The basic properties of these scalarizing 
problems are described. The existence of single-criterion problems with differentiable objective functions and 
constraints, which are equivalent to GENS and GENSLex scalarizing problems, are pointed out. 

Keywords: Multicriteria optimization, Interactive methods, Multicriteria decision support systems. 

ACM Classification Keywords: H.4.2 Information Systems Applications: Types of Systems: Decision Support.  

Introduction 

Various real problems can be modelled as multicriteria optimization problems. In multicriteria optimization 
problems several criteria are simultaneously optimized in the feasible set of alternatives. In the general case, 
there does not exist one alternative, which optimizes all the criteria. There is a set of alternatives however, 
characterized by the following: each improvement in the value of one criterion leads to deterioration in the value 
of at least one other criterion. This set of alternatives is called a set of the Pareto optimal alternatives (solutions). 
Each alternative in this set could be a solution of the multicriteria optimization problem. In order to select one 
alternative, it is necessary to have additional information set by the so-called decision maker (DM).  

                                                           
1 This paper is partially supported by the National Science Fund of Bulgarian Ministry of Education and Science 
under contract № I–1401\2004 "Interactive Algorithms and Software Systems Supporting Multicriteria Decision 
Making". 
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The information that the DM provides reflects his/her global preferences with respect to the quality of the most 
preferred alternative.  
The general problem of multicriteria optimization (MO) can be represented in the following way: 

    max { ( ) Kkxfk ∈, } 

subject to: x∈X 
where:  

• ( )xf k , k∈K={1,2,…,p} are different criteria (objective functions) of the type kf : nR → R , which must 
be simultaneously maximized;  

• ),...,,...,( 1 nj xxxx =  is the vector of variables, belonging to the non-empty feasible set nRX ⊂ ;  

• Z=f(X) pR⊂  is the feasible set of the criteria values. 
 

The scalarizing approach is one of the main approaches in solving MO problems. The basic representatives of 
the scalarizing approach ([Wierzbicki, 1980], [Sawaragi, Nakayama and Tanino, 1985], [Steuer, 1986], [Narula 
and Vassilev, 1994], [Buchanan, 1997], [Miettinen, 1999], [Vassileva, 2004], [Ehrgott and Wiecek, 2004]) are the 
interactive algorithms. The MO problem in these algorithms is treated as a decision-making problem and the 
emphasis is placed on the real participation of the DM in the process of its solution. Each interactive algorithm 
consists of two procedures in the general case – an optimization one and an evaluating one, which are cyclically 
repeated until the stopping conditions are satisfied. During the evaluating procedure the DM estimates the current 
Pareto optimal solution obtained, either approving it as the final (the most preferred) one, or setting his/her 
preferences in the search for a new solution. On the basis of these preferences a scalarizing problem is formed 
and solved in the optimization procedure and a new Pareto optimal solution is obtained with its help, which is 
presented to the DM for evaluation and choice. The main feature of each scalarizing problem is that every optimal 
solution is a Pareto optimal solution of the corresponding MO problem. The scalarizing problem is a single-
criterion optimization problem, which allows the application of the theory and methods of single-criterion 
optimization. A number of scalarizing problems and a set of interactive algorithms developed on their basis have 
been proposed up to now. The different algorithms offer different possibilities to the DM in the control or in 
stopping the process of the final solution finding. On its hand, this searching process can be divided into two 
phases. In the first phase (the learning phase), the DM usually defines the region, in which he expects to find the 
most preferred solution, whereas in the second phase (the concluding phase) he is looking for this solution 
namely in this region. 
The present paper describes generalized scalarizing problems, called GENS and GENSLex. They are extensions 
of the generalized scalarizing problem GENWS [Vassilev, 2004] and enables the obtaining of Pareto optimal 
solutions. Almost all scalarizing problems known up to now can be obtained from GENS and GENSLex problems, 
as well as new scalarizing problems with different properties can be generated from these problems. 

Generalized Scalarizing Problems GENS and GENSLex 

For easier description of the topic further on, the following definitions will be introduced:  
Definition 1: The solution x∈X is called a Pareto optimal solution of the multicriteria optimization problem, if 
there does not exist another solution Xx ∈ , satisfying the following conditions: 

( ) ( )xfxf kk ≥ , k∈K and ( ) ( )xfxf kk >  for at least one index k∈K. 
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Definition 2: The vector ( ) ( )( )Tp xfxfxfz ,...,)( 1== ∈ Z is called a Pareto optimal solution in the criterion 

space, if x∈X is a Pareto optimal solution in the decision variable space. 

Definition 3: The current preferred solution T
pk fffz ),...,,...,( 1=  ∈ Z is a Pareto optimal solution in the 

criterion space, selected by the DM at the current iteration.  
Definition 4: The most preferred solution is the current preferred solution, which satisfies the DM to the highest 
extent. 
Definition 5: The criteria classification is called the implicit division of the criteria into classes, depending on the 
alterations in the criteria values at the current solution, which the DM wishes to obtain. 
 

In order to obtain Pareto optimal solutions starting from the current preferred solution, GENS scalarizing problem 
is proposed. It has the following type:  

 
Minimize 
 

(1)   T(x)=max ( ( )( ) ( )( ) ( )( ) 33
2

22
1

11 maxmaxmax kkk
Kk

kkk
Kk

kkk
Kk

GxfFRGxfFRGxfF −−−
<≤≥ ∈∈∈

 

                       ( )( ) )44
3 max kkk

Kk
GxfFR −

>∈
( )( )∑

∈

+−+
0

55

Kk
kkk GxfF  

                       ( )( ) ( )( ) ( )( )∑ ∑ ∑
≥ ≤ <∈ ∈ ∈

+−+−+−+
Kk Kk Kk

kkkkkkkkk GxfFGxfFGxfF 332211(ρ  

                       ( )∑
>∈

−+
Kk

kkk GxfF 44 )( ( ) )6∑
><= ∪∈

−
KKk

kk Gxf , 

subject to:  

(2)   => ∪∈≥ KKkfxf kk ,)(  

(3)   ≤∈−≥ KkDfxf kkk ,)(  

(4)   ><− ∈−≥ Kktfxf kkk ,)(  

(5)   ><+ ∈+≤ Kktfxf kkk ,)(  

(6)   x∈X 
 

where: 

- K   is the set of all the criteria;  

- 54321 ,,,, kkkkk GGGGG  are scaling, normalizing or weighting positive coefficients, Kk ∈ ; 

- 54321 ,,,, kkkkk FFFFF  are parameters, connected with aspiration, current or other levels of the criteria 

values, Kk ∈ ;  

- 321 ,, RRR  are equal to the arithmetic “+” or to a separator “ , ”; 

- кD  is the value, by which the DM agrees the criterion with an index ≤∈ Kk  to be deteriorated ( кD > 0); 



International Journal "Information Theories & Applications" Vol.13 
 

 

 

114 

- −
kt  and +

kt  are the lower and upper bound of the feasible for the DM interval of alteration of the criterion 

with an index ><∈ Kk  ( −
kt  > 0; +

kt  > 0); 

- kf  is the value of the criterion with an index Kk ∈ in the current solution obtained;  

- ≥K  is the set of criteria, the current values of which the DM wishes to be improved up to desired by him/her 
levels 1

kF ; 

- >K  is the set of the criteria, the current values of which the DM wishes to be improved;  

- ≤K  is the set of the criteria, for which the DM agrees their current values to be deteriorated up to set by 
him/her feasible levels 2

kF , but not more than certain values кD  ( кD >0); 

- <K  is the set of criteria, for which the DM agrees their current values to be deteriorated;   

- =K  is the set of criteria, for which the DM agrees their current values not to be deteriorated;   

- ><K  is the set of the criteria, for which the DM agrees their values to alter in defined intervals;  

- 0K  is the set of criteria, for which the DM does not set explicit preferences concerning the change of their 
values;   

- ρ is a small positive number. 
The constraints (2) - (6) define a subset of X, containing Pareto optimal solutions. 
 

Theorem 1: The optimal solution of GENS scalarizing problem is a Pareto optimal solution of the multicriteria 
optimization problem.   
Proof : 

Let ≥K  ≠  Ø and/or >K  ≠  Ø, or KK =0  and let *x X∈  be an optimal solution of GENS scalarizing 
problem. Then the constraints (2) - (6) are satisfied for *x X∈ , together with the following condition: 

(7) )()( * xТxТ ≤ , x∈X. 

Let us assume that *x X∈  is not a Pareto optimal solution of the multicriteria optimization problem. Then, 
another 'x ∈X must exist, for which the constraints (2) – (6) are satisfied, as well as the conditions given below:  

(8) )()( *' xfxf kk ≥ , k∈K     and      )()( *' xfxf kk >  for at least one index k ∈K. 

Inequality (8) follows from the definition of a Pareto optimal solution. 

Using constraint (8) and the definitions of 321 ,, RRR , the objective function Т(x ) of scalarizing problem GENS 
can be transformed, obtaining the following inequality:  

(9) )'(xТ =max ( ( )( ) ( )( ) 2'2
1

1'1 maxmax kkk
Kk

kkk
Kk

GxfFRGxfF −−
≤≥ ∈∈

 

                                ( )( ) ( )( ) )+−−
>< ∈∈

4'3
3

3'3
2 maxmax kkk

Kk
kkk

Kk
GxfFRGxfFR  

                                ( )( )∑
∈

+−+
0

5'5

Kk
kkk GxfF  
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         ( )( ) ( )( ) ( )( )∑∑ ∑
<≥ ≤ ∈∈ ∈

+−+−+−+
Kk

kkk
Kk Kk

kkkkkk GxfFGxfFGxfF 3'32'21'1(ρ  

                                 ( )( ) ( ) )∑∑
><=> ∪∈∈

−−+
KKk

kk
Kk

kkk GxfGxfF 6'4'4 = 

                       = ( ( ))(( ( ) ( )( )) 1
1'**1maxmax RGxfxfxfF kkkkk

Kk
−+−

≥∈
 

       ( )(( ) ( ) ( )( )) 2
2'**2max RGxfxfxfF kkkkk

Kk
−+−

≤∈
 

       ((( )) ( ) ( )( )) 3
3'**3max RGxfxfxfF kkkkk

Kk
−+−

<∈
 

                     ((( )) ( ) ( )( )) )+−+−
>∈

4'**4max kkkkk
Kk

GxfxfxfF   

          ( )(( ) ( ) ( ))( ) +−+−+ ∑
∈

5'**5

0
kkk

Kk
kk GxfxfxfF  

          ( )(( ) ( ) ( )( )) +−+−+ ∑
≥∈

1'**1( k
Kk

kkkk GxfxfxfFρ  

     ( )(( ) ( ) ( ))( ) +−+−+ ∑
≤∈

2'**2
kkk

Kk
kk GxfxfxfF  

      ( )(( ) ( ) ( )))( +−+−+ ∑
<∈Kk

kkkkk GxfxfxfF 3'**3  

                                  ( )(( ) ( ) ( )))(∑
>∈

−−+−+
Kk

kkkkk GxfxfxfF 4'**4  

                                   ( ) ( ) ( )))( <−+− ∑
><= ∪∈ KKk

kkkk Gxfxfxf )( 6*'*  

                         ( (( )) (( )) 2*2
1

1*1 maxmaxmax kkk
Kk

kkk
Kk

GxfFRGxfF −−<
≤≥ ∈∈

 

           ( )( ) ( )( ) )+−−
>< ∈∈

4*3
3

3*3
2 maxmax kkk

Kk
kkk

Kk
GxfFRGxfFR   

( )( )∑
∈

+−+
0

5*5

Kk
kkk GxfF  

( )( ) ( )( ) ( )( ) +−+−+−+ ∑ ∑ ∑
≥ ≤ <∈ ∈ ∈Kk Kk Kk

kkkkkkkkk GxfFGxfFGxfF 3*32*21*1(ρ   

        ( )( ) ( ) ) =−−+ ∑∑
><=> ∪∈∈

6*4*4
k

KKk
k

Kk
kkk GxfGxfF  

                      ( )*xT= . 
 

It follows from (9) that ( ) ( )*' xTxT < , which contradicts to (7). Hence, x*∈X is a Pareto optimal solution of the 
multicriteria optimization problem.  
 

The scalarizing problem GENS guarantees that Pareto optimal solutions are generated. The common drawback 
[Miettinen, 1999] is how to select the coefficient ρ . An alternative way is to use a lexicographic approach. The 
following GENSLex problem in two phases is a lexicographic variant of scalarizing problem GENS.  
The first problem GENSLex1 to be solved is the following: 
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Minimize 

(10)  )(1 xT =max ( ( )( ) ( )( ) ( )( ) 33
2

22
1

11 maxmaxmax kkk
Kk

kkk
Kk

kkk
Kk

GxfFRGxfFRGxfF −−−
<≤≥ ∈∈∈

 

                             ( )( ) ) ( )( )∑
∈

∈
−+−

>
0

5544
3 max

Kk
kkkkkk

Kk
GxfFGxfFR  

subject to: 

(11)   => ∪∈≥ KKkfxf kk ,)(  

(12)   ≤∈−≥ KkDfxf kkk ,)(  

(13)   ><− ∈−≥ Kktfxf kkk ,)(  

(14)   ><+ ∈+≤ Kktfxf kkk ,)(  

(15)    x∈X 
 

Let us denote the optimal objective function value of (10) by *
1T . The final solution is obtained by solving the 

following problem GENSLex2: 
 

Minimize 

(16)   )(2 xT = ( )( ) ( )( ) ( )( )∑ ∑ ∑
≥ ≤ <∈ ∈ ∈

+−+−+−
Kk Kk Kk

kkkkkkkkk GxfFGxfFGxfF 332211  

                    ( )( ) −−+ ∑
>∈Kk

kkk GxfF 44 ( ) )6∑
><= ∪∈ KKk

kk Gxf  

subject to: 

(17)   )(1 xT =max ( ( )( ) ( )( ) ( )( ) 33
2

22
1

11 maxmaxmax kkk
Kk

kkk
Kk

kkk
Kk

GxfFRGxfFRGxfF −−−
<≤≥ ∈∈∈

 

                                ( )( ) ) ( )( )∑
∈

∈
−+−

>
0

5544
3 max

Kk
kkkkkk

Kk
GxfFGxfFR ≤  *

1T  

and constraints (11) - (15). 
 

Theorem 2: The optimal solution of GENSLex scalarizing problem is a Pareto optimal solution of the multicriteria 
optimization problem.  
Proof : 

Let ≥K  ≠  Ø and/or >K  ≠  Ø, or KK =0  and let *x X∈  be an optimal solution of GENLex scalarizing 
problem. Then the constraints (11) - (15) are satisfied for *x X∈ , together with the following conditions: 

)()( 1
*

1 xTxT ≤  and )()( 2
*

2 xTxT ≤ , x∈X. 

Let us assume that *x X∈  is not a Pareto optimal solution of the multicriteria optimization problem. Then there 
must exist another 'x ∈X, for which the constraints (11) – (15) are satisfied, as well as the condition given below:  

(18) )()( *' xfxf kk ≥ , k∈K 

          and    )()( *' xfxf kk >  for at least one index k ∈K. 
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It is clear that independently of defined values of 321 ,, RRR  and from (18) and (10 - 17) follows that:  

     )()( *
1

'
1 xTxT ≤   and  )()( *

2
'

2 xTxT <  

         or 

    )()( *
1

'
1 xTxT <  and  )()( *

2
'

2 xTxT ≤ , 

which contradicts with *x being an optimal solution of GENLex scalarizing problem. 
 

Scalarizing problem GENS is in the general case an optimization problem with a non-differentiable objective 
function. Every GENS scalarizing problem (defined values of 321 ,, RRR ) can be reduced to an equivalent 
optimization problem with a differentiable objective function on the account of additional variables and constraints. 
The equivalency of each pair of optimization problems is in relation to the obtained values of the objective 
functions (criteria) and the main variables. Different types of equivalent problems are obtained at different values 
of 321 ,, RRR .  

Every equivalent problem can be presented as follows:  

 ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
++ ∑∑

∈∈ 00 \

min
KKk

k
Kk

k yy ρμ  

and satisfies two groups of constraints.  
The first group of constraints is equal for all types of equivalent problems and has the following form:  

(19) (( )) ≥∈−≥ KkGxfF kkk ,11α   

(20) (( )) ≤∈−≥ KkGxfF kkk ,22β   

(21) (( )) <∈−≥ KkGxfF kkk ,33γ   

(22) Ω (( )) >∈−≥ KkGxfF kkk ,44   

(23) ( )( ) ≥∈=− KkyGxfF kkkk ,11   

(24) ( )( ) ≤∈=− KkyGxfF kkkk ,22   

(25) ( )( ) <∈=− KkyGxfF kkkk ,33   

(26) ( )( ) >∈=− KkyGxfF kkkk ,44   

(27) ( )( ) 055 , KkyGxfF kkkk ∈=−  

(28) ( ) ><= ∪∈=− KKkyGxf kkk ,6   

(29) ( ) => ∪∈≥ KKkfxf kk ,   

(30) ( ) ≤∈−≥ KkDfxf kkk ,   

(31) ( ) ><− ∈−≥ Kktfxf kkk ,   

(32) ( ) ><+ ∈+≤ Kktfxf kkk ,   

(33) x∈X  
 α , β , γ , Ω, Kkyk ∈/  - arbitrary. 



International Journal "Information Theories & Applications" Vol.13 
 

 

 

118 

The second group of constraints has different type and number of constraints depending on the values of 

321 ,, RRR . The constraints from the second group for one equivalent problem of scalarizing problem GENS, 

which is obtained when R1 is equal to the separator “,”, 2R  and 3R  are equal to the arithmetic operation “+”, 
have the following form:  
(34) αμ ≥   

(35) ++≥ γβμ Ω 

 μ  - arbitrary. 
 

The constraints from the second group in the other equivalent problems can be stated in a similar way. 
 

Scalarizing problems GENSLex1 and GENSLex2 are in the general case optimization problems with a non-
differentiable objective functions and constraints. Every scalarizing problem of both types GENSLex1 and 
GENSLex2 (defined values of 321 ,, RRR ) can be reduced to an equivalent optimization problems with a 
differentiable objective functions and constraints on the account of additional variables and constraints.  
 

Different types of equivalent problems of scalarizing problem GENSLex1 are obtained at different values of 

321 ,, RRR . Each equivalent problem can be presented as follows:  

(36) ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+ ∑

∈ 0

min
Kk

kyμ , 

satisfying two groups of constraints. The first group of constraints is equal for all types of equivalent problems and 
has the following form:  

(37) (( )) ≥∈−≥ KkGxfF kkk ,11α   

(38) (( )) ≤∈−≥ KkGxfF kkk ,22β   

(39) (( )) <∈−≥ KkGxfF kkk ,33γ  

(40) Ω (( )) >∈−≥ KkGxfF kkk ,44   

(41) ( )( ) 055 , KkyGxfF kkkk ∈=−  

(42) ( ) => ∪∈≥ KKkfxf kk ,   

(43) ( ) ≤∈−≥ KkDfxf kkk ,   

(44) ( ) ><− ∈−≥ Kktfxf kkk ,   

(45) ( ) ><+ ∈+≤ Kktfxf kkk ,   

(46) x∈X  

 α , β , γ , Ω, 0/ Kkyk ∈  - arbitrary. 
 

The second group of constraints has different type and number of constraints depending on the values of 

321 ,, RRR . The constraints from the second group for one equivalent problem of scalarizing problem 
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GENSLex1, which is obtained when R1 is equal to the separator “,”, 2R  and 3R  are equal to the arithmetic 
operation “+”, have the following form:   
(47) αμ ≥   

(48) ++≥ γβμ Ω 

 μ  - arbitrary. 

Different types of equivalent problems of scalarizing problem GENSLex2 are obtained at different values of 

321 ,, RRR . Each equivalent problem can be presented as follows:  

(49) ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ ∑
∈ 0\

min
KKk

ky  

and satisfies two groups of constraints.  
The first group of constraints is equal for all types of equivalent problems and has the following form:  

(50) ( )( ) ≥∈=− KkyGxfF kkkk ,11  

(51) ( )( ) ≤∈=− KkyGxfF kkkk ,22  

(52) ( )( ) <∈=− KkyGxfF kkkk ,33   

(53) ( )( ) >∈=− KkyGxfF kkkk ,44  

(54) ( ) ><= ∪∈=− KKkyGxf kkk ,6  

(55) ( ) => ∪∈≥ KKkfxf kk ,  

(56) ( ) ≤∈−≥ KkDfxf kkk ,  

(57) ( ) ><− ∈−≥ Kktfxf kkk ,  

(58) ( ) ><+ ∈+≤ Kktfxf kkk ,  

(59) x∈X 

 o
k KKky \/ ∈  - arbitrary. 

The second group of constraints has different type and number of constraints depending on the values of 

321 ,, RRR . The constraints from the second group for one equivalent problem of scalarizing problem 

GENSLex2, which is obtained when R1 is equal to the separator “,”, 2R  and 3R  are equal to the arithmetic 
operation “+”, have the following form:  

(60) (( )) ≥∈−≥ KkGxfF kkk ,11α   

(61) (( )) ≤∈−≥ KkGxfF kkk ,22β   

(62) (( )) <∈−≥ KkGxfF kkk ,33γ   

(63) Ω (( )) >∈−≥ KkGxfF kkk ,44   
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(64) ( )( ) 055 , KkyGxfF kkkk ∈=−  

(65) αμ ≥   

(66) ++≥ γβμ Ω 

(67) ≤⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+ ∑

∈ 0Kk
kyμ *

1T  

 α , β , γ , Ω, μ , 0/ Kkyk ∈  - arbitrary. 

Conclusion 

The interactive algorithms solving different types of multicriteria optimization problems use different scalarizing 
problems. The features of each scalarizing problem are defined by the possibilities offered to the decision maker 
to set his/her preferences, as well as by the quality of the Pareto optimal solutions obtained. Altering the 
parameters of the generalized scalarizing problems GENS and GENSLex, a great part of the already known 
scalarizing problems can be obtained and also new scalarizing problems can be generated. In connection with 
this, generalized interactive algorithms with alterable scalarization and parameterization can be designed, which 
expand to a great extent the possibilities of the decision-maker in describing his/her preferences.  
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SOFTWARE DEVELOPMENT FOR DISTRIBUTED SYSTEM OF RUSSIAN 
DATABASES FOR ELECTRONICS MATERIALS 

Valery Kornyshko,  Victor Dudarev 

Abstract: Current state of Russian databases for substances and materials properties was considered. A brief 
review of integration methods of given information systems was prepared and a distributed databases integration 
approach based on metabase was proposed. Implementation details were mentioned on the posed database on 
electronics materials integration approach. An operating pilot version of given integrated information system 
implemented at IMET RAS was considered. 

Keywords: distributed database integration, metabase, Web services, database on electronics materials. 

ACM Classification Keywords: C.2.4 Distributed applications, Distributed databases; D.4.4 Network 
communication. 

Introduction 
Development and utilization of databases for substances and materials properties is a basis in providing 
information service for specialists in chemistry and materials science. Every research organization aimed at its 
own data center creation. Such data centers contain information closely related to research areas of a particular 
organization. Historically several data centers were formed for data storage and processing in every organization 
(scientific research institute or university). This can be explained not only by administrative reasons, but rather by 
significant differences in the problem domain. Existing situation creates great problems for accessing such data, 
because this information is dispersed over numerous data sources. 
At present time, period of such an information fragmentation is coming to the end due to rapid IT-industry 
development. Present-day progress in science and technique stimulates concentration of diverse information on 
physicochemical substances properties. Modern polyfunctional materials development requires from us high 
standard of knowledge in different properties of substances. Efficient online information service (for materials 
science engineers and chemists providing full data from reliable sources) decreases baseless papers' duplication 
and ultimately it reduces cost and time required for modern materials development. Inaccessibility and frequently 
dispersion of information over different heterogeneous data sources makes great difficulties in decision-making 
process considering application of one or another material. 
During development integrated information system presented in this paper the key task was to create an 
intelligent, simple in architecture and effective software infrastructure. This software infrastructure should 
integrate data on properties of substances and materials rationally and reasonably. Integration means are 
required that should be capable to provide not only unified access to operating data centers, but these integration 
means should allow us to create comprehensive data access infrastructure based on unified standards and also 
on uniform network interconnection principles. 

Database Integration Approaches Overview 
Principally there are two approaches to database integration. 
The first one implies full merging of existing resources. That is the case when database complex is a single 
information system (megabase) for end users, operators and administrators. Database exploitation costs 
reduction and information duplication decrease can be mentioned among advantages of this very variant. 
Every data center is a point of information concentration and online data analytical processing. In addition, 
technology of information accumulating and data processing is settled down in each organization. Moreover, 
great investments that were made in hardware and software do not allow solving the data dissociation problem by 
mechanical transportation to some centralized database of all data. Moreover Russian databases for electronics 
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materials have been developed in various organizations and thus they took advantage of different database 
management systems (DBMS). Taking into consideration differences in data quality, data expertise, data store 
types and many other troubles emerging when changing existing systems operating principles it should be stated 
that full and smooth integration is practically impossible for above mentioned resources. 
The second integration approach main essence is that we are not going to integrate databases themselves, but 
we want to integrate their proprietary user interfaces only. From the one hand this approach allows us not to 

change every integrated database structure dramatically (and thus 
established database utilization and administration technology – data 
update and insert). From the other hand, this approach allows the end 
user to get access to the whole information picture on chemical 
substances stored in different databases. So called “virtual” database 
integration (or in other words heterogeneous information system creation) 
implies independence in evolution of separate subsystems and at the 
same time end user gets access to the whole information array on a 
particular chemical substance or material stored in databases of a virtually 
united system (fig. 1). And that fact solves the main integration goal truly.  
Taking into consideration current development conditions of Russian 
databases on physicochemical substances' properties the second 
integration approach – integration at interface level only – is more 
appropriate and quite perspective. It’s worth mentioning that Web-
interfaces have been developed for IMET RAS databases on 
physicochemical substance properties (“Crystal” database on acoustic-
optical, electro-optical and non-linear optical substances and “Diagram” 
database on semiconductor systems phase diagrams). These Web-
interfaces allow users to get remote access via Internet to data stored in 
these databases using any Web browser. 

Searching for Relevant Information in Integrated System  
When integrating databases at Web-interfaces level it’s required to provide facilities for browsing information 
contained in other databases. This information should be relevant to the data on some chemical system currently 
being browsed by user. Let’s consider this in the following example. User who browses information on Ga-As 
system from “Diagram” database should have an opportunity to get information for example on piezoelectric 
effect or non-linearoptical properties of GaAs substance contained in “Crystal” database.  

 

 
Fig. 2. Metabase concept 

So it’s obvious that when designing 
distributed information system, it’s 
required to provide search for 
relevant information contained in 
other databases of distributed 
system. Thus, we hardly need to 
have some active data center that 
should know what information is 
contained in every integrated 
database. Obviously some data 
store should exist that somehow 
describes information contained in 
integrated database resources. In 
this manner, we come to the 
metabase concept – a special 
database that contains some 
reference information on integrated 
databases contents (fig. 2).   

Fig. 1. Database integration 
at Web interface level 
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In our case, it is information on chemical systems and their properties. The amount of this metainformation should 
be enough to perform search for relevant information on systems and corresponding properties. 
Let’s try to formalize the problem in terms of set-theoretic approach. Hence, metabase should contain information 
on integrated databases ( D  set), information on chemical substances and systems ( S set) and information on 
their properties ( P set). To describe correlation between elements of D , S  and P  sets let’s define ternary 
relation called W on set PSDU ××= . 
Here U  is a Cartesian product of D , S  and P . Membership of a ),,( psd  triplet to the W  relation, where 

PpSsDd ∈∈∈ ,, , can be interpreted in the following way: “Information on property p  of chemical system 
s  is contained in integrated database d ”.Having defined three basic sets it can be seen that search for 
information relevant to s  system can be localized to determination of R  relationship, that is a subset of 
Cartesian product SS ×  (or in other words, 2SR ⊂ ). Thus, it can be stated about every pair Rss ∈),( 21  
that chemical system 2s  is relevant to the system 1s . So all we need to solve the task of searching for relevant 
information in integrated databases is to determine somehow the R  relation. It is significant to note that R  
relation can be created or complemented by means of either of two variants. The first variant is via using 
predefined rules by a computer. The second one is that experts in chemistry and materials science can be 
engaged to solve this task. 
The second variant is quite clear – experts can form relationship R  manually following some multicriterion rules 
affected by their expert assessments. So let’s consider possible variants of automatic R  relation generation. One 
of such variants can be like this one based on the following rules: 

1. For any chemical systems SsSs ∈∈ 21 , composed from chemical elements ije  
},..,,{},,..,,{ 221212112111 mn eeeseees ==  it is true, that if 21 ss ⊆  (i.e. all chemical elements of 

system 1s  are contained in system 2s ), then Rss ∈),( 21 . 

2. R  relation is symmetric. In other words for any SsSs ∈∈ 21 , , it is true, that if Rss ∈),( 21 , then 
Rss ∈),( 12  as well. 

These two rules allow us to determine a set of chemical systems relevant to the given one. It should be noticed 
that this automatic R  relation generation variant is just one of the simplest and most obvious variants of such 
rules, and in fact more complex mechanisms can be used to get R  relation. For example, browsing information 
on a particular property of a compound in one of integrated databases (in fact, it is information defined by 

),,( 111 psd  triplet), we consider ),,( 222 psd  triplet to be relevant information. ),,( 222 psd  triplet 
characterizes information on some other property of a system from another integrated database. In this case, we 
have got more complex relevance relation like this ),,(),,( 222111 psdpsdR ×⊂ , where 

PppSssDdd ∈∈∈ 212121 ,;,;, . In fact we can even define a set of several R  relations ( nRRR ,...,, 21 ) by 
applying different rules. Thus we’ll be able to perform search for relevant information based on wide variety of R  
interpretations.  

Loading Information into Metabase 
As it was stated above, Russian databases on materials science have been developed in different organizations 
on various platforms and that fact makes integration significantly more complicated. Metabase should store 
reference data on integrated resources contents. It’s obvious that in this situation it’s required to use open 
network interconnection principles and standards supported on multiple platforms. If we consider present 
technology stack then it’s quite clear that currently Web services are connection links between different platforms 
and heterogeneous environments. Web services are based on common standards such as SOAP (Simple Object 
Access Protocol) and XML (eXtensible Markup Language). Nowadays these technologies are capable to provide 
reliable infrastructure for cross platform message exchange. 
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In that way reference information loading 
into metabase was implemented by means 
of metabase update Web service, so-called 
MUService (fig. 3). Let’s consider metadata 
updating mechanisms in detail. System that 
is to be integrated with others should 
generate XML document which contains 
information on updates in that very system. 
The layout format of this XML document is 

generally standardized for all integrated subsystems and it is strictly fixed by means of specially developed XML 
schema [1]. Thus, all subsystems being integrated should generate valid XML document that meets XML schema 
requirements to notify metabase of information changes that occurred in their state. After being generated, XML 
document is being sent to the metabase update Web service for processing and metabase update. Interaction 
with this MUService is implemented by means of SOAP protocol according to the Web service WSDL (Web 
Services Description Language) description [2]. In that way client databases report about updates to the 
metabase and so actual information on integrated resources contents appears in the metabase. 
It’s important to note that security issues were among primary concerns while designing and implementing the 
resulting system. In that way symmetric encryption mechanism was implemented with the aid of DES (Digital 
Encryption Standard). It guarantees secure metadata exchange with metabase update Wes service. Additionally 
an option for data archiving was included into the system. A kind of zip-achieving was implemented that allows us 
to package data transmitted to the metabase server. This feature allows dramatically decreasing data volumes 
being transmitted via public networks (taking into consideration a high level of compression for XML documents). 
Thus this feature lowers requirements to network bandwidth and it is very important and actual for Russia since 
high-speed Internet access is not available everywhere in the country. Compressing techniques enable us to 
decrease information volumes so that it becomes possible to use old-fashioned data modems on telephone wires 
to transmit data. 
As it can be seen, metabase update Web service supports some rather complex additional data transformations 
(encryption and archiving) requiring some extra coding. So to simplify the interaction process with the Web 
service a special Web client has been created. It was implemented as a COM object and thus it can be easily 
accessible from any environment which supports Microsoft COM. Created Web client addresses issues 
connected with encryption and compression of information that is to be sent to the Web service. It controls all 
network interconnection aspects also. All this functionality just simplifies routine database attachment to the 
integrated system. 
It should be mentioned that at present time only integrated database systems (as client systems to the metabase) 
could initiate data update process with metabase update Web service. This technique of course is not the only 
variant of interaction scheme. Thus it is planned to redesign metabase update mechanism to enable metabase to 
inquire integrated resources on demand and thus to query information updates occurred. 
It should be mentioned that after every metabase update session incremental population crawl is started on the 
metabase to update or to reindex relevant chemical systems list regarding information changes. This allows 
metabase to maintain actual information on relevancy relations of chemical systems contained in integrated 
resources. Currently relevant system reindexing is performed by means of approach of two rules proposed in this 
paper earlier. If it is necessary, these rules can be easily modified. And the main advantage is that in this very 
case there is no need to redesign the whole system concept. All we have to do is just to write a new piece of 
software to provide a new method of searching for relevant systems and replace the old module with the new 
one. 

Metabase Integration – How It Works 
Let’s consider the operating process of the integrated system from the end user’s point of view. In a general 
sense, the integration of information resources of materials science is in consolidation of available Web 
applications serving users of different materials science databases. This consolidation is provided by means of 

Fig. 3. Metabase update Web service 
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specialized software but user should not be aware of it if possible. The software should be transparent in this 
sense. 
When designing the integrated system special attention was paid to security system development. It should be 
mentioned that every developed information system has its own proprietary security facilities protecting the 
system and giving permissions to access it. Security system of a particular information system is responsible for 
granting permissions to the registered users of a given system only. It’s obvious that in the context of integrated 
security system authorized users should have permissions required to get access to the information in integrated 
resources within their privileges strictly. 
For example, let’s consider the possible user work session scenario. A user has been granted access to 
database on semiconductor system phase diagrams “Diagram” and currently he or she is browsing information 
on In-Sb system. Obviously the user should have an opportunity to get information on elastic constants of In-Sb 
system from “Crystal” database. But that user should not be granted privileges to observe information on 
chemical systems other that In-Sb since he or she is not a registered user of “Crystal” database. And vice versa, 
if the user is a registered user of “Crystal” database too then he or she will be granted full access to “Crystal” as 
integrated resource. From our point of view, the described approach is an appropriate one and so it is used to 
design the distributed security system of integrated databases. It should be mentioned that user credentials of 
every integrated resource are also transmitted to the metabase via MUService as well. It is done to organize 
distributed security system operation in cooperation with corresponding security systems of integrated resources. 
It should be emphasized that open user passwords are not transmitted to the metabase, instead of open 
passwords, password MD5 hashes are transmitted in fact. This substitution (MD5 hash instead of open 
password) allows integrated information system to authenticate active user and at the same time this technique 
excludes possibility of using open user password to login to the integrated system database. In other words, there 
is no place for vulnerabilities here. So even if this data are stolen integrated resources can not be compromised. 
Let’s assume that in one of integrated system a user browses information on some particular chemical system. In 
other words, the user is in Web application of a particular information system (fig. 4). If it is necessary to get 
relevant information this Web application is capable to send a request to specially developed Web service [3] that 
serves users of integrated system. The request aim is to get information contained in integrated resources that is 
relevant to the currently browsed data. After the request the Web service sends a response to the Web 
application in a form of XML document. It describes what relevant information on chemical systems and 
properties is contained in integrated resources. As it was mentioned, earlier data in XML format are properly 
understood on all major platforms. That information can be output to user for example by means of a XSL-
transformation in form of HTML document (XML + XSL = HTML) containing hyperlinks to special gateway. The 
user can follow from one Web application to another to browse relevant information via this gateway only. 

Imagine that the user clicks on a 
hyperlink to start browsing 
information from some other 
integrated system. First of all, 
when the user has clicked the 
hyperlink, he is forwarded to the 
special gateway. Actually it is a 
specialized Web application that 
runs on the metabase Web 
server. The gateway main 
purpose is to perform security-
dispatching function in distributed 
system. According to the task 
stated it is responsible for user 
authentication and it also checks 
whether the user has required 
privileges to address the 
information requested.  Fig. 4. Metabase integration – how it works. 



International Journal "Information Theories & Applications" Vol.13 
 

 

 

126 

Let’s imagine that authentication is successful and the user is eligible to address the data so the metabase 
security gateway performs redirection to a specialized entry point of desired Web application adding some 
additional information to create proper security context and a kind of digital signature. It should be stated that the 
entry point is a specialized page in target Web application that is to perform service functions for integrated 
system users. At this very page target Web application checks digital signature of the metabase security gateway 
and if everything is ok the page creates special security context for user with given access rights within target 
Web application. Finally, the user is automatically redirected to the page with the information required. In spite of 
redirection process apparent complexity, user transition from one Web application to another is absolutely 
transparent. Thus, end user can even not note that some complex processing has been done to perform 
redirection. So, it is an illusion created that having clicked on a hyperlink the user is simply transferred from one 
information system to another. 
 

Conclusion 
It’s high time to draw a conclusion. The proposed database integration approach based on metabase was 
successfully applied at A.A. Baikov Institute of Metallurgy and Materials Science of the Russian Academy of 
Sciences (IMET RAS). “Crystal” and “Diagram” databases were the very first systems connected to the metabase 
integrated solution. This fact allows users of either information system to browse information from these 
databases. Now several words should be said about the project perspectives. First perspectives are connected 
with the resulting system extension due to addition of already developed Russian databases on materials 
science: IVTAN and MITHT databases. This integration will allow creating distributed database complex on 
electronics materials that has no analogs worldwide at present time. Besides numerical growth of integrated 
system there are plans for functional capabilities extension i.e. qualitative leap is planned. For example, it is 
projected to provide capability to perform complex distributed database queries that allow searching for 
substances that satisfy some defined complex criteria while information on criteria values is distributed over 
several databases. Consequently, to successfully perform such query it’s required that metabase information 
system has an opportunity to query distributed databases impersonating acting user who initiates the initial 
complex query. After that the metabase should gather information from several sources, process it and output to 
the end user. Integration at that level undoubtedly will expand distributed information resources capabilities 
significantly. 
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THE INFORMATION-ANALYTICAL SYSTEM FOR DIAGNOSTICS  
OF AIRCRAFT NAVIGATION UNITS 

Ilya Prokoshev,  Vyacheslav Suminov 

Abstract: The operation of technical processes requires increasingly advanced supervision and fault diagnostics 
to improve reliability and safety. This paper gives an introduction to the field of fault detection and diagnostics and 
has short methods classification. Growth of complexity and functional importance of inertial navigation systems 
leads to high losses at the equipment refusals. The paper is devoted to the INS diagnostics system development, 
allowing identifying the cause of malfunction. The practical realization of this system concerns a software 
package, performing a set of multidimensional information analysis. The project consists of three parts: 
subsystem for analyzing, subsystem for data collection and universal interface for open architecture realization. 
For a diagnostics improving in small analyzing samples new approaches based on pattern recognition algorithms 
voting and taking into account correlations between target and input parameters will be applied. The system now 
is at the development stage. 

Keywords: technical diagnostics, fault detection, inertial navigation system, navigation, aircraft units, supervision, 
monitoring, fault diagnostics, diagnostic reasoning 

ACM Classification Keywords: B.8.1 Reliability, Testing, and Fault-Tolerance; J.2 Computer Applications: 
Physical Sciences and Engineering: Aerospace  

Introduction 
Improvements in the reliability and safety of technical systems require advanced methods of supervision, 
including fault detection and fault diagnostics. Many modern systems are very complex and it is difficult to 
manually adjust control functions and settings when departures arise between a system and a system model. It is 
also difficult to respond manually to the onset of faults before they develop into huge failures. This group seeks to 
develop and apply effective methods to cope with these problems. 
In the recent years, activities in the navigation field have been boosting. There are and will be more and more 
areas where navigation becomes an important part of a system solution. So far navigation systems have been of 
major importance for aircraft, missiles, ships, etc. In aircraft systems, the accurate navigation plays an important 
role. Typical tools today for navigation are inertial navigation systems (INS), which essentially means that 
acceleration and angular velocity measurements are integrated to a position. 
The INS is based on the principle that a Schuler-tuned platform will remain aligned to the local vertical regardless 
of the movement of the vessel carrying it. Three mutually perpendicular sensitive gyros are gimbaled to create a 
stable platform on which is mounted a two-axis accelerometer.  
Nowadays INS development is aimed to achieving navigation parameters in an unlimited range of mobile object 
orientation corners with the subsequent information digital output to the consumer. 
Growth of complexity and functional importance of INS leads to high losses at refusals of the equipment. 
Development of INS diagnostic and prediction information systems is necessary for prevention of occurrence of 
refusals and the malfunctions leading to high breakdown of aircraft units and increase of expenses for its 
major overhaul. 
In the most cases the records analysis and data processing of the flight information is performed by operator. 
That is a human based approach; it is aimed to compare the received data with the set ranges of control 
parameters to make a decision about system technical condition. The solution of diagnostic task is made 
practically in a visual form and not takes into account interrelation between parameters. Thus, in this case it’s 
necessary to use the complex solution that considers the general structure of the output data. 
 



International Journal "Information Theories & Applications" Vol.13 
 

 

 

128 

Problem Statement 
As one of the main research object, the integrated inertial navigation system INS-2000 developed by Ramensky 
Instrument Engineering Plant is considered. The development of The INS-2000 system provides definition and 
delivery of navigating parameters and is intended for new and modern helicopters and planes. The INS-2000 is 
made as a mono-block consisting of gyrostabilized platform on base of dynamically-tuned gyros, service 
electronics and computer interface units. 
The technical acts analysis research of INS-2000 refusals has shown enough plenty of faults of a product at 
various production stages (adjustment, trial, refining and so forth). 
The experience of inertial navigation systems development shows that the intrinsic error of these units defining 
their functional reliability is the random parametric drift called by dynamically-tuned gyros, interface electronic 
cards, control cards and couplers. The given task solution is impossible without more profound analysis of 
occurrence reasons and influence of design and technological parameters on values and stability of random drift.  
According to stated the research of the factors' influential in involuntary drift of system and creation of the 
effective diagnostic technique permitting to estimate current technical condition of INS-2000 is the actual task. 
The main work purpose is development of algorithms for the INS diagnostics, permitting to reveal reasons of 
refusals and faults on the data on the basis of structural adapting and identification of parameters of 
navigation model. 
The offered technology of solution of the task includes the following stages:  

• the structural adapting of the INS equations in view of the detected disorder and model defect in 
parametric type; 

• retrospective estimation of the extended state INS error vector, originating because of defects;  
• correlation processing of the received estimations of errors;  
• solution of the algebraic equations on parameters, approximating correlation function and included in 

diagnostic model;  
• INS state handle in view of the current state of meters, namely - retargeting of parameters of models of 

errors and restoring of working capacity of INS. 
Given technology will allow solving the following problems:  

• optimization malfunctions search strategy;  
• separate system units technical condition estimation. 

According to the purpose of work, it is possible to solve the following research problems: 
• the statistical analysis of INS units parameters accuracy not meeting the quality specifications 

requirements  
• refusals database development of INS interconnected units not past a trial stages;  
• open architecture development for processing information from various data sources;  
• development realizing automated information capturing for its subsequent processing. 

 

The decision-making task in diagnostic problems starts with observation of behaviour recognized as a deviation 
from that which is expected or desirable and establishes some hypothesis about the cause of the malfunction. In 
recent years, two methodologies have been widely applied to approximate the nonlinear assignment rule from the 
set of observations to the hypothesis: Rule-based systems, characterized by linguistic, logical and cognitively 
oriented schemes, versus the paradigm of artificial neural networks, characterized by the numeric, associative 
and adaptive nature. 
Fault detection is a key technology in automatic supervision of engineering systems, such as production facilities, 
machines, airplanes, and appliances. There are a great number of fault detection methods available, ranging from 
more traditional approaches, such as limit checking, to more advanced model-based methods.  
Most model-based methods for fault detection and diagnostics rely on the idea of analytical redundancy that is 
the comparison of the actual behavior of a system to the behavior predicted on the basis of the mathematical 
system model. Typical model-based fault detection process consists of two steps: residual generation and 
residual assessing/classification. Residuals that are the difference between the measurements and the model 
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predictions are nominally zero, and become non-zero because of faults. Residual assessing is to make a 
detection decision for the monitored system through evaluating the residuals obtained. The decision making is 
actually a process of classifying the residuals into one of two classes: normal and fault. Technically, after 
obtaining residuals, the model-based fault detection becomes a pattern classification problem. Hence, different 
classification methods can be applied. 
It is interesting to observe that almost all of the modern fault detection functions for both unmanned and piloted 
aircraft are designed by using model-based fault detection methods as described above. This probably 
contributes to the fact that the model-based fault detection methods have several advantages over the model-free 
methods, for example, the model-based methods have relatively higher performance and computational 
straightforwardness, have noise depression capability, and can provide more fault information that can facilitate 
the subsequent fault isolation and corrections. 

Diagnostics Methods 
Within the automatic control of technical systems, supervisory functions serve to indicate undesired or 
unpermitted process states, and to take appropriate actions in order to maintain the operation and to avoid 
damage or accidents. The following functions can be distinguished: 

• (a) monitoring: measurable variables are checked with regard to tolerances, and alarms are generated 
for the operator. 

• (b) automatic protection: in the case of a dangerous process state, the monitoring function automatically 
initiates an appropriate counteraction. 

• (c) supervision with fault diagnostics: based on measured variables, features are calculated, symptoms 
are generated via change detection, a fault diagnostics is performed and decisions for counteractions 
are made. 

The classical methods (a) and (b) are suitable for the overall supervision of the processes. To set the tolerances, 
compromises have to be made between the detection size of abnormal deviations and unnecessary alarms 
because of normal fluctuations of the variables. Most frequently, simple limit value checking is applied, which 
works especially well if the process operates approximately in a steady state. However, the situation becomes 
more involved if the process operating point changes rapidly. In the case of closed loops, changes in the process 
are covered by control actions and cannot be detected from the output signals, as long as the manipulated 
process inputs remain in the normal range. Therefore, feedback systems hinder the early detection of 
process faults. 
The big advantage of the classical limit-value-based supervision methods is their simplicity and reliability. 
However, they are only able to react after a relatively large change of a feature, i.e. after either a large sudden 
fault or a long-lasting gradually increasing fault. 
In addition, an in-depth fault diagnostics is usually not possible. 
Therefore (c) advanced methods of supervision and fault diagnostics are needed, which satisfy the following 
requirements: 

• Early detection of small faults with abrupt or incipient time behaviour,  
• Diagnostics of faults in the actuator, process components or sensors.  
• Detection of faults in closed loops.  
• Supervision of processes in transient states. 

The goal for the early detection and diagnostics is to have enough time for counteractions such as other 
operations, reconfiguration, maintenance or repair. The earlier detection can be achieved by collection more 
information, especially by using the relationship between the measurable quantities in the form of mathematical 
models. For fault diagnostics, the knowledge of cause-effect relations has to be used. 

INS Monitoring System Developing 
The full analysis of various methods has led to expediency of application of complex monitoring systems which 
use different by the physical nature research methods that, in turn, will allow excluding lacks of one method and 
use advantages of other methods to realize thus a principle of "redundancy" increasing reliability of INS systems.  
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Pic. 1. The screenshot of DataINS system 

 

The improvement of quality of diagnostics and prediction in conditions of small analyzed samples new 
approaches based on voting of algorithms of recognition and the account of correlations between target and 
output parameters are developing. 
Nowadays, an intellectual system of information capturing and a subsystem of data analysing are developing.  
Open architecture of a system allows using different data source based on Microsoft SQL Server, Microsoft 
Access, Oracle and others. That approach gives a universal model for data analyzing systems. 
 

The general DataINS structure is shown on the following picture. 
 

 

Pic. 2. DataINS system structure 
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Conclusion 
An overview of the different approaches to fault diagnostics has been given. So far, none of the methods 
presented solves the remaining task of completeness. Thus, in practical application, principle of "redundancy" 
increasing reliability of INS systems is able to solve the defined problem. Complex application of quality 
monitoring and diagnostics methods for fault detection in units and systems is directed to increase the efficiency, 
validity check, prolongation of system resources working capacity. 
For the first part of work the data capturing system is developed. At stage of development, there is an open 
architecture data processing system, allowing expanding a set of algorithms without system reconstruction. 
Sharing a subsystem of capturing information with a subsystem of data analysis will allow eliminating in time the 
malfunctions both at a level of test of pre-production models, and in operation and perfection of serial samples. 
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USING ORG-MASTER FOR KNOWLEDGE BASED ORGANIZATIONAL CHANGE 

Dmitry Kudryavtsev,  Lev Grigoriev,  Valentina Kislova,  Alexey Zablotsky 

Abstract: Enterprises in growing markets with transitional economy nowadays encounter extreme necessity to 
change their structures and improve business processes. In order to support knowledge processes within 
organizational change initiative enterprises can use business modeling tools. On one hand software vendors 
suggest many tools of this kind, but on the other hand growing markets with transitional economy determine quite 
special requirements for such tools. This article reveals these requirements, assesses existing business modeling 
tools using these requirements and describes ORG-Master as a tool specially created for support of process 
improvement initiatives in the growing markets with transitional economy. 

Keywords: Business information modeling, business modeling, knowledge process, organizational change, 
business process improvement, growing markets, transitional economy. 
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Introduction 
ORG-Master is a business modeling software, which was initially created as a response to growing need for 
computer aid to consulting projects in the field of organizational change and business transformation. In spite of 
the diversity of products for business modeling ORG-Master has certain advantages that can be revealed in 
solving certain tasks in certain environment.  
Certain tasks include such organizational change components as business process improvement, business 
restructuring, quality management implementation and holistic improvement of management system. In the 
current article, organizational development will be described by the example of business process improvement 
(BPI) initiative. 
Certain environment includes growing markets with transitional economy (GMwTE) which determine specialties in 
organizational change initiatives. GMwTE include post-soviet countries (Russia, Ukraine, Belarus, Kazakhstan) 
and in the current article will be described by the example of Russia. In order to reveal these specialties Section 1 
describes features of GMwTE from management point of view. Section 2 focuses on the flow of knowledge within 
BPI initiative and gives an ability to define requirements for business modeling tool at the GMwTE (section 3). 
Section 4 reveal imperfections of existing business modeling tools with respect to above-mentioned requirements 
and show the niche for ORG-Master. Section 5 explains the main concepts and consequent advantages of ORG-
Master. Section 6 describes practical application of ORG-Master. 

1. Business Process Improvement Initiatives in the Growing Markets with Transitional Economy 
The most important features of GMwTE from management point of view are: 
1. Extremely high pace of change in market conditions and business environment 
2. Low level of managerial culture  
3. Predominance of informal methods of management  
Quick changes and competition growth make companies to change in the same pace and the main objectives in 
the organizational change is to fit company structure with business needs and to implement client-oriented 
business processes that allow to achieve company goals. This results in the necessity to launch restructuring or 
BPI initiatives. 
The main prerequisite for BPI initiative is transparent management at every level of organization. In this context 
transparency implies holistic knowledge describing What functions and processes are realized in the company, 
Who performs the functions, How the functions are performed, What for are the functions performed. While low 
level of managerial culture results in absence of clear knowledge in this field. As a results BPI initiative in the 
GMwTE usually involve a wide range of preliminary stages directed towards understanding of company “big 
picture” in order to make conceptual changes and define the processes for improvement or re-engineering. 
The third feature of GMwTE - predominance of informal methods of management results in small amount of 
documents and business rules. Such a situation has its roots either in skeptical attitude to archaic and out-of-date 
formal documents at post-soviet enterprises or in quick growth of small start-ups. In some situations, informal 
intuitive method of management brings fruits, but it is terminated by the scale of business and is one of the 
barriers in development of managerial culture. As a result, BPI initiative in the GMwTE has an important objective 
– to switch company from informal methods of management to formal procedures and business rules. 

2. Knowledge Process in the Business Process Improvement Initiative 
BPI or restructuring initiatives deal with business organization knowledge. Under business organization 
knowledge in the current article we will understand knowledge domain covering organizational goals, structure, 
processes, functions, rules, rights, authorities and relationships between this objects. Thus in order to raise 
effectiveness of BPI initiative project team should support knowledge process in the domain of business 
organization knowledge. As described in [Strohmaier, 03a] knowledge infrastructure1 is determined by the nature 

                                                           
1 Under Knowledge Infrastructure we imply all the means that enable effective knowledge management within 
organization ~ knowledge process support 
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of knowledge process, which in turn can be understood through analysis of business processes covered by 
improvement initiative (figure 1). 

Business
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Knowledge
Processes

Knowledge
Infrastructures

 
 

Figure 1: Business process and knowledge infrastructure relationship 
 

The main constituents of improvement initiatives are organizational change processes - a subset of the whole 
system of business processes:   
− business process analysis 
− business process improvement 
− organizational structure control  
− performance management 
Business analysts (either internal or external consultants) together with domain experts (head of departments and 
other managers) generate business organization knowledge, store and transfer it throughout the organization in 
these processes.  
Application of business organization knowledge is distributed between all the other business processes  - 
operating, management and support processes. Organizational roles of performers vary from workers to 
executives (top managers). 
According to [Strohmaier, 03b] business organization knowledge can be visualized (figure 2). 
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Figure 2: Knowledge process in the business improvement initiative 
 

The most important and influential feature of this process consists in different organizational roles involved in it 
and especially in the knowledge transfer process. During transfer process business analysts deliver their 
knowledge through the mediation of domain experts to personnel from different domains and organizational 
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levels. As it was mentioned in [Section 1], one of the goals of BPI initiative in the GMwTE is to shift the priorities 
of management from informal methods to formal business rules. Thus the basis of knowledge transfer is 
formalized knowledge and the main factor of its successful internalization [see Nonaka, 03] by personnel is type 
of knowledge representation. 
Type of knowledge representation depends on two specific knowledge processes generation on one hand and 
application on the other. While the way these processes are performed is determined by the involved 
organizational roles. 
Business analysts have developed competencies in organizational management and system analysis. They have 
detailed understanding of business from different points of view and can operate with different objects and their 
relations (organizational units, functions, processes, goals etc). 
Personnel from different domains and organizational levels have low competencies in organizational 
management see [Section 1]. They usually have only dim understanding of business from “organizational unit” 
point of view (answer for the question “who do what?”).  
As a result, business analysts primary use diagrams of different types and notations (IDEF0, UML, EPC) as a 
mean of knowledge representation. The other personnel use job descriptions, documents describing the functions 
of business units / departments and other regulating documents. In addition, these regulating documents for 
application usually prepared according to national, industrial or corporate standard. Namely these regulating 
documents solve one of the objectives of BPI initiative in the GMwTE - shift the priorities of management from 
informal methods to formal business rules see [Section 1]. 
Thus, the necessity to facilitate communication between people speaking “different languages” predetermines 
important requirement for knowledge infrastructure.  
 

3. Requirements to Business Modeling Tool for GMwTE 
For the current analysis we assume business modeling tool primary as a support system for knowledge 
generation and storage during BPI initiative.  
Previous section described the necessity to have different types of knowledge representation during BPI initiative 
in the GMwTE. Assumption that the process of knowledge transfer do not change the type of knowledge 
representation imply the necessity to generate knowledge both in type of diagrams for analysis and regulating 
documents for application. This requirement for knowledge generation process determine the first requirement for 
business modeling tool: 
1. Ability to represent knowledge in different types and formats 
Section 1 highlights the necessity of preliminary stages within BPI initiative in the GMwTE. For example, 
companies should define goals, composition of functions, change organizational structure, reassign 
responsibilities for function realization, reveal a list of business processes. This tasks can be done both in series 
and in parallel and include several analysts concentrating either on different tasks or on different levels of detail. 
Such a nature of BPI initiative determine the next requirement: 
2. Ability to work both with a complex model (e.g. business process model) and with separate parts 

of this model (relate functions with organization roles, roles with infrastructure etc) using 
different views of enterprise. 

Fast dynamic of the enterprise development is especially relevant for GMwTE and require constant improvements 
in business processes thus a model once created should be constantly up-dated. Model is a system of 
constituent objects and their relationships, but both objects and their relations change constantly. This situation 
generate the third requirement: 
3. Ability to reflect changes in objects and in their relationships throughout the whole model after 

changing any part of the model. 
In order to reveal a tool, which satisfy all the requirements mentioned above an analysis of the tools existent in 
the Russian market was carried out.  
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4. Analysis of Existing Business Modeling Tools in the Russian Market 
Although in some BPI initiatives knowledge is created and stored using typical office applications like MS Word or 
Excel or simple graphical packages like MS Visio this tools obviously do not satisfy requirements see [Section 3]. 
The main business modeling tools existent in the Russian market that are usually used for organizational 
development and BPI purposes are: 
ARIS http://www.ids-scheer.com/ 
BPWin (AllFusion Modeling Suite) http://ca.com/  
There are also some Russian products that contain either limited functionality or slight modifications of foregoing 
tools. Differences of these products are immaterial from point of view of chosen requirements and as a result, 
they appeared beyond the scope of our analysis.  
There are also a broad range of CASE tools (e.g. Rational Rose) for corporate systems development. These tools 
include business process modeling, but their primary function is information architecture development and it 
determines their whole viewpoint for enterprise modeling. As a result they are nor convenient for organizational 
management and business process modeling, nor efficient. Thus, they appeared beyond the scope of our 
analysis.  
Here is generalized result of the analysis:  
Requirement 1: Ability to represent knowledge in different types and formats 
ARIS: It includes a broad library of object types and corresponding diagrams, but it has a very complicated 
mechanism for generating regulating documents. It is hard to customize necessary templates and consequently 
requires unique and expensive specialists  
BPWin: It allows generating IDEF0 diagrams, but it is also very hard to generate corresponding regulating 
documents in customary standards. 
Requirement 2: Ability to work both with a complex model (e.g. business process model) and with separate parts 
of this model 
ARIS: Satisfy. There are both a whole process model and separate constituent models. 
BPWin: Dissatisfy. User works either with one object type (functions, roles) or with a whole model of business 
process (one type of composite diagram). 
Requirement 3: Ability to reflect changes in objects and in their relationships throughout the whole model after 
changing any part of the model. 
ARIS: Partially. Centralized library of modeling objects guarantee the reflection of changes in the particular object 
throughout the model (e.g. changing function name in one diagram cause changing this name in every diagram in 
the model), but changes in relationships between objects of different type do not appear automatically throughout 
all diagrams. 
BPWin: Satisfy. All the objects stored in centralized library and are used in one type of diagram. 
Thus, presented tools do not completely satisfy suggested requirements. Besides this tools are quite expensive 
and require extremely professional analysts to support business model. 
There is a necessity for more effective business modeling tool for organizational development. 

5. Main Concepts and Advantages of ORG-Master 

Concepts and methodology 
The main idea of ORG-Master consists in division of business modeling interface from model representation one. 
As a result, each interface and type of knowledge representation is optimized for the solution of own tasks.  
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This idea is contrary to an approach of ARIS and BPWin. In the foregoing product user input, editing and 
represent business model in the same knowledge representation type and format.  
Division of interfaces in ORG-Master allows representing knowledge both in different types (diagrams in different 
notations, reports, tables) and from different point of views. 
On the other hand business model editing interface has its own type of knowledge representation based on two 
instruments: classifier (ontological models, see [Gavrilova, 00]) and matrix (table). 
Classifier – hierarchical tree of particular objects (e.g. organizational roles, functions, material resources, 
documents etc), that can have different attributes: type, meaning, comments etc. In the process of building 
classifier objects become structured into a hierarchy/ tree – they receives relationships of AKO (“A Kind Of” 
[Gavrilova, 00]) type (figure 3). 
 

Classifier: “Business Processes” 
1. Operating processes  
  1.1. Understand markets and customers  
     1.1.1. Determine customer needs and wants  
        1.1.1.1. Conduct qualitative assessments  
        1.1.1.2. Conduct quantitative assessments  
      1.1.2. Measure customer satisfaction  
   1.2. Develop vision and strategy  

 

2. Management&support processes 
 

Figure 3 Structuring informational objects 
 

Matrix (table) – models that define relationships between objects of different classifiers in any combination of the 
later (figure 4). Relationships can also have different attributes (directions, type, name, index, meaning). 
 

 
А) Matrix as a relationship  
of objects from 2 classifiers 

В) Tabular representation  
of a matrix of 2 classifiers 

С) «Triple matrix» 

 

Figure 4: Conceptual framework of matrix (table) 
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As any material object of any complexity (e.g. building) can be described using definite number of 2-dimensional 
(flat) schemes (e.g. design drawings) so and several matrix allow to receive multidimensional description of 
complex business system and make it both holistic and visible (see figure 5).  
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Figure 5: Business process model as a system of classifiers and matrixes 

 
ORG-Master advantages for end user 
Foregoing concepts of ORG-Master provide the following features of this tool: 
− ability to generate multidimensional reports based on matrixes from business model with different level of 

detail, which allow to analyze company from many viewpoints for people at different levels of organizational 
hierarchy 

− ability to fine-tune knowledge representation reports, that allow to generate regulating reporting on the basis 
of business model for particular needs and customary standards 

− ability to generate visual diagrams of business processes that support business analysis  
− ability to decompose the whole business model into constituent separate submodels, which allow to divide 

complex BPI initiative into manageable tasks and solve problems in separate domains with adequate (pared-
down) tool 

− all the objects and relationships from different submodels are integrated into centralized holistic model that 
allow to reflect changes in objects and in their relationships throughout the whole model after changing any 
part of the model 

These features of ORG-Master satisfy requirements to business modeling tool for GMwTE and together with 
relatively low price and low training complexity characterize it as effective and efficient tool. 
Among the relative disadvantages of this tool the most obvious is absence of quantitative analysis of business 
processes, but this feature is of low importance with respect to foregoing requirements. 
 

6. Application of ORG-Master and Practical Results  
ORG-Master has 6-year history of application in the organizational change and BPI initiatives. There is a broad 
range of ORG-Master clients located in Russia, Ukraine. Size of ORG-Master clients vary from small companies 
to large holding structures (up to 10000 people).  
The results of typical ORG-Master application in BPI initiatives include: 
− Business model which describes functions, organizational roles, goals and measures, function distribution 

among organizational roles and description of necessary business processes. 
− Regulating documents based on business model (job descriptions, procedures etc) 
− Diagrams of the necessary processes based on business model  
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Conclusions 

Since organizational change and BPI initiatives become a life-style of every company, it is useful to support such 
an activity with adequate tools for business modeling. However, choice of the tool is determined by the objectives 
of tool application and business environment. Current paper revealed specialties of BPI initiatives in the GMwTE 
and analyzed existing business modeling tools from that perspective. Because of this analysis, ORG-Master can 
be considered as an effective and efficient for knowledge process support during organizational change initiatives 
in the GMwTE. 
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NEURAL NETWORK BASED APPROACH  
FOR DEVELOPING THE ENTERPRISE STRATEGY 

Todorka Kovacheva,  Daniela Toshkova 

Abstract: Modern enterprises work in highly dynamic environment. Thus, the developing of company strategy is 
of crucial importance. It determines the surviving of the enterprise and its evolution. Adapting the desired 
management goal in accordance with the environment changes is a complex problem. In the present paper, an 
approach for solving this problem is suggested. It is based on predictive control philosophy. The enterprise is 
modelled as a cybernetic system and the future plant response is predicted by a neural network model. The 
predictions are passed to an optimization routine, which attempts to minimize the quadratic performance criterion. 

Keywords:  enterprise strategy, model predictive control, neural network, black-box modeling, business trends. 

ACM Classification Keywords: I.2.6 Artificial Intelligence: Neural nets; I.6.3 Simulation and Modeling: 
Applications 

Introduction 
In the present paper, a Generalized Strategy Development (GSD) approach is suggested. Designing of the 
enterprise strategy is a very complicated process. It depends on many factors, which require a lot of variables to 
be taken into account. The relationships between them are complex and non-linear.  
In the decision making process the managers need to know the environment characteristics in order to adapt the 
developed strategy. Therefore, the predictions of the environment changes are needed. They enable businesses 
make better strategic decisions and manage their activity more efficiently. It can also identify new opportunities 
for increased revenues and entering new markets. The prediction of the environment changes is a very difficult 
task. Price, advertising, goods seasonality, customers and competitors behaviour, global economic trends etc. 
are all factors that influence the overall performance of the enterprise. 
Traditional forecasting methods such as regression and data reduction models are limited in their effectiveness 
as they make assumptions about the distribution of the underlying data, and often fail to recognize the inter-
relatedness of variables. Now, a new forecasting tool is available – artificial neural networks (ANN). They are a 
form of artificial intelligence, which provide significant potential in economic applications by increasing the 
flexibility and effectiveness of the process of economic forecasting [Tal, Nazareth, 1995]. They are successfully 
used in various economic studies including investment, economic and financial forecast [Hsieh, 1993; Swales and 
Yoon, 1992; Hutchinson, Lo, and Poggio, 1994; Shaaf, 2000].  
The enterprise strategy development requires not only predictions but also have to be optimized and adapted 
according to the environment changes. A suitable control design algorithm is needed. During the last years a 
number of methods for automatic control synthesis are applied for managing business processes. Many authors 
suggest the Model-Based Predictive Control (MBPC) algorithm to be used as a decision-making tool for handling 
complex integrated production planning problems [Tzafestas, Kapsiotis, Kyriannakis, 1997] and supply chain 
management [Braun et al., 2003]. MBPC is a very popular controller design method in the system engineering. It 
is a suitable technique for prediction of future behaviour of a plant.  
Both, ANN and MBPC, are tools for solving complex problems under uncertainty by providing the ability to learn 
from the past experience and use information from various sources to control the enterprise performance. 
Generalized Strategy Development approach combines the advantages of artificial neural networks and Model-
Based Predictive Control algorithm to increase the effectiveness of the enterprise management in the entire 
decision making process and development of all functional strategies (incl. production-, marketing-, financial-, 
sales-, innovation strategy etc.). 
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Business Trends and Management Theory 
The contemporary business is accomplished in highly dynamic environment. The continuous changes in the 
internal and external environment of the enterprise force it to apply a number of adaptation mechanisms, which 
contribute to its surviving and competitive power. These adaptation mechanisms are based on the degree of 
information availability. This makes providing the information a necessary condition for adaptation process and 
the adaptation itself – the most important characteristic of each system. In this regard the developing and the 
implementing of tools, which enables the corporate adaptation according to the environment changes becomes a 
strategic need. 
Globalization [Кирев, 2001; Голдщейн 2002, 2003; Ганчев, 2004; Стоилова, 2004; Стоянов, 2003; Краева, 
2003], virtualization [Мейтус, 2004; Баксанский, 2000; Манюшис, Смольянинов, Тарасов, 2003; Вютрих, 
Филипп, 1999], Internet and the developing of the Information Technologies [Христова, 1997; Върбанов, 
2000; Илиев, 2003; Седлак, 2001] have a deep impact on the economic and social life of the society. These 
global trends determine the transition from the traditional industrial society to the information age society. A new 
economic based on knowledge [Applegate et al., 1996] appears and as a result the traditional managerial 
hierarchy seize to exist and a horizontal relationships are formed. Enterprises of a new type appear, which 
accomplish their activity on the global market from their founding. They overcome the spatial and time 
boundaries. The common name for such structures is “globally born” [Андерссон, Виктор, 2004]. These 
enterprises have their own mechanisms for developing, which substantially differ from those of the traditional 
industrial enterprises. Thus, the small national companies become multinational very fast.  
The adaptation to environment changes requires new knowledge for its elements, the relationships between 
them, and characteristics of their functioning. Thus the concept of “Learning enterprise” [Senge, 1990] comes 
into being. It is based on the continuous acquiring new knowledge regarding the environment, using it for 
innovation strategies and this process applies to the enterprise as a whole. 
The global trends in business development mentioned above cannot be considered partially. There are mutual 
relationships and dependencies between them. The existing of certain trend is a prerequisite for appearing and 
developing of another one and vice versa. Therefore, they influence the contemporary enterprise activities by 
forming an integrated set of strategies.  
Now let us consider the modern business trends in a management theory point of view. Many authors [Каменов, 
1984; Камионский, 1998; Рубцов, 2001] state that an unified management theory does not exist. There are 
different managerial concepts. Some of them claim to be universal, other are a tool for solving particular 
problems, some are not developed enough, other are just catchwords, some contribute and expand each other, 
and other contradict each other [Айвазян, Балкинд, Баснина, 1998]. This causes difficulties for the development 
the enterprise strategy, which strongly depends on the environment changes. 
The experience shows that there is time delay between the problems, which arise in the practice and the 
developing of methods for their solving, which constitute the theory. In this regard, the new structures mentioned 
above – “globally born” and “learning enterprise” are not considered in the general management theory. 
Therefore, there is a lack of methodologically developed and scientifically based management approaches. 
These enterprises do not respond to the traditional rules and concepts as they arise and perform in strongly 
uncertain and highly dynamic environment. They need new management, approaches, which have to correspond 
to their characteristics and meet their requirements. These enterprises can be presented as complex nonlinear 
cybernetic systems. Thus, the laws of system and control theory can be applied to their management. 
 

Model-Based Predictive Control 
Model-Based Predictive Control has established itself in industry as an important form of advanced control 
[Townsend, Irwin, 2001]. An overview of industrial applications of advanced control methods in general can be 
found in Takatsu et al. [Takatsu et al, 1998] and in Qin and Badgwell [1998]. 
The main advantage of MBPC algorithm is the simplicity of the basic scheme, forming a feedback, which 
combines with adaptation capabilities. This determines its successful applying in the practice of designing 
control systems.  
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MBPC is an efficient methodology to solve complex constrained multivariable control problems in the absence, as 
well as in the presence of uncertainties [Mayne et al., 2000]. It makes possible the uncertainty of the plant and 
disturbances to be taken into account and enables the on-line optimization and control synthesis. 
In general, it is used to predict the future plant behaviour. According to this prediction in the chosen period 
(prediction horizon), the MBPC optimizes the manipulated variables to obtain an optimal future plant response. 
The input of chosen length (also known as control horizon) is sent into the plant and then the entire sequence is 
repeated again in the next period. An important advantage of MBPC is that it allows the inclusion of constraints 
on the inputs and outputs.  
The prediction plant model is realized with neural network. It provides predictions of the future plant response 
over a specified time horizon. The predictions are passed to an optimization routine to determine the control 
signal that minimizes the following performance criterion over the specified time horizon: 
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subject to the constraints, which are imposed on the state and control variables. The constants N1, N2, Nu define 
the horizons over which the tracking error and control increments are evaluated. The u’ variable is the tentative 
control signal, yr is the desired response and ym is the network model response. The ρ value is weight coefficient. 
Generalized Strategy Development approach will be introduced in Model-Based Predictive Control framework. 

Generalized Strategy Development Approach  
The purpose of the Generalized Strategy Development Approach is to transform the incomplete information about 
the environment and the processes inside the enterprise into complete strategy for its adaptation and evolution. 
From cybernetic point of view, this can be considered as a control system. The functional structure is given in 
Fig.1 

 
Fig.1 Global Strategy Development functional structure 

 

Enterprise 
The enterprise is a dynamic system with a high complexity. In order, the management and control [u(t)] to be 
effective we need to know its physical structure, the relationships between the constituting elements, their 
dynamic behaviour and the characteristics of the environment. We have to compare the current state of the 
enterprise to the desired state. In case they coincide entirely the management goals are achieved. In order to 
register the difference we need to measure the state of the enterprise. This could be realized by performance 
measurement system.  
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Performance management is the prerequisite to performance improvement. For the enterprises to improve their 
performance, they must be able to measure how they are performing at present, and how they are performing 
after any changes. So, the companies will have the possibility to monitor if a chosen strategic direction is 
appropriate. 
Traditional performance management systems are frequently based on cost and management accounting. There 
are five main difficulties with traditional management accounting techniques for performance measurement 
[Maskell, 1991]: 

1. Management accounting reports are not relevant to strategy development; 
2. Some of the data which are used for decision-making process can be distorted by cost accounting; 
3. Traditional accounting reports are inflexible and are usually received too late to be of value; 
4. The information about the pay-back on capital projects comes late; 
5. To be of value, management accounting systems must be based on different methods and assumptions 

than on the financial accounts. 
As traditional performance measurement systems are based on management accounting, they are primarily 
concerned with cost. But in today’s manufacturing environment, cost based measures are no longer the only 
basis for decision making in enterprises. The new performance measurement systems should have some 
additional characteristics [Maskell, 1991]. 
 

Accounting 
In Fig.1 the Accounting is the traditional performance measurement system. Therefore, the current state of the 
enterprise [y(t)] is represented by the measured one from the accounting and measurement error. The reports, 
which are formed by the accounting, need to be interpreted in order to be useful for the management. This task is 
performed by analyst. 
 

Analyst 
The accounting information is now manipulated for giving proper estimate for the current enterprise state [z(t)]. 
The manipulations include: recapitulation, generalization, estimation, recalculation etc. in order to analyze the 
entire enterprise activity. The results are used by managers to make decisions about the future behaviour of the 
enterprise.  
The analysis is performed on the basis of incomplete information about the environment changes. Another error 
is formed. The obtained information is passed to the prediction model of the enterprise in order to minimize the 
tracking error. 
 

Enterprise model 
The model is used to determine the direction in which changes in the manipulated variables will improve 
performance. The plant operating conditions are then changed by a small amount in this direction, and a new, 
updated model is evaluated. The enterprise is a complex, dynamic and non-linear plant. Also different 
disturbances affect the its performance. Because of that, there is a lack of knowledge on the function or 
construction of the system.  
The process output can be predicted by using a model of the process to be controlled. Any model that describes 
the relationship between the input and the output of the process can be used and a disturbance or noise model 
can be added to the process model [Duwaish, Naeem, 2001]. We can build a model using the observations of the 
enterprise activities. 
Therefore the enterprise can be viewed as a black-box [Sjoberg et al., 1995] which aims to describe the 
relationships between input/output data. The non-linearities and the disturbances are taken into consideration. 
During the past few years, several authors [Narendra and Parthasarathy, 1990; Nerrand et al. 1994] have 
suggested neural networks for nonlinear dynamical black-box modeling. To date, most of the work in neural 
black-box modeling has been performed making the assumption that the process to be modeled can be 
described accurately by neural models, and using the corresponding input-output neural predictors [Rivals, 
Personnaz, 1996]. Therefore, artificial neural networks are used as effective black-box function approximators 
with learning and adaptation capabilities. 
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Marketing 
We could receive information [w(t)] about the environment changes from the Marketing Information System (MIS) 
which is used in the enterprise. It is passed to the enterprise model by taking into account the forming of a new 
error. This error is due to impossibility of MIS to register all trends in global economy and social life of the society.  
 

Optimization and Management Goals 
Using the enterprise model, we predict the future plant response and taking into consideration the management 
goals [rx(t), ru(t)] we optimize it and develop a new management strategy. This is an iterative process, which 
provides the continuous enterprise adaptation to the environment changes. 
 

Conclusion  
Strategy development is a complex task in the continuously changing environment. The enterprise management 
must combine internal and external information in order to survive and evaluate. Therefore, the company needs 
an efficient control and strategy development and evaluation system to work in rapidly changing business 
conditions.  
The Generalized Strategy Development approach suggested here is very suitable for this problem, namely for 
optimization and adaptation of the strategy development process. Thus, the effectiveness of management is 
increased.  
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GENERALIZATION BY COMPUTATION THROUGH MEMORY 

Petro Gopych 

Abstract: Usually, generalization is considered as a function of learning from a set of examples. In present work 
on the basis of recent neural network assembly memory model (NNAMM), a biologically plausible 'grandmother' 
model for vision, where each separate memory unit itself can generalize, has been proposed. For such a 
generalization by computation through memory, analytical formulae and numerical procedure are found to 
calculate exactly the perfectly learned memory unit's generalization ability. The model's memory has complex 
hierarchical structure, can be learned from one example by a one-step process, and may be considered as a 
semi-representational one. A simple binary neural network for bell-shaped tuning is described.  

Keywords: generalization, 'grandmother' model for vision, neural network assembly memory model, one-step 
learning, learning from one example, neuron receptive field, bell-shaped tuning, semi-representation. 

ACM Classification Keywords: Memory structures (B.3), associative memories; reliability, testing, and fault-
tolerance (B.8.1); learning (I.2.6), connectionism and neural nets; vision and scene understanding (I.2.10), 
representations, data structures, and transforms; image representation (I.4.10), hierarchical. 

1. Introduction 

We know from our everyday experience that even under difficult observation conditions, the recognition of 
complex visual objects occurs in practice immediately, in an on-line regime. The ability to recognize visual objects 
regardless of the side of view, their illumination, occlusion, or particular distortion is called generalization ability; 
up to present its brain mechanisms remain unclear [1].  
In real life, any two successive images, although they correspond to the same particular object, cannot coincide 
literally, point-by-point. As a result the amount of all possible images of all possible objects to be recognized is 
extremely large and, consequently, they the all cannot be stored in human memory even of very large but limited 
capacity. To overcome this difficult problem, it is supposed that it is enough to remember labels of only some 
typical images (examples) and to learn the common memory/generalization system to predict to a huge amount 
of unknown images, not storing in memory. Such a statement of the problem implies that for a given object each 
its particular image can continuously be transformed, possibly not too sharp, into any other its image through an 
infinite continuous series of its intermediate images.  
The classic learning theory [2] gives a formal definition of generalization and rules to ensure it. For the 
generalization purposes, the leaning theory provides the best possible functional relationship between an input 
image, x, and its label, y, by learning from a set of n examples, xi, yi. This problem is similar to the problem of 
fitting a continuous smooth function of some arguments to measurement data, xi, yi, or, in other words, the ability 
of estimating correctly the values of this function in points where data are not available (i.e. it is assumed implicitly 
that sets of unknown images and their labels are continuous).  
Within this approach, for a given training set (xi, yi; i = 1, 2, …, n), the empirical risk minimization (ERM) learning 
algorithm can find the estimated interpolating function f which minimizes empirical error — the quantity defining 
through a loss function the quality of fitting f to the training set of examples. To provide the good generalization, f 
should also guarantee the minimization of predictive error — the quantity defining through the same loss function 
the quality of fitting f to new samples — in such a way that the difference between empirical and predictive errors 
is zero in probability as n → ∞. It may be possible if f, chosen from a given functional hypothesis space, is simple 
enough. In general case (for finite sets of examples and complex hypothesis spaces) by using the classic ERM 
learning, the solution needed it is not always possible to find [2,3]. For this reason a new paradigm of learning 
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was proposed which provides 'conditions for generalization in terms of precise stability property of the learning 
process: when training set is perturbed by deleting one example, the learned hypothesis does not change much' 
[3]. This stability criterion means that if after deleting any ith training sample (example) from any large training set 
of samples (examples) almost always the learned interpolating function f changes in small, then it generalizes 
well. Formally it is demanded a cross-validation leave-one-out stability with stability of empirical and expected 
errors: for any i, for sets of training samples S and Si (Si is the set S with the deleted item i), supremums of 
differences between corresponding loss functions, corresponding empirical errors, and corresponding expected 
errors equal zero in probability as n → ∞. Such stability ensures that good (predictive) generalization functions 
may be found by not only the ERM process but also other learning algorithms [3] and, consequently, this method 
of generalization is suitable (see ref. 3 and references therein) for solving those practical problems where classic 
ERM learning [2] does not work. But for both cases (minimization of empirical error within a given hypothesis 
space or stabilization of the learning process), the important challenge of the finiteness of training sets remains 
unsolved because all above results are valid only asymptotically (n → ∞), i.e. for a rather large amount of training 
examples.  
The approach based on learning from a set of examples is not the only possible. Indeed, it is naturally to assume 
that in human visual system the real world is actually represented as a set/series of 'frames,' discrete and only 
perceived continuously (as in a movie). If it is, then the amount of information needed to be maintained reduces 
crucially and for this reason memory system, serving vision and dealing with a finite set of discrete images, may 
computationally become simpler. This work follows such an alternative approach. 

2. Generalization by Interpolating among Examples 

Within the classic learning theory [2], generalization by interpolating among examples supports a popular neural 
network (NN) architecture that combines the activity of some hidden broadly tuned 'units' (local NN circuits), each 
of which is learned to respond to one of the training examples optimally and to a variety of other images at sub-
maximal firing rates. This idea is consistent with the fact that bell-shaped tuning is common among neurons in 
visual cortex and that in infero-temporal cortex, IT, there exist neurons tuned to different complex objects or their 
parts. 
Mathematically, using the method of regularization, the learning from examples may be formulated as 
measurement data approximation by a smooth function, f(x) = ∑wik(x,xi), which minimizes the empirical error 
(error of training); here f(x) is a weighted sum (weights wi) of basis functions, k(x,xi), depending on a new 
(unknown) image, x. For example, function k(x,xi) may be a radial Gaussian centered on xi, representing the ith 
neuron's receptive field, and responding optimally to (memorizing) xi (that is so called radial basic function 
approach, RBF). The width of k(x,xi) defines also the unit's selectivity as a memory device: for broadly tuned k, its 
selectivity is poor but a linear combination of such functions provides a good generalization ability; for sharply 
tuned k (e.g., a delta function or very narrow Gaussian), its selectivity is perfect but such a k(x,xi) cannot be used 
for generalization. In f(x), functions k(x,xi) may be learned from their inputs, xi, in a passive regime (without the 
feedback) while weights, wi, depend also on outputs, yi, and demand more complicate iterative learning from 
examples, xi, yi. That is, the learning process splits into two parts: learning the basis functions (memory units and, 
simultaneously, neuron receptive fields) and learning the weights of the whole network (learning to generalize 
using already learned memory units). The algorithm described can implement a feedforward NN with one hidden 
layer containing as many units as training examples; parameters wi are interpreted as synaptic weights between 
corresponding units and the output, f(x) [1].  
In this case [1] the ability to generalize is traditionally [2,3] grounded on the use of many training examples and is 
paid by the poor selectivity of all memory units (a large value of the regularization parameter), the assumption of 
low biological plausibility. 
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3. 'Grandmother' Model for Vision  

In the classic 'grandmother' theory for vision, an image recognition happens when the combination of all its 
features precisely coincides with such a combination associated with particular grandmother neuron, i.e. in this 
case between the input image and different memory records a direct literally comparison is needed. The lack of 
generalization is the basic problem of such a model. To solve it, the model was essentially extended: it is 
supposed that 'generalization emerges from linear combinations of neurons tuned to an optimal stimulus' [1] (see 
also Section 2). We propose another extension solving the generalization problem under assumption that each 
memory unit itself can generalize. 
As Figure 1 demonstrates, in our model all sensory-specific stages of input visual data processing coincide 
completely with those that Poggio & Bizzi [1] discussed and, consequently, in this part both models are 
biologically equally plausible. In particular, in the model proposed AIT neurons (open circles), tuned to respond to 
complex visual images, are also used although in present work the architecture and operation of local NN circuits, 
employed for tuning, are quite different (see Section 5). But the main distinction between our model (Figure 1) 
and Poggio & Bizzi model (Figure 2 in [1]) consists in the structure of their sensory-independent parts: in Figure 1, 
it is grounded on the neural network assembly memory model, NNAMM, discussed in Section 4 [4]. 
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Figure 1. An oversimplified scheme of a 'grandmother' model for vision based on the NNAMM [4]. At the bottom, 
in V1, cells have small receptive fields and respond preferably to oriented bars; along the ventral visual stream 
they increase gradually their receptive fields and complexity of their preferable images and at the top, in AIT, 
neurons respond optimally already to rather complex objects. AIT neurons 1,…,N (open circles) could code the 
image of current interest, e.g. a face, as a binary (±1) feature vector xin; other similar neurons (filled circles) can 
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code (respond optimally to) other complex objects. Boxes M and F correspond to assembly memory units, AMUs 
(Figure 2), storing reference codes (representations) of the 'ideal' (reference) male, x0M, and female, x0F, faces; 
boxes 1,…,K denote AMUs storing the codes (representations) x01,…,x0K which represent known (previously 
encountered) faces 1,…,K, regardless of their categorization. The case is presented where a current face feature 
code xin, extracted from the current visual input, is recognized as the face number 2 and categorized as a male 
face (xin initiates the correct retrieval of memory traces x0M and x02 designated as output arrows from boxes M and 
2, respectively). In the insertion, a feedforward NN, related to particular AMUi and storing the code 
(representation) x0i, is shown (see also box 2 in Figure 2; AIT neurons 1,…,N may be equivalent to exit-layer 
neurons of such an NN). If xin does not correspond to one of the codes (representations) x01,…,x0K but is 
recognized as x0M or x0F then it can be remembered in the (K + 1)th empty AMU, AMUK + 1, which is not shown. 
V1, primary visual cortex; V2 and V4, extrastriate visual areas; IT, infero-temporal cortex; AIT, anterior IT; PIT, 
posterior IT; PFC, prefrontal cortex; SCA, subcortical areas (e.g., as it is shown in Section 4.2, hippocampus). 
We suppose that visual memory is constructed as a set of the NNAMM's assembly memory units, AMUs (Figure 
2 in Section 4.2), interconnected between each other and storing only one memory trace per one AMU. Memory 
traces are N-dimensional binary (±1) vectors represented particular images (e.g., known faces, x01,…,x0K) or 
categories of such images (e.g., male, x0M, and female, x0F, faces). Tuned AIT neurons 1,…,N (open circles) 
convey the code xin, extracted from the current visual input at sensory-specific stages of data processing and 
representing the current face, to all AMUs devoted to vision. Similar codes of other images, available in the 
current visual input, are also extracted and other tuned neurons (filled circles) convey them to all AMUs devoted 
to vision. But by means of a spatio-temporal synchrony mechanism and anatomically in part, the AMUs shown 
select only the code of their interest, xin; other similar codes may be the codes of interest for other AMUs, which 
are not shown.  
Even if the analyzed visual scene is stable, the current (at the moment t0) visual input may slightly be changed, 
for example, due to a saccadic eye movement. In such a case, at the next moment, t1, the hierarchy of tuned local 
NN circuits, constituting the pathways of sensory-specific stages of initial visual signal processing (see Figure 1 
and Section 5), produces, most probably, binary feature vector xin(t1) which is equal to previous one, xin(t0). As 
xin(t0) = xin(t1), at sensory-independent but memory-specific stage of data processing, xin(t1) initiates the 
recall/retrieval of memory patterns, the same as xin(t0) initiates, e.g., x0M and x02 (see Figure 1). That is, in 
numerous slightly (even continually) changed visual inputs, it takes place the recall/recognition of the same image 
of interest (e.g., a face) of the same category (e.g., male faces) whose binary representations in visual memory 
are vectors x0M and x02, respectively.  
If in two successive visual scenes the difference between images of interest is not very small and not very large 
simultaneously then visual pathways mentioned at moments t0 and t1 may produce binary feature vectors xin(t0) 
and xin(t1) which are different but related to the same finite set of them characterized by the same value of the 
damage degree, d, or intensity of cue, q (see Section 4.1). In such a case, in spite of the fact that xin(t0) ≠ xin(t1), 
at sensory-independent but memory-specific stage of visual data processing, xin(t1) initiates the recall/retrieval of 
memory patterns x0M and x02, the same as xin(t0) initiates, with the same probabilities defined by Equation 5 or 6. 
That is, in numerous visual inputs containing rather changed or damaged images of interest, it also takes place 
their equally successful categorization and recall/recognition. 
If the difference between images of interest in successive visual scenes is large then sensory-specific visual 
pathways may produce feature vectors xin(t0) and xin(t1) which are related to different sets of them characterized 
by different values of d (or q ). In such a case, xin(t1) also initiates successful recall/retrieval of patterns x0M and 
x02, the same as xin(t0) initiates, but already with other probabilities. That is, even in numerous visual inputs 
containing essentially changed or damaged images of interest, their successful categorization and 
recall/recognition takes also place.  
Consequently, the model for vision proposed provides successful categorization and recall/recognition of  
numerous changed, in particular essentially changed, versions of the same visual image employing its single 
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binary representation, x0, stored in visual memory. In other words, it implements the idea of generalization in its 
conventional form (Section 1) but in a new way — by generalization through a single NNAMM memory unit, AMU, 
storing only one binary representation, x0, of all possible versions of the image of interest, which may differ from 
each other in small as well as in large.  
As one can see, a learned AMU itself ensures generalization (recall/generalization) of only its binary inputs, xin, 
(Section 4.1) with the probability may be calculated exactly (Equation 5 or 6). To find the probability of 
generalization (recall/recognition) of any initial half-tone visual image completely, the probability of producing 
these binary feature vectors, xin, is also required. For solving the latter problem, we should specify beforehand the 
architecture of sensory-specific visual pathways (Figure 1) as a hierarchy of tuned local NN circuits, extracting 
step-by-step from the initial image its more and more general features/properties (see also Section 5). When this 
hierarchical architecture (specific, in general, for each category of images of interest) will completely be 
constructed, its performance may be found as performance of a device built in a known manner from building 
blocks with known properties. Hence, the content of particular visual memory is jointly defined by the content of 
corresponding AMU (a rather short binary vector x0) and complete hierarchical architecture of tuned local NN 
circuits, which perform a sensory-specific visual data processing and extract from complex initial input the feature 
vector xin that, in turn, initiates the retrieval of x0. Very early (in the retina) stages of this many-stage process play 
a special role because here the binarization of initial half-tone images is carried out and the quality of binarization 
exerts an essential influence on the quality of the final representation of images in the entire visual system. As it 
was empirically demonstrated [5], the binarization required may be performed optimally, without the loss of 
information essential for the following binary data processing according to optimal binary algorithms described in 
Section 4.1. 
Within the model proposed, representation of an image in visual system may be considered as a complex 
dynamic process consisting of three successive stages: i) binarization (in the retina) of an initial half-tone image; 
ii) allocating essential features of the image binarized and production of its rather short binary representation, x0 
(in a hierarchical architecture of local functionally similar tuned NN circuits which constitute visual data processing 
pathways); iii) storing x0 (in visual memory) and its multi-purpose use for planning and maintaining different 
possible mental and behavioral operations. Owing to this three-level structure of data processing and due to the 
data graduate compression, the code (representation) x0 stored in visual memory can along not specify 
completely its corresponding visual (perceptual) input and the same x0, but in memory devoted to another 
modality, could in general code (represent) a quite different object or idea, for example, the odour of a perfume (if 
x0 is stored in olfactory memory). For the same reason, each visual (perceptual) memory (each AMU) should 
intimately be related to corresponding final stages of their sensory-specific pathways, strictly anatomically 
defined. Consequently, according to the model, in the brain should exist areas preferably devoted and responded 
to different specific memories and to specific categories of these memories. This theoretical prediction is 
completely consistent with the available anatomical findings demonstrating that is actually the fact. For example, 
the fusiform face area (a part of fusiform gyrus located in brain temporal lobe) is devoted to face perception in 
humans [6,7]. Brain damages to or near to the fusiform face area lead to specific mental disorder — 
prosopagnosia, an inability to perceive faces while all other mental properties remain intact [8]. Some persons 
suffered of prosopagnosia retain, in spite of that, the ability of face categorization (e.g., they differ males from 
females or olds from youngs) and can correctly identify faces of familiar persons unconsciously (e.g., their 
galvanic skin response rises when they hear the correct name). These neuropsychology findings are also 
consistent with the model proposed which predicts, in particular, that brain areas devoted to face recognition and 
face categorization should anatomically be segregated in part, that face perception is a many-stage process in a 
hierarchical brain structure (visual pathways in Figure 1) with anatomically segregated levels (areas) and 
damages to higher levels (areas) of visual pathways do not hinder the normal functioning of their lower levels 
(areas). 
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As it has been pointed out, an initial half-tone visual input can be binarized optimally, without the loss of 
information essential for the further processing of obtained binary data [5]. Perfectly learned local NN units 
(Section 5) and AMUs (Section 4.2) processing this data also operate over their binary inputs optimally (in the 
sense of pattern recognition quality, Section 4.1). Consequently, if the chain a binarization device (retina)—
feature-extractive hierarchical architecture of tuned local NN units (sensory-specific visual pathways)—AMUs 
(visual memory, as in Figure 1) is constructed (hard-wired) in an optimal manner (that is the problem of animal 
evolution or an engineer who builds a machine, data processing system or device) then its operation performance 
may also be optimal. In sum: within the model proposed, for each specific category of images, the entire visual 
data processing system/algorithm may surely be optimal but the architecture, needed to implement this 
theoretical possibility as an algorithm or device, is not specified so far completely.  
For the construction of optimal data processing architecture providing generalization through memory of visual 
images of different categories, only its building blocks (learned AMUs and tuned local NN units) having optimal 
operation performance are now available. But that is enough to conclude that such a future system/algorithm 
cannot solve the inverse problem: reconstruction of the initial visual input when its binary representation (x0 stored 
in an AMU), properties of the retina, tuned local NN units, AMU and their connections are known. The reason is in 
the irreversibility of these all components constituting jointly the hierarchical architecture required. For example, a 
learned two-layer NN, the heart of all AMUs and tuned local NN units, is served by a finite set of its input binary 
vectors xin and has only the single output, x0, providing the solution and specified strictly by the additional learned 
'grandmother' neuron (Section 4.1). From these follows directly the convergence of learned AMUs and tuned local 
NN circuits (by definition, all their inputs, xin, lead to the single solution, x0, stored in corresponding NN and its 
learned 'grandmother' neuron) and, simultaneously, their irreversibility (by definition, their the given solution, x0, 
cannot exactly specify that one of many particular NN inputs, xin, which has earlier initiated the recall/retrieval of 
x0). It is clear that the reversible processing system (computer algorithm) required to solve an inverse problem 
cannot be built from irreversible components.  
There exists two opposite viewpoints of the nature of human memory. On the one hand, traditionally (e.g., [1]), it 
is supposed that objects, actions, etc are stored in memory as their representations, i.e., as coded messages 
may be used, if necessary, as instructions governing the learned mental or physical behavior. On the other hand, 
it was introduced the so called nonrepresentational memory, an ability of dynamic system 'to repeat or suppress a 
mental or physical act' or an 'ordered sequence of brain activities … that, in time, leads to a particular neuron 
output.' 'In this view, a memory is dynamically generated from the activity of selected subsets of circuits' [9]. 
Within our BSDT/NNAMM approach, a memory is defined as consisting of two closely related parts: the 
representational code x0, stored in an AMU related to particular visual (perceptual) memory, and the stream of 
neuron activity, dynamically generated in visual pathways and directed from the retina to the AMU mentioned. 
That is, our memory model has some properties of representational as well as nonrepresentational memories and 
may be qualified as a semi-representational one.  
In contrast to Section 2, the NNAMM's memory unit itself provides perfect memory trace selectivity as well as 
generalization through memory. Because each AMU contains a 'grandmother' neuron (for details see Sections 4 
and 5), we can consider the model for vision introduced as a 'grandmother' one. 

4. NNAMM as a Memory Model Used  

P.M.Gopych has proposed a ternary/binary data coding and demonstrated [10] that corresponding NN decoding 
algorithm (inspired by J.J.Hopfield [11]) is simultaneously the retrieval mechanism for an NN memory. As NNs 
used for data decoding and memory storing/retrieval are the same (see insertion in Figure 1), they have also 
common data-decoding/memory-retrieval performance (Section 4.3). Later this data coding/decoding approach 
was developed into the binary signal detection theory (BSDT) [12] and neural network assembly memory model 
(NNAMM) [4] closely interrelated in their roots and providing the best quality performance. The price paid for the 
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NNAMM optimality is the fact that it places each memory trace in its own AMU (an estimation of human memory 
capacity, though it is possibly too optimistic — 108432 bits [13], supports this assumption). 

4.1 Formal Background  

Let us denote a vector with components xi (i = 1,…,N), whose magnitudes are ±1, as x. It can carry N bits of 
information and its dimension N is the size of a local receptive field for the NN/convolutional feature discrimination 
algorithm [5] or the size of an NN memory unit discussed below. If x represents information stored or that should 
be stored in the NN then we term it reference vector x0.  If the signs of all components of x are randomly chosen 
with uniform probability, ½, then that is random vector xr or binary noise. We define also a damaged reference 
vector x(d) with components  
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where marks ui take magnitudes 0 or 1 and may randomly be chosen with uniform probability, ½; d is a damage 
degree of x0. If the number of marks ui = 1 is m then the fraction of noise components in x(d) is d = m/N; 0 ≤ d ≤ 
1, x(0) = x0 and x(1) = xr. The fraction of intact components of x0 in x(d), q = 1 – d, is intensity of cue or cue index; 
0 ≤ q ≤ 1, q + d = 1, d and q are proper fractions. For a given d = m/N, the number of different vectors x(d) is 
2mCNm, CNm = N!/(N – m)!/m!; for d ranged 0 ≤ d ≤ 1, complete finite set of all vectors x(d) consists of ∑2mCNm = 
3N elements (m = 0,1,…,N).  
For decoding the data coded as described, we use a two-layer NN with N McCalloch-Pitts model neurons in its 
entrance and exit layers; these neurons are linked as in the insertion of Figure 1, 'all-entrance-layer-neurons-to-
all-exit-layer-neurons.'  
For a learned NN, its synapse matrix elements, wij, are  

          ji
ij xxw 00ξ =    (2) 

where ξ > 0 is a parameter (below ξ = 1); xi0 and xj0 are the ith and the jth components of x0, respectively. Hence, 
the matrix w is defined by vector x0 and Equation 2 unambiguously. We refer to w as the perfectly learned NN and 
it is of crucial importance that it remembers only one pattern x0 (the available possibility of storing other memories 
in the same NN is intentionally disregarded). It is also assumed that the NN's input vector xin is decoded 
(reference or state vector x0 is extracted) successfully if the learned NN transforms an xin into the output vector 
xout = x0 (an additional 'grandmother' neuron checks this fact; see also Sections 3, 4.2, 5, and ref. 14).  

The transformation algorithm is the following. For the jth exit-layer neuron, its input signal, hj, is  

          ∑= ,iijj vwh    Ni ,...,1=  (3) 

where vi  is an output signal of the ith entrance-layer neuron. The jth exit-layer neuron's output, xjout, is calculated 
by a rectangular response function with the neuron’s triggering threshold θ ≥ 0 (for the case θ < 0, see ref. 14): 
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where for hj = θ  the value vj = –1 is arbitrary assigned. 
Since entrance-layer neurons of the NN used play only the role of input fan-outs, which convey their inputs to all 
exit-layer neurons, in Equation 3 vi = xiin. Of this fact and Equations 3 and 4 for the jth exit layer neuron we have: 
hj = ∑wijxiin = xj0∑xi0xiin = xj0Q where Q = ∑xi0xiin is a convolution of x0 and xin. The substitution of hj = xj0Q into 



International Journal "Information Theories & Applications" Vol.13 
 

 

 

152 

Equation 4 gives that xout = x0 and an input vector xin is decoded (reference vector x0 is extracted) successfully if Q 
> θ. Since for each xin exists such a vector x(d) that xin = x(d), inequality Q > θ can also be written as a function of 
d = m/N: Q(d) = ∑xi0xi(d) > θ (i = 1,2,…,N) where θ is the threshold of Q and, simultaneously, the neuron’s 
triggering threshold. Hence, for perfectly learned intact NNs, NN and convolutional decoding algorithms are 
functionally equivalent.  
Since Q > θ and D = (N – Q)/2, where D is Hamming distance between x0 and specific x(d), the inequality D < (N 
– θ)/2 is also valid and NN, convolutional, and Hamming distance decoding algorithms mentioned are equivalent. 
As Hamming decoding algorithm is the best (optimal) in the sense of statistical pattern recognition quality (i.e., 
there is no other algorithm outperforming it), NN and convolutional algorithms are also optimal (the best). 
Moreover, similar decoding algorithms based on locally damaged NNs may also be optimal [4,15] (see example 
in Table 1 of Section 6). 

4.2 AMU's Architecture  

We saw that a two-layer NN (as in the insertion of Figure 1) can be used for optimal one-trace memory 
storing/retrieval. But for such an NN, one separate randomly chosen vector xin = x(d) can initiate successful 
retrieval only randomly. Thus, to implement the model's possibilities completely, the retrieval should be initiated 
by a series of different vectors xin and it happens when one of the next xin leads suddenly to the emergence of the 
output xout = x0. For this reason the minimal architecture, needed to provide optimal memory trace retrieval from 
the learned NN (box 2), should be as in Figure 2. Because the retrieval is initiated by vectors x(d), which 
constitute complete finite set of binary representations of those images (or 'frames') that were mentioned in the 
last paragraph of Section 1, such an architecture provides also the optimal generalization by computation through 
memory. The internal loop, 1-2-3-4-1, ensures the generation of different (e.g., random) vectors xin = x(d) with a 
given value of d while the external loop, 1-2-3-4-5-6-1, maintains the internal one.  
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Figure 2. The flow chart (the architecture) of an assembly memory unit, AMU, and its short-distance environment 
adopted from [4]. The structure of the NN memory unit (box 2) specifies the insertion in Figure 1. Pathways and 
connections are shown in thick and thin arrows, respectively. 
 

Within the NNAMM, the whole memory is a very large set of interconnected AMUs of rather small capacity (N ~ 
100 or less), organized hierarchically. An AMU (Figure 2) consists of boxes 1, 2 and 6, diamonds 3, 4 and 5; their 
internal and external pathways and connections are designed to propagate synchronized groups of signals 
[vectors x(d)] and asynchronous control information, respectively. AMUs implement directly the BSDT for solving 
the problem of optimal generalization and memory storing/retrieval. 
Box 1 (a kind of N-channel time gate) transforms initial ternary (0,±1) sparsely coded very-high-dimensional 
vectors into binary (±1) densely coded and rather low-dimensional ones. Here from the flood of asynchronous 
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input spikes, a synchronized pattern of signals in the form of N-dimensional feature vector xin = x(d) is extracted 
by a dynamical spatiotemporal synchrony mechanism. Box 2 is an NN learned according to Equation 2 (or 
Equation 7 from Section 4.4) where each input, xin, is transformed into its corresponding output, xout. Diamond 3 
(a kind of comparator or familiarity/novelty detector) performs the comparison of xout, just now emerged, with the 
reference vector (trace) x0 from reference memory (RM, see below). If xout = x0, then the retrieval is successful and 
it is finished. In the opposite case, if current time of retrieval, t, is less than its given maximal value, t0, (this fact is 
checked in diamond 4) then the loop 1-2-3-4-1 is activated, retrieval starts again from box 1, and so forth. If t0, a 
parameter of time dependent neurons, was found as insufficient to retrieve x0 then diamond 5 examines whether 
an external reason exists to continue retrieval. If it is, then the loop 1-2-3-4-5-6-1 is activated, the count of time 
begins anew (box 6), and internal cycle 1-2-3-4-1 is repeated again with a given frequency f, or time period 1/f, 
while t < t0.  
The trace x0 is held simultaneously in a particular NN memory (box 2) and in its auxiliary reference memory (RM) 
that may be interpreted as a tag of corresponding NN memory or as a card in a long-term memory catalog. An 
RM performs two interconnected functions: verification of current memory retrieval results (diamond 3 serves as a 
comparator) and validation of the fact that a particular memory record actually exists in the long-term memory 
store (diamond 3 serves as a familiarity/novelty detector). Thus, specific RM is a part of memory about memory or 
'metamemory,' in other words. In contrast to the NN memory, which is a kind of computer register and is 
conventionally associated with a real biological network, particular RM is a kind of slot devoted to the comparison 
of a current vector xout with the reference pattern x0 and may be associated with a coincidence integrate-and-fire 
'grandmother' neuron (cf. Sections 3, 4.1, 5, and ref. 14).  
All elements of the internal feedback (reentry) loop, 1-2-3-4-1, run routinely in an automatic regime and for this 
reason they may be interpreted as related to an implicit (unconscious) memory. Consequently, under the 
NNAMM, all operations at synaptic and NN memory levels are unconscious. External feedback (reentry) loop, 1-
2-3-4-5-6-1, is activated in an unpredictable manner because it relies on external (environmental and, 
consequently, unpredictable) information and in this way provides unlimited diversity of possible memory retrieval 
modes. For this reason, an AMU can be viewed as a particular explicit (conscious) memory unit. An external 
information used in diamond 5 can be thought of as an explicit or conscious one. 
Recent evidences demonstrate that learning induces molecular changes in neocortex and hippocampus; this 
finding, along with based on it physiological theory assuming that any long-term memory record is stored in 
parallel in the neocortex and hippocampus [16], supports the NNAMM's idea of storing simultaneously each 
memory trace in an NN (a counterpart to a neocortex network) and in a 'grandmother' neuron (probably, a cell in 
hippocampal structures). This point of view is also consistent with the content of ref. 17,18 where a hippocampal 
comparator or familiarity/novelty detector is considered. For some other arguments in favor of the NNAMM's 
biological plausibility see ref. 4. 

4.3 AMU's Basic Performance  

The best data-decoding/memory-retrieval algorithms considered have common quality performance function, 
P(d,θ), the probability of correct decoding/retrieval or generalization, conditioned under the presence or absence 
of x0 in the data analyzed, as a function of d and θ (d  = 1 – q, all notations are as in Section 4.1). 
The finiteness of the set of vectors x(d) makes possible to find P(d,θ) by multiple computations [10]:  

          P(d,θ) = n(d,θ)/n(d)  (5) 

where n(d) is a given number of different inputs with a given value of d, xin = x(d); n(d,θ) is the number of those 
x(d) which are leading (under condition that for their decoding the NN algorithm with triggering threshold θ is 
applied) to the NN’s response xout = x0. For small N, P(d,θ) can be calculated exactly because the number of 
items in the complete set of x(d), n(d) = 2mCNm, is small and they the all can be taken into account. For large N, 
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P(d,θ) can be estimated by multiple computations approximately but, using a sufficiently large set of randomly 
chosen inputs x(d), with any given accuracy. 
For intact perfectly learned NNs, convolutional (Hamming) version of the BSDT/NNAMM formalism allows to 
derive an expression for P(d,θ) analytically [15]:  
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Here if kmax ≤ m then kmax = m else kmax = kmax0, Cmk denotes a binomial coefficient. 
Since θ (triggering threshold) and F (false-alarm probability), d (damage degree) and q (intensity of cue) are 
related (see details in ref. 12), functions P(d,θ) can, for example, be written as ROCs [receiver operating 
characteristic curves, Pq(F)], or BMPs [basic memory performance curves, PF(q)] [4].  

4.4 AMU's Learning  

Equation 2 defines perfect one-step learning from one example because in this case for the NN considered its 
input, x0, and its output, x0 (the label, 'teacher,' or 'supervisor'), are exactly known. But often unsupervised 
learning is also needed.  
Let us use the traditional delta learning rule in the form 
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where n and η > 0 are an iteration number and a learning parameter, respectively; vj = xjin; hi = ∑wikvk, k = 1,…,N. 
Here the training set consists of only one sample, xin = x0, and, consequently, Equation 7 describes learning from 
one example (such an iteration process does not feedback the NN's output xout to the NN's input; the current 
value of wij is estimated using its previous value, the values of η and components of x0).  
If η is small (η < 1) then the learning rate achieved is low and asymptotic values of wij are not reached. This case 
has no essential practical significance. If η is large (η > 100) then the iteration process leads to a fast, one-trial, 
without the 'catastrophic forgetting' learning because already the first iteration gives the result which is close to 
the asymptote and next iterations do not lead to the essential advance.  
Let us consider the NN with N = 40, continuous wij, vj, hi, xiin, xiout and all initial values of wij chosen randomly with 
uniform probability from the range [–1,1]. If the initial learning pattern is xin = x0 then after each next iteration an 
NN with the next version of its weight matrix wij provides the emergence of the next version of xout (the next 
approximation of x0). For example, for η = 400 already the first iteration gives the approximation's quality 
estimation ∑ |xiout – xi0| < 10–30 (i = 1,…,N) which is more than enough for practical purposes.  
Simultaneously with the NN itself, its specific reference memory (RM) should also be learned (for example, by 
direct recording the components of x0 into RM). 

5 Neuron RFs and NNs for Tuning  

Figure 3 illustrates the process of visual data processing using the NN described in Section 4.1 and AMU 
described in Section 4.2. A binarization algorithm (e.g., [5]) transforms vector y, a half-tone image, into spinlike 
vector xin without loss of information important for the following feature discrimination procedure (e.g., if yi > bdi 
then xiin = 1 else xiin = –1). It is supposed that binarization of components of y or h means spike generation; h may 
be interpreted as a simplified 1D profile of a 'grandmother' neuron's receptive field (RF) which results in the 
process of internal weighted network computations (Equation 3, see also ref.14). Profiles of such RFs can be as it 
is typical for on-cells (panels a, c, d) or for off-cells (panel b) and, as panels a and b demonstrate, noise xin = xr 
can initiate the reverse of the RF polarity (these predictions are consistent with current physiological results [19]). 
At a given level of data processing, the set of outputs of ‘grandmothers’ of different NNs (the top raw in Figure 3) 
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reduces the redundancy of initial data and can constitute an xin for NNs at the next level of data processing 
hierarchy; in particular, in AIT, an xin could already represent a face (Section 3).   
From the above consideration and example (Figure 3) follows that within the theory for vision proposed for image 
recognition at any level of data processing hierarchy, the NNs of the same structure are used [Equations 2-4, 
Figures 1 (the insertion) and 3]. These NNs perform a given normalization of a current input (Equation 3) and 
thresholding the result (Equation 4). The main distinction between them consists in the fact that they (and their 
'grandmothers') are learned ('tuned') to recognize different binary patterns x0 which, depending on the context, 
can code simple elements/features of a visual scene (e.g., oriented bars in V1) as well its rather complex objects 
or their parts (e.g., human faces in AIT). Tuning the NNs considered to recognize optimally (to respond preferably 
to) x0 is extremely simple because that is a one-step learning from one example, according to Equation 2 or 7. As 
NNs can generalize, they can recognize patterns x(d), which are x0 damaged by noise, and the more the d the 
smaller P(d,θ) is [d is a damage degree of x0, 0 ≤ d ≤ 1, x(0) = x0; P(d,θ) is the probability of recognizing x0 in 
x(d); how at θ = 0 P(d,θ) depends on d, one can see from examples in Figure 3 of ref. 4]. Thanks to this property 
of functions P(d,θ), the NN's tuning is 'bell-shaped' (at θ = 0, Figure 3 of ref. 4 displays examples of some 
possible bell-shaped profiles of tuning). Hence, the NN introduced may be interpreted as an universal circuit 
underlying bell-shaped tuning in different visual brain areas (here, it is important to note that because within our 
'grandmother' theory for vision each NN discussed is connected to its 'grandmother' neuron, the terms 'tuning the 
NN' and 'tuning the neuron' are synonymous). 
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Figure 3. Computer simulated samples of initial visual data, y (e.g., an electric output of light-sensitive retina 
cells), and their processing results, xin, h, xout, in four N-channel data processing windows (crosses are values of y 
in each channel). In panels a and b, y is a fixed background, bd, damaged by Poisson-like noise, bd = 100; in 
panels c and d, y is a Gaussian peak on the background, bd, their sum is damaged by Poisson-like noise, the 
peak's amplitude is a = 20, its full width at half maximum is fwhm = 5. Vectors y, x0 (boxed), xin, h (1D profile of an 
RF), and xout are N-dimensional ones, N = 9; positive and negative components of x0, xin, h, xout correspond to 
upward and downward bars, respectively; intact NN and its 'grandmother' hold x0 = (–1, –1, 1, 1, 1, 1, 1, –1, –1), a 
kernel for the convolutional decoding/retrieval algorithm (the neuron's triggering threshold is θ = 4); peak is 
identified in panel d; sd = bd1/2, standard deviation of bd.   
It is clear that the employment of NNs discussed for solving the problem of generalization may be considered as 
a kind of alternative to radial basic function approach (RBF), mentioned in Section 2. 
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6 Generalization by Computation through Memory Performance  

Since P(q,θ) defines (Equation 5) the fraction of vectors xin ≠ x0 leading, along with x0, to successful retrieval of 
the trace x0 from the learned NN (the insertion in Figure 1 and box 2 in Figure 2), the probability of memory 
retrieval, P(q,θ), and generalization ability by computation through memory, g(q,θ), are numerically equal, g(q,θ) = 
P(q,θ).   
 

Table 1 
Generalization ability, g(q,θ) = n(q,θ)/n(q), for an AMU storing the trace x0 = (–1, –1, 1, 1, 1, 1, 1, –1, –1)1. 

 
q Intact NN, g(q,6),%2 Damaged NN, g(q,0),%3 q Intact NN, g(q,6),% Damaged NN, g(q,0),% 

1 2 3 4 5 6 
0/9 
1/9 
2/9 
3/9 
4/9 

    10/512 = 1.953   
9/256 = 3.516 
8/128 = 6.250 
7/64 = 10.938 
6/32 = 18.750 

10/512 = 1.953 
81/2304 = 3.516 

288/4608 = 6.250 
588/5376 = 10.938 
756/4032 = 18.750 

5/9 
6/9 
7/9 
8/9 
9/9 

5/16 = 31.250 
4/8 = 50.000 
3/4 = 75.000 

2/2 = 100.000 
1/1 = 100.000 

630/2016 = 31.250 
336/672 = 50.000 
108/144 = 75.000 
18/18 = 100.000 

1/1 = 100.000 
1 q, intensity of cue (q = 1 – d = 1 – m/N, 0 ≤ m ≤ N, N = 9; q = 0, free recall; 0 < q < 1, cued recall; q = 1, 
recognition); θ, the neuron's triggering threshold; for definitions of n(q,θ) and n(q), see Section 4.3. 
2 Values of g(q,6) were calculated by Equations 5 and 6, results are equal. 
3 Values of g(q,0) were calculated by Equation 5; 30 disrupted interneuron connections (entrance-layer neuron, 
exit-layer neuron) are as follows: (2,1), (4,1), (5,1), (6,1), (8,1), (3,2), (5,2), (7,2), (1,3), (4,3), (5,3), (2,4), (4,4), 
(2,5), (3,5), (7,5), (9,5), (3,6), (7,6), (8,6), (9,6), (1,7), (2,7), (4,7), (8,7), (1,8), (5,8), (3,9), (6,9), (7,9); this set of 
disrupted connections was chosen to illustrate the fact that similar to intact NNs, damaged NNs can also provide 
the best decoding/retrieval/generalization performance (in columns 2 and 3, 5 and 6, generalization abilities 
coincide completely). 
In Table 1, generalization abilities for two AMUs, containing an intact and a damaged NN, are compared. In 
columns 2, 3, 5, and 6, values of g(q,θ) provide optimal (the best in the sense of pattern recall/recognition quality) 
generalization abilities; g(0,6) = g(0,0) ~ 1% was, for example, chosen as that is typical for professionals [5]. 
Usually, generalization is considered as a function of the relative size α = n/N of the training set of n examples 
and the learning strategy. For very large networks (N → ∞) and α >> 1, the error of generalization decreases as 
~ α–1 [20]; for small networks (for learning from few examples), the problem of generalization remains unsolved in 
theory [1]. The approach proposed in this work gives a solution of this problem because it makes possible 
learning even from one example (Section 4.4).  

7 Conclusion  

The first solution of the problem of generalization through memory has been proposed and illustrated by an 
original 'grandmother' theory for vision, here introduced using the recent neural network assembly memory 
model, NNAMM [4]. For the NNAMM's intact NN memory unit, analytical formulae and a numerical procedure are 
found to calculate exactly optimal values of generalization as a function of the cue index, q, and the neuron's 
triggering threshold, θ; for two specific NNs their generalization abilities are numerically calculated (it is important 
that in all calculations simple binary/digital mathematics is only used). It has been demonstrated that the 
approach proposed provides generalization for the case of learning even from one example and that binary NNs 
discussed can also be interpreted as universal circuits underlying bell-shaped tuning of neurons in different visual 
brain areas. 
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About ... 

FP6-IST INFRAWEBS EUROPEAN RESEARCH PROJECT 
 

 
 

http://www.fh-bochum.de/infrawebs/ 
 

Web services define new paradigm for the Web in which a network of computer programs becomes the 
consumers of information. The platform and language independent interfaces of such services allow the easy 
integration of heterogeneous systems. Current Web service technologies describe the syntactical aspects of a 
Web service providing only a set of rigid services that cannot be adapted to a changing environment without 
human intervention. Realization of the full potential of the Web services requires further technological advances in 
the areas of service interoperation, service discovery and service composition. A possible solution to these 
problems can be provided by application of Semantic Web technologies to converting Web services to Semantic 
Web Services (SWS).  
Semantic Web Services are “self-contained, self-describing, semantically marked-up software resources that can 
be published, discovered, composed and executed across the Web in a task driven semi-automatic way”. 
Semantic Web services can constitute a solution to the integration problem enabling dynamic, scalable and 
reusable cooperation between different systems and organizations. These great potential benefits have led to the 
establishment of an important research area, both in industry and academia, to realize Semantic Web services. 
There are two major initiatives aiming at developing world-wide standard for the semantic description of Web 
services. The first one is OWL-S, a collaborative effort by BBN Technologies, Carnegie Mellon University, Nokia, 
Stanford University, SRI International and Yale University. OWL-S is intended to enable automation of web 
service discovery, invocation, composition, interoperation and execution monitoring by providing appropriate 
semantic descriptions of services. The second one is Web Service Modelling Ontology (WSMO), a European 
initiative intending to create an ontology for describing various aspects related to Semantic Web Services and to 
solve the integration problem. WSMO consortium includes more than 50 academic and industrial partners. The 
next, more technology-oriented step in the process of development of semantic Web services is proposed in the 
ongoing FP6-IST INFRAWEBS European research project.  
The primary project’s objective is to develop an ICT framework, which enables software and service providers to 
generate and establish open and extensible development platforms for creating and maintaining Semantic Web 
Services supporting specific applications based on WSMO framework. 
INFRAWEBS is an EU FPG STREP project, involving leading authorities on Semantic Web Technologies to 
develop an application-oriented software toolset for creating, maintaining and executing open and extensible 
development platforms for Semantic Web services. INFRAWEBS  is an Intelligent Framework for Generating 
Open (Adaptable) Development Platforms for Web - Service Enabled Applications Using Semantic Web 
Technologies, Distributed Decisions Support Units and Multi - Agent - Systems. It is a Specific Target Research 
Project of the European Commission 6th Framework Programme - Priority 2 "Information Society Technologies"; 
Proposal Number: 511723  
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Project Focus 
The main INFRAWEBS project focus and objective is the development of an application-oriented software toolset 
for creating, maintaining and executing WSMO-based Semantic Web Services (SWS) within their whole life cycle.  
This next generation of tools and systems will enable software and service providers to build open and extensible 
development platforms for web service applications. These services will run on open standards and 
specifications, such as BPEL4WS, WSMO, WSMX, WSML, SPARQL, RDF, etc. In particular, they will be 
compliant with WSMO (Web Services Modelling Ontology), a W3C initiative in Semantic Web services.  
The systems generated will consist of loosely-coupled and linked INFRAWEB units, with each unit providing tools 
and adaptable system components. Developers will be able to use these components to analyse, design and 
maintain WSMO-based Semantic Web services across the whole lifecycle.  
These Semantic Web services offer a new dimension in collaborative work and service production, service 
provision and service maintenance in run-time environments.  
In the first step, the INFRAWEB units are being used to establish an open development platform for SMEs and 
industrial vendors.  
 
Project Activities 
The essential project activities are to build up software modules within an integrated framework - IIF - the 
Integrated Infrawebs Framework. Several functionalities are provided for the usage in design-time as well as in 
run-time (by service providers, service designers or service brokers). For the design-time phase they are:  

− The SWS Designer, which is aimed at designing a WSMO-based Semantic Web service from an 
existing non-semantic Web service.  

− The Organizational Memory, a Web Service implementation of a case-based memory (learning from the 
past), which stores and categorises non-logical representations of WSMO objects as well as additional 
non-semantic data (like graphical models and templates of SWS).  

− The Semantic Information Router as a metadata based content management and aggregation platform 
(endowed with a SPARQL query interface), used by other components to query for annotated and 
categorized service descriptions.  

− The SWS Composer for creating a Semantic Web service through composition of existing WSMO-based 
SWSs. It uses a case base memory for retrieving service composition templates quasi-similar to the 
orchestration interface of the service to be composed.  

The run-time modules (for service consumers, service providers, service brokers) are given by: 
− The Distributed Repository for effective storing and retrieving all semantic elements of the WSMO 

Framework: Goals, Ontologies, SWS and Mediators (written in WSML), whereas each repository 
consists of two parts: a local repository (storing of all WSMO objects created in the Semantic Web 
service Unit, and a local registry for advertising the SWSs.  

− The Service Access Middleware provides a retrieval and execution interface for advertised SW services. 
The user mandates a user interface agent for fulfilling the service demand and the agent provides 
recommendations based on the user's query. The matchmaking between user request and service 
capability are similarity and logic based.  

− The SWS Executor module processes Semantic Web service WSMO descriptions using choreography 
and orchestration engines for executing specific SWS related rules.  

− The QoS (Quality of Service) Broker provides functionalities for monitoring the SW service execution 
process by feeding back extracted metric data.  

− The Security and Privacy enabler realised as an artificial "immune defence system" allowing the 
INFRAWEBS framework to function properly under changing conditions  

INFRAWEBS represents a novel approach to problem solving in the creation of SWS applications. It involves a 
tight integration of similarity-based (non-semantic) and logic-based (semantic) reasoning.  



International Journal "Information Theories & Applications" Vol.13 
 

 

 

160 

Impact and Exploitation 
In the quest of competitive edge, companies in Europe are pressed to gain innovation, become faster and more 
flexible (i.e highly dynamic and adaptable), but also offer a wider range of stable and reliable services along with 
a personalized interaction with customers, clients and partners.  
Undoubtedly, ICT supporting modern, dynamic, reconfigurable, and scalable technologies like the INFRAWEBS 
approach, do play an important role in tackling these challenges and implementing advanced semantically based 
knowledge domains.  
INFRAWEBS is a flexible, interoperable and reconfigurable framework, enabling organisations to build up 
partnerships faster and in a more effectively way with respect to the service generation, execution and distribution 
process. By allowing peers to change their role - to be client, broker and service provider within one environment 
- INFRAWEBS ensures a highly dynamic and efficient service production process and workflow, and one which 
spans the whole service lifecycle.  
 
About papers presented in IJ ITA 
The first paper in the proposed set from the ongoing project works “INFRAWEBS Semantic Web Service 
Development on the Base of Knowledge Management Layer” (Nern et al) describes the knowledge management 
layer for developing of Semantic Web Service that is embedded in an application oriented realization framework.  
An important part of INFRAWEBS is a Semantic Web Unit (SWU) – a collaboration platform and interoperable 
middleware for ontology-based handling and maintaining of SWS. INFRAWEBS Designer is sub-module of SWU 
responsible for creating Semantic Web Services.  
According to WSMO, functional and behavioral descriptions of a SWS may be represented by means of complex 
logical expressions (axioms). The paper “INFRAWEBS Axiom Editor – a Graphical Ontology-Driven Tool for 
Creating Complex Logical Expressions” (Agre et al) describes a specialized user-friendly tool for constructing and 
editing such axioms – INFRAWEBS Axiom Editor that is a part of INFRAWEBS Designer. 
“A Survey on The Integration of Enterprise Applications as a Service” (Hristina Daskalova, Vladislava Grigorova) 
discusses the integration process of Web services using business logic in multi-lateral integration of business 
applications. 
INFRAWEBS project considers usage of semantics for the complete lifecycle of Semantic Web processes, which 
represent complex interactions between Semantic Web Services. In “Semantic Description of Web Services and 
Possibilities of BPEL4WS” (Vladislava Grigorova) methods of using of BPEL4WS as a component of web 
services technology for the purposes of Semantic Web Services semi-automatic integration are suggested.  
In “INFRAWEBS BPEL-Based Editor for Creating the Semantic Web Services Description” (Tatiana Atanasova) 
the conceptual architecture for BPEL-based INFRAWEBS editor is proposed that is intended to construct a part of 
WSMO descriptions of the Semantic Web Services 
In “Adjusting WSMO API Reference Implementation to Support More Reliable Entity Persistence” (Ivo Marinchev) 
the WSMO technology concerning issues are discussed. 
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INFRAWEBS SEMANTIC WEB SERVICE DEVELOPMENT 
ON THE BASE OF KNOWLEDGE MANAGEMENT LAYER  

Joachim Nern,  Gennady Agre,  Tatiana Atanasova,  Zlatina Marinova,  
Andras Micsik,  Laszlo Kovacs,  Janne Saarela,  Timo Westkaemper 

Abstract: The paper gives an overview about the ongoing FP6-IST INFRAWEBS project and describes the main 
layers and software components embedded in an application oriented realisation framework. An important part of 
INFRAWEBS is a Semantic Web Unit (SWU) – a collaboration platform and interoperable middleware for 
ontology-based handling and maintaining of SWS. The framework provides knowledge about a specific domain 
and relies on ontologies to structure and exchange this knowledge to semantic service development modules. 
INFRAWEBS Designer and Composer are sub-modules of SWU responsible for creating Semantic Web Services 
using Case-Based Reasoning approach. The Service Access Middleware (SAM) is responsible for building up the 
communication channels between users and various other modules. It serves as a generic middleware for 
deployment of Semantic Web Services. This software toolset provides a development framework for creating and 
maintaining the full-life-cycle of Semantic Web Services with specific application support. 

Keywords: Semantic Web Services, Fuzzy Set, Ontologies, Case-Based Reasoning 

ACM Classification Keywords: H.3.4 Systems and Software: Information networks 

Introduction 
The Infrawebs open platform and framework is divided into 3 layers: 

• a knowledge management layer 
• a service development layer 
• a service deployment layer 

The project’s current relation to the state of the art in services engineering and semantic web service area is 
characterised by a principally innovative approach: based on a bottom-up approach. The project tries to 
comprehensively design and establish a software tool set as well as a modelling framework covering the full life 
cycle of semantic web services. The innovative feature is given in the degree of comprehending this life cycle by 
embedding the cycle components in closed loop structures. 
It starts from the “bottom” (knowledge management layer) by providing contemporary as well as future-oriented 
knowledge management tools, semantic information routing, and enrichment facilities for knowledge objects, 
which represents the conventional service generation and handling process. This semantic based knowledge 
management layer is grounded to existing well defined standards like WSDL, SOAP, UDDI and acts as well 
structured connection to the existing web service related world. 
The semantically enriched knowledge artefacts are “shifted to” and “accessed by” a service development layer 
(Semantic Web Service Unit -SWU) via the novel SPARQL RDF query language. This layer provides tools for 
creating and composing of Semantic Web Services embedded in a semantic based interoperable middleware, 
consisting of Semantic Web Service Designer & Composer, Distributed Semantic Web Service Registries, and 
discovery modules. The INFRAWEBS specific Semantic Web Services are WSMO [WSMO] compliant to parallel 
European research efforts. 
As the top of the overall structure the service deployment layer provides tools for the execution and monitoring of 
Semantic Web Services. Extracting execution and monitoring information (Quality of Service Brokering) and 
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feeding back this information to the underlying layers guarantees a stable bottom-up to top-down cycle, which 
inherently optimises itself.  
Generated in this way, the open platform (Fig. 1) consists of coupled and linked INFRAWEBS units, whereby 
each unit provides tools and system components to analyse, design and maintain WEB-Services realised as 
Semantic-Web-Services within the whole life cycle. 
 

SWU

OM
& SIR

1

SWU

OM
& SIR

2

SWU

OM
& SIR

SWU

OM
& SIR

x
. . . .
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offered / deployed
web services
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Fig. 1: Open and extensible development platform for the design, deployment and maintenance of Semantic Web 
Services as a net of coupled INFRAWEBS units. 
As illustrated in Fig.1 the overall design is structured in three main layers:  
1) a knowledge management layer for handling service related knowledge artefacts realised as an organisational 
memory coupled to semantic information routing components (OM&SIR),  
2) a service development layer for creating and maintaining Semantic Web Services embedded in a semantic 
based interoperable middleware, consisting of Semantic Web Service Designer & Composer, Distributed 
Semantic Web Service Registries, and an agent based discovery module (Semantic Web Service Unit -SWU) 
3) a service deployment layer for the execution and monitoring of Semantic Web Services exploiting closed loop 
feedback information (Quality of Service brokering) provided for distributed decision support issues. 
The software tool-set building components map the specific modules of the INFRAWEBS framework. With regard 
to the SWS technology the position of the project is to leave the conceptual level towards practical and 
reasonable applicable software tools and components. In the rest of the paper the knowledge management and 
service development layers are considered in detail. 
 

Knowledge Management Layer 
Concerning the knowledge management layer, the base module for the organizational memory (OM) is specified 
and designed as a Fuzzy Concept Matching OM (FCM-OM). It acts as a repository for semi-structured knowledge 
artefacts (knowledge content objects). 
The OM management module is endowed with tools for knowledge acquisition and knowledge representation 
[Nern, 2005a]. This module is responsible for the collection, organisation, refinement, and distribution of 
knowledge objects handled and managed by the service providers. The current specification and realisation of 
the INFRAWEBS OM is based on the novel results of research activities in the area of Fuzzy Set theory:  
Considering the ambiguity, imprecision of concepts (electronic knowledge objects, knowledge content objects of 
an entity, including the objects handled and received in Internet related environments) a useful approach is the 
adaptation and application of FCM (Fuzzy Conceptual Matching) methods [Zadeh, 2002]. Within this approach a 
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“concept” is defined (and represented) by a sequence (a set) of weighted keywords. Ambiguity in these concepts 
is defined by a set of imprecise concepts. Each imprecise concept is defined as a set of fuzzy concepts (using 
methods of implicit semantics), which is related to “a set of imprecise terms representing the context” [Zadeh, 
2002]. Involving and considering also formal semantics, these imprecise terms (words) are “translated” into 
precise terms (words) formalised as an ontology. 
Within the INFRAWEBS project two streams are focused in realising this system component: 

• one component of the OM (FCM-OM) is designed following the rules of implicit & soft semantics (using 
statistical based AI methods like clustering and classification) 

• a second component (O-OM) reflects the Knowledge handling based on methods related to formal 
semantics (Ontologies) – hard semantics [Zadeh, 2002]. 

The FCM-OM is coupled to the SIR – a Semantic Information Router [Westkaemper, 2005], that is a further 
module within the first platform layer.  
Semantic and non-semantic components of INFRAWEBS are interconnected by SIR, which is responsible for: 

• Locating all resources needed for problem solving either in the local SWU or outside. 
• Creation of non-semantic content (knowledge objects) by means of semantic content stored in the 

Distributed SWS Repository. 
• Creating an effective system of indexes allowing fast communication between semantic and non-semantic 

modules of SWU. 
• INFRAWEBS proposes a bottom-up approach to the problem of converting regular Web services to semantic 

ones. Based on some initial description of a Web service to be converted, SIR finds the appropriated WSDL 
files corresponding to the query and extracts metadata information about the service (in Dublin Core metadata 
standard) [Dublin Core] from the UDDI (if the service is registered in it). Such metadata is further used by the 
Service Modeller (a sub-component of the INFRAWEBS CBR Service Designer tool) for filling in non-
functional properties of the constructed semantic Web service according to the WSMO Framework. 

• The interface between the Semantic Information Router (SIR) and the OM is based on the SOAP protocol. 
The interface is used to provide WSDL based service descriptions to the OM component and to query for 
content item references that are related to given service description references. 

• The query interface of the SIR component is based on the SPARQL which is a RDF metadata query language 
designed by the W3C DAWG working group with protocol bindings defined for JDBC, HTTP and other 
protocol stacks. Technically the SPARQL interface is a metadata query language with syntax close to SQL 
which offers querying metadata as table and graph result sets. The protocol stack most suitable for J2EE 
environments is a JDBC type 4 (Java Database Connectivity) compliant drivers. The implementation of a 
JDBC based protocol binding for SPARQL is named SPARQL4j (http://sourceforge.net/projects/sparql4j). 

• Using this RDF query language the connection to the service development layer is performed. Registration of 
non-semantic atomic services is accomplished via a web-based GUI interface. This interface is mainly used to 
input WSDL and BPEL4WS based service descriptions and enter additional related non-functional properties. 
Additionally a UDDI registry interface is provided for the SIR component. This will be established via SOAP as 
a UDDI Subscription Listener. 

 

Service Development Layer - Semantic Web Unit (SWU) 
The main module within the second – the service development – layer is the Semantic Web Unit (SWU) 
[Atanasova, 2005], [Nern, 2005b], [Agre, 2005]. SWU provides knowledge about a specific domain and relies on 
ontologies to structure and exchange this knowledge.  
The following challenges for developing of SWU have to be taken into account: 
• Converting Web Services from available descriptions and domain knowledge (organizational memory) to the 

semantic ones; 
• Composition of Web Services, combining and orchestrating them in order to deliver added-value services;  
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• Dependencies that arise when a service integrates with external services and becomes dependent on them; 
• Integration Processes of several business partners situated on different locations that have to be integrated 

with each other.  
SWU is embedded in INFRAWEBS Environment, responsible for communicating with different users, agents and 
other SWUs. 
SWS Unit ensures designing SWS from the domain knowledge. All knowledge objects from the organizational 
phenomena influent on the constructed semantic web service and consist of WSDL, BPEL4WS and UDDI files as 
web service descriptions together with WSML and metadata as ontologies and non-functional properties carriers. 
One promising solution to SWS design is to define a library of reusable aspects that would allow the service 
developer to dynamically instantiate and configure all the needed aspects to deal with different SWS parts. These 
reusable aspects can be seen as generic templates that can be customized and integrated “on demand” to 
accommodate to service requirements. This consideration leads naturally to using Case-Based Reasoning 
approach for service development. 
Within the SWU the Designer and Composer modules are responsible for decision supported creation of 
Semantic Web Services using the Case-Based Reasoning approach. The Designer is a tool for semiautomatic 
conversion of non-semantic Web services to Semantic Web Services, whereas the Composer enables the 
semiautomatic creation of new Semantic Web Services via the composition of existing Semantic Web Services. 
The architecture of both modules is based on such general principles as: 
• Specialization: Each tool is carefully designed based on analysis of specificity of the task it is intended to be 

used for. It leads to minimization of efforts the service provider should apply for creating a semantic web 
service. Such minimization is achieved via fully utilization of all available information resources about the 
service as well as CBR-based mechanism for improving the behaviour of a tool through accumulating and 
using experience of the service provider to work with this tool. 

• User-friendliness: it is assumed that the users of our tools will be semantic Web service providers as well as 
customers of such services. In both cases the users will not be specialists in first-order logic that is why we 
implement a self-explained graphical way for constricting and editing of all elements of a semantic web 
service.  

• Intensive use of ontologies: ontologies are the core concept of the Semantic Web technology; however, we 
consider that creating ontologies for different application domains requires very intensive cooperation of highly 
qualified domain knowledge engineers and logicians. Both categories of the users do not belong to the range 
of potential customers of our tool. That is why we assume that our customer will be mainly a user of already 
created ontologies rather then a creator of new ontologies. However, we foresee that in some cases the 
service providers have to be able to create some specialized versions of (general) existing ontologies. Means 
for creating such (restricted) ontologies are also included in our tools. 

• Semantic consistency: operation with each tool is organized via ontology-based system-driven interaction with 
the service creator, which prevents him/her from possible errors and allows being concentrated on the 
relevant part of knowledge to be acquired. Application of context-sensitive syntactical and completeness 
checks at each step of the semantic service creation prevents the user from constructing semantically 
inconsistent and incomplete models. 

Designer With the Case-based Designer SWS a service provider creates semantic descriptions of the services 
on the base of set of ontologies, preferences (QoS) and business logic of services using service design templates 
(DST). 
The Designer consists of several sub-modules responsible for WSMO compliant creation of main elements of 
INFRAWEBS specific Semantic Web Service.  
SWS-Designer has to add the semantic meaning to Web Services about: Data, Functioning, Execution, 
Discovery, and Selection. This can be done by the following modules: Capabilities editor, Interface editor, 
Grounding editor via using of DST with appropriate validation and indexing. Creating, storing, and retrieving of 
similar DST are organized using Case-based Reasoning (CBR) approach. A retrieved template can be further 
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used or adapted by the user for designing the desired functional model of a new semantic Web service and/or to 
be stored in case-based memory for later re-use. 
As a graphical user-friendly tool the Capability Editor facilitates construction and editing of complex WSML-based 
logical expressions used for representing service capabilities. The BPEL4WS-based editor serves for creating 
WSMO-based service choreography and orchestration as SWS interface. The Grounding Editor provides facilities 
for semiautomatic creating of WSMO-based grounding on the base of WSDL descriptions.  
A first prototype of an Axiom Editor - an ontology-driven user-friendly tool for graphical creating complex WSML 
logical expression - was developed as a part of INFRAWEBS SWS Designer. This module is the main part of the 
INFRAWEBS Designer that is responsible for creating the capability description of a Semantic Web Service 
according to WSMO framework.  
A basic feature of the Designer is the use of Design Service Templates (DST), representing graphical models of 
capability and functionality (or their parts) of Semantic Web Services, which have been designed by the user in 
the past. 
Composer With the Case-Based Semantic Web Service Composer a service provider constructs SWS semi-
automatically in design-time by composing descriptions of existing SWS and using domain knowledge. 
The SWS Composer has to resolve two problems during composition: planning of the process (service scenarios) 
and orchestration of services. It uses the previous service compositions that form the general tasks. Such 
compositions are represented by Service Composition Templates (SCT).  
The SWS Composer provides: 
• Similarity-based retrieval of an appropriate semantic service template based on the description of capability of 

the desired service and description of its functionality  
•  Semi-automatic adaptation of service functional model based on the results of discovery of sub-services 

matching the template proxies 
•  Advertising the created service and its generalization and storing as new template for later re-use. 
The Case Base of SCT consists of references to complex service scenarios constructed by SWS Composer in 
the past and associations between problem solutions (particular description of request for servicing made in the 
past) and founded solutions.  
The Composer presents an interactive approach for composition of WSMO compliant Semantic Web Services. 
The SCT represents graphical models of the service composition as a control and a data flow between several 
semantic sub-services given by incomplete description of their capabilities. On the (Service) provider side the 
Composer enables the creation of a new composed “static” Semantic Web Service by discovering appropriate 
Semantic Services matching the required capabilities. Selecting of such services is implemented as an interactive 
system-driven semiautomatic process. 
Eclipse RCP (Rich Client Platform) is used for developing the basic platform components; plug-in infrastructure 
and graphical user interface components, whereas Eclipse GEF (Graphical Environment Framework) is the basis 
for implementing the graphical editors. Access to WSMO-based repositories (ontologies, Semantic Web Services, 
etc.) is realized via the WSMO API.  
WSMO API - WSMO4J For ensuring compatibility and interoperability within and between the INFRAWEBS 
framework modules the WSMO API (WSMO4J) is applied. The WSMO4J is an open-source project (distributed 
under a LGPL licence) with two parts: a) WSMO API - application programming interfaces for WSMO, which allow 
basic manipulation of WSMO descriptions, e.g. creation, exploration, storage, retrieval, parsing, and serialization 
and b) WSMO4J - a reference implementation of the WSMO API, including a WSML parser. 
One of the major advantages of using the WSMO API in INFRAWEBS is to assure the compatibility and 
interoperability between the SWS Designer and Composer modules, and the repository component. The 
distributed SWS registry uses WSMO4J in the process of transforming WSMO element descriptions into RDF 
triples stored into an RDF triple repository for efficient query and management. Using WSMO4J enables easy 
integration and interoperability within the framework as well as with the WSMO Studio, thus some of the 
components can be realized as extensions (plug-ins) for the WSMO Studio. 
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Fig. 2:  Internal Architecture of Middleware Layer and its Dependencies with Other Modules 

 
SWS Discovery - SAM The SAM (Service Access Middleware) [Kovacs, 2005] unit is a basic layer of the 
INFRAWEBS software environment (Fig. 2), guiding the user applications through the steps of semantic web 
service discovery, selection and execution. The Connection Manager is responsible for building up the 
communication channels between users and various other modules. The User Application circle denotes the 
application acting on behalf of the user: for example a GUI interface or an intelligent agent. The User circle and 
the SWS Composer need to discover and select existing web services with specified capabilities. The Discovery 
component supports this task, while the Execution Control component oversees the execution of the selected 
web service in cooperation with the SWS Executor module.  
The discovery process is planned as a hybrid approach combining text processing and reasoning. Therefore, this 
process needs other external information and tools as well: domain ontologies contain the background 
information about service domains and organizational memories gathered from the INFRAWEBS framework and 
transformed into Semantic Web compatible format.  
The SAM unit within INFRAWEBS acts as a middleware layer for user applications, connecting these applications 
to the functionality available in the form of Semantic Web Services. An important decision is whether to hide the 
semantic approach and accompanying logic-based framework of SWS from the user applications or not. A 
present investigation is to clarify: What level to choose for communication? On the level of plain web services, 
simple XML data structures are exchanged, which are easy to generate and process, but lack the possibilities of 
the semantic approach. On the level of semantic web services, facts and rules are exchanged in the form of 
logical expressions. As the latter case puts extra requirements for the user application, it is decided to find a 
middle course between the two solutions. Communication is kept on the semantic level, but its form is either 
hidden or aided with special functionalities and automatic translations. 
Apart to SWS discovery the simplest way of discovery is based on keyword matching within the descriptive 
metadata of web services (similar to the UDDI approach). The most complex method is to logically prove that the 
web service is able to fulfil the given goal. Currently, response time of discovery process is a significant trade-off 
for these approaches.  
The keyword-based method is improved if the goals and capabilities are used for keyword generation instead of 
metadata. Goals and capabilities are described using ontology terms, so more homogeneous and precise 
keywords can be extracted this way. The logic-based methods differ in aspects of goals and capabilities 
considered. It is simpler and faster to match only by post-conditions, but then matching services might not be 
executable because of missing or unacceptable information (input).  
The project approach is to split the discovery into two phases. In the first phase, the keywords of capabilities are 
used to filter the possible web services. Then, logical matching is applied only for the filtered services. 
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The list of matching web services is returned to the user application enriched with descriptive and qualifying 
metadata.  
A Web service is the access point to the real service: its quality determines the quality of access, but might be 
independent of the quality of service (e.g. automatic translation or flight reservation). Therefore, an iterative 
selection process (similarly to iterative query refinement in information retrieval) guides the selection of the best 
service in INFRAWEBS. This is based on a simple two-phase workflow agreement (or business logic) between 
the web services and the middleware layer. 
The Service Access Middleware (SAM) provides support for the usual steps of goal construction, discovery, 
selection and execution of Semantic Web Services. This support is achieved through a neutral interface, which 
hides the complexities of Semantic Web Services, therefore applications can be easily adapted to it, and also it 
can be equivalently used in variants of Semantic Web Services, such as WSMO and OWL-S. SAM also features 
an iterative selection refinement process for finding not only the suitable web services, but also the best service 
offers for users’ goals. 
SWS deployment layer The SWS deployment layer consist of SWS executor that is split up into three main 
components, namely, the Communication Manager, Choreography Engine and the Invoker [Polleres, 2005] and 
QoS broker. At present it is defined that the executor should mainly interact with the distributed registry and the 
SAM components.  
 

Conclusion 
The primary objective of the INFRAWEBS project is to develop an ICT framework consisting of several specific 
software tools, which enables software and service providers to generate and establish open and extensible 
development platforms for Semantic Web Service based applications [Nern, 2004]. This software tool set 
facilitates the establishment of virtual development platforms as well as interoperable middleware designed for a 
semantic and ontology-based handling of Semantic Web Services oriented on given conception WSMO 
specifications. 
One of the goals of the INFRAWEBS project is the development of a SWS full-life-cycle software toolset for 
creating and maintaining Semantic Web Services with specific application support. An important part of 
INFRAWEBS is a Semantic Web Unit (SWU) – a collaboration platform and interoperable middleware for 
ontology-based handling and maintaining of SWS. The SWU provides knowledge about a specific domain and 
relies on ontologies to structure and exchange this knowledge.  
INFRAWEBS Designer and Composer are sub-modules of SWU responsible for creating Semantic Web Services 
using Case-Based Reasoning approach to fulfil decision support demands. 
The architecture of both modules is based on such general principles as: 
- service-oriented architecture with bottom-up approach for semi-automatic constructing of semantic web 

services; 
- system driven syntactic consistent and completeness checking; 
- past experience utilizing. 
The SAM unit within INFRAWEBS acts as a middleware layer for user applications, connecting these applications 
to the functionality available in the form of Semantic Web Services. These software toolsets are developing for 
creating and maintaining of full-life-cycle Semantic Web Services with specific application support. 
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INFRAWEBS AXIOM EDITOR – A GRAPHICAL ONTOLOGY-DRIVEN TOOL 
FOR CREATING COMPLEX LOGICAL EXPRESSIONS 

Gennady Agre,  Petar Kormushev,  Ivan Dilov 

Abstract: The current INFRAWEBS European research project aims at developing ICT framework enabling 
software and service providers to generate and establish open and extensible development platforms for Web 
Service applications. One of the concrete project objectives is developing a full-life-cycle software toolset for 
creating and maintaining Semantic Web Services (SWSs) supporting specific applications based on Web Service 
Modelling Ontology (WSMO) framework. According to WSMO, functional and behavioural descriptions of a SWS 
may be represented by means of complex logical expressions (axioms). The paper describes a specialized user-
friendly tool for constructing and editing such axioms – INFRAWEBS Axiom Editor. After discussing the main 
design principles of the Editor, its functional architecture is briefly presented. The tool is implemented in Eclipse 
Graphical Environment Framework and Eclipse Rich Client Platform.  

Keywords: Web services, Semantic Web Services, Web Service Modelling Ontology framework. 

ACM Classification Keywords: H.5.2 User Interfaces: Graphical user interfaces (GUI) 

Introduction 
Current Web service technologies describe the syntactical aspects of a Web service providing only a set of rigid 
services that cannot be adapted to a changing environment without human intervention. Realization of the full 
potential of the Web services requires further technological advances in the areas of service interoperation, 
service discovery, service composition and orchestration. A possible solution to these problems is likely to be 
provided by application of Semantic Web technologies.  
Semantic Web Services (SWSs) are self-contained, self-describing, semantically marked-up software resources 
that can be published, discovered, composed and executed across the Web in a task driven semi-automatic way. 
There are two major initiatives aiming at developing world-wide standard for the semantic description of Web 
services – the American OWL-S [OWL-S 2004] and the European WSMO [Roman et al. 2005]. The INFRAWEBS 
European research project is based on the WSMO framework for service modelling and proposes a next, more 
technology-oriented step in the process of semantic Web service development [Nern et al. 2004]. One of the 
concrete project objectives is developing a full-life-cycle software toolset for creating and maintaining SWSs 
supporting specific applications based on Web Service Modelling Ontology (WSMO) framework. 
A main part of WSMO-based SWS is service capability – a declarative description of Web service functionality. A 
formal syntax and semantics for such a description is provided by Web Service Modelling Language (WSML), 
which is based on different logical formalisms, namely, Description Logics, First-Order Logic and Logic 
Programming [de Bruijn et al. 2005]. The conceptual syntax for WSML has a frame-like style. The information 
about a class and its attributes, a relation and its parameters and an instance and its attribute values is specified 
in one large syntactic construct, instead of being divided into a number of atomic chunks. It is possible to spread 
the information about a particular class, relation, instance or axiom over several construct. WSML allows using of 
variables that may occur in place of concepts, attributes, instances, relation arguments or attribute values. A 
variable may not, however, replace a WSML keyword. Furthermore, variables may only be used inside logical 
expressions. A WSML description of a Web service capability is represented as a set of complex logical 
expressions called axioms. Machines can easily handle these axioms. However, it is very difficult for humans to 
create and comprehend complex logical expressions. Therefore, the construction of axioms needs to be 
supported by some easy-to-use graphical tools. It should allow a non-specialist to create highly complex axioms 
in WSML language through simple graphical interaction.  
This paper describes a specialized tool called INFRAWEBS Axiom Editor, which is aimed at constructing and 
editing WSMO-based SWS capabilities. The structure of the paper is as follows – the next section discusses the 
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basic design principle of the Editor. Then the models for representing and constructing the axioms are presented. 
Next two sections are devoted for describing the main functionality of the Editor and its graphical user interface. 
In conclusion some implementation details and future trends are discussed.  
 

Basic Design Principle of INFRAWEBS Capability Editor 
INFRAWEBS Axiom Editor is a specialized user-friendly tool for constructing and editing complex WSML logical 
expressions based on available set of WSML ontologies. It is a core part of a more complex tool – INFRAWENS 
Semantic Service Designer, which is aimed at converting existing Web services to WSMO-based semantic Web 
Services [Agre et al. 2005]. 
The main design principles of the Axiom Editor are: 
1. Specialization: the tool is intended to be used mainly for constructing logical expressions representing 

capabilities of WSMO-based semantic Web services rather than axioms in ontologies. Our analysis has 
shown that the logical structure of such expressions is rather simple and in most cases does not require using 
of such complex WSML logical operators (connectives) as Implies, ImpliedBy or Equivalent. 

2. User-friendliness: it is assumed that the users of our tool will be semantic Web service providers as well as 
customers of such services. In both cases the users will not be specialists in first-order logic, so using of some 
(even rather advanced) text editor for constructing logical expressions seems for us an inappropriate solution. 
That is why we propose a graphical way for constricting and editing the axioms abstracting away as much as 
possible from a concrete syntax of logical language used for implementing them. 

3. Intensive use of ontologies: it is well known that the core concept of the Semantic Web is ontologies – “formal, 
explicit specification of a shared conceptualization” [Gruber 1993]. In our opinion, creating such formal and 
consensual specifications for different application domains requires very intensive cooperation of highly 
qualified domain knowledge engineers and logicians. Both categories of the users do not belong to the range 
of potential customers of our tool; for such users are more appropriate such general ontology editors like 
Protégé2000 [Protégé 2005] or Ontology Management Suit which is currently under development in the frame 
of WSMO project. So we assume that our customer will be mainly a user of already created ontologies rather 
then creator of new ontologies. However, we foresee that in some cases the service providers need to be able 
to create some specialized versions of (general) existing ontologies containing specific instances or 
subconcepts of general ontology concepts. Means for creating such (restricted) ontologies are going to be 
included in our Editor. 

4. Semantic consistency: our analysis has shown that the main difficulties of the process of constructing complex 
logical expressions are associated with use of correct names of concepts, attributes, relations and parameters 
as well as their types rather than with expressing logic itself. That is why the process of constructing logical 
expression in INFRAWEBS Axiom Editor is ontology-driven, which means that in each step of this process the 
user may select only such elements of existing ontologies that are consistent with already constructed part of 
the axiom. From this point of view the created axiom is always semantically consistent with ontologies used 
for it construction.  

 

Representation of Axioms 
According to the formulated above requirements the Axiom Editor should allow automatic generating correct 
WSML logical expressions from some graphical representation (model) of such expressions. As a graphical 
model of WSML axiom we have selected a direct acyclic graph (DAG). Such a graph can contain four kinds of 
nodes: 
• A single node called Root, which may have only outgoing arcs. This node corresponds to WSML statement 

defineBy. Graphically the root node is represented as a circle named “Start”. 
• Intermediate nodes called variables. Such nodes have one or more incoming arcs and can have several 

outgoing arcs. Each variable has a unique name and a frame-like structure consisting of slots represented by 
pairs attribute – attribute value (WSML variable). Such a variable corresponds to a notion of compound 
molecule in WSML [de Bruijn 2005] consisting of an a-molecule of type Vari  memberOf Γ and conjunction of 
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b-molecules of type Vari [p1 hasValue Varj1] and Vari [pk hasValue Varkl] respectively, where Vari,Varj1, Varkl  
are WSML variables and Γ is a concept from a given WSML ontology. Graphically each variable is 
represented as a rectangle with a header containing variable name and type (i.e. the name of concept, which 
has been used for crating the variable), and a row of named slots. 

• Intermediate nodes called relations. Such a node corresponds to a WSML statment r(Par1, …, Parn), where  r 
is a relation from a given ontology, and  Par1, …, Parn are WSML variables – relation parameters. Graphically 
each relation node is represented as a rectangle with a header containing relation name and a row of relation 
parameters. 

• Intermediate nodes called operators that correspond to WSML logical operators AND, OR and NOT. Each 
node can have only one incoming arcs and can have one (for NOT) or several (two or more – for AND and 
OR) outgoing arcs. Graphically each operator is represented as an oval, containing the name of the 
corresponding operation. 

• Terminal nodes (leaves) that can not have any outgoing arcs.  Such terminal nodes are called instances.  
Each instance corresponds to the WSML statement Var hasValue Instance, where Var is a WSML variable 
and Instance is an instance of a concept from a given ontology. Graphically an instance is represented by a 
rectangle with header containing the name of concept, an instance of which the Instance is, and the concrete 
name of the instance.  

Directed arcs of a graph are called connections.  A connection outgoing from a variable or relation has the 
meaning of refining the variable (or relation parameter) value and corresponds to WSML logical operator AND. A 
connection outgoing from an operator has the meaning of a pointer to the operator operand. 
The proposed model allows to consider the process of axiom creation as a formal process of DAG expanding 
(and editing) and to formulate formal rules for checking syntactic and semantic (in relation to given ontologies) 
correctness of constructed axioms. 
An advantage of the proposed model is ability to separate logical AND (represented as the model AND operator) 
used by the axiom creator for describing logical conjunction at a high level of abstraction from a “hidden”, 
“technical” AND (represented by the model connection) used for specifying more concrete values of variable 
attributes. As a result, the explicit logic conjunction may be used in the model only as a part of a path starting 
from the axiom root and ending in an intermediate variable node or in a terminal node. This has a very important 
consequence for the semantic service discovery process. First, if a represented in such a way axiom is 
interpreted as a user goal (i.e. a request for desired service functionality), the proposed mechanism gives a very 
simple method for splitting the goal to sub-goals. And second, if such an axiom is interpreted for example as a 
service post-condition, the proposed mechanism allows easily determining if the service offers a single 
functionality of a set of different functionalities. 
 

An Informal Model of the Axiom Construction Process 
A process of axiom creation may be considered as a repetitive process consisting of combination of three main 
logical steps – definition, refinement (or specialization) and logical development (or elaboration). The definition 
step is used for defining some general concepts needed for describing the meaning of axioms. The refinement 
step is used for more concrete specification of desired properties of such concepts. Such a step may be seen as 
specialization of too general concepts introduced earlier. The logical development step consists of elaborating 
logical structure of the axioms, which may be achieved by combination of general concepts by means of logical 
operators AND, OR and NOT.  
Syntactic and semantic checks applied during the all phases of axiom creation process are based on the 
following properties: 
• Subsumption relation between different elements of ontologies: such a relation determines compatibility 

between axiom variables; 
• Acyclic property of the selected model (DAG) for representing an axiom; 
• Uniqueness of the names of variables used for constructing an axiom (if contrary is not explicitly specified); 
• Arity of logical operators used for constructing an axiom.  
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Definition Step 
During the definition step the nature of a main variable defining the axiom is specified. Such a step is equivalent 
to creating a WSML statement ?Concept memberOf Concept, which means that the WSML variable ?Concept  
copying the structure of the Concept from a given WSML ontology is created. Attributes of the concept, which are 
“inherited” by the axiom model variable, are named variable attributes. By default the values of such attributes are 
set to free WSML variables with type defined by the definition of such attributes in the corresponding ontology. 
It should be mentioned that in the definition step every concept, instance or relation from an arbitrary WSML 
ontology may be used as a template for creating the corresponding axiom variable.  
 

Refinement Step 
The refinement step is a recursive procedure of refining values of some attributes (relation parameters) defined in 
previous step(s). In terms of our model each cycle in such a step means an expansion of an existing non-terminal 
node – variable (or relation). More precisely that means a selection of an attribute from a list of available 
attributes of an existing axiom variable, and binding its value (which in this moment is a free WSML variable) to 
another (new or existing) node of the axiom model. The main problem is to ensure semantic correctness of the 
resulted (extended) logical expression. Such correctness is achieved by applying explicit rules determining 
permitted expansion of a given node.  
An attribute value1 of an axiom variable may be refined by binding it to: 
A. A new variable produced from the ontology concept specified by ofType or impliesType WSML statement for 

the corresponding attribute (default binding); 
B. A new variable produced from a subconcept of the ontology concept specified by ofType or impliesType 

WSML statement for the corresponding attribute; 
C. A new terminal node – instance produced from an instance of the corresponding concept or of its 

subconcepts; 
D. A relation which parameters are compatible with the type of the selected attribute; 
E. An existing axiom variable, which are compatible with the type of the selected attribute and which does not 

lead to creation of cycles in the model. 
F. A shared variable with compatible type. 
G. A complex logical expression composed from all mentioned above items by logical operators OR and NOT. 

Logical Development Step 
This step of the axiom construction process consists in adding logical operations (AND, OR and NOT) to the 
current logical expression. Such operators may be added to connect two independently constructed logical 
expressions or be inserted directly into already constructed expressions. In both cases it leads to creating more 
complex logical expressions. 
A logical operator can be inserted only into a connection that has been already created as a part of the axiom 
model. Such an insertion “splits” the connection on two parts, which are linked by newly inserted logical 
operation. Since operators AND and OR should have at least to operands, the addition of such logical operators 
requires creating the second operand, which can be either a new or an existing axiom element. The operation is 
controlled by context-dependent semantics and syntactic checks so different logical operators can be inserted 
only in some allowed places in the axiom. Such checks analyze the whole context of the axiom, which in some 
cases leads for necessity to verify the path from the edited element till the starting axiom element – the axiom 
Root.    
It should be underlined that during this step the user is constructing the axiom by logical combination of main 
axiom objects defined in the previous steps. In other words, the logical operators are used not for refining or 
clarifying the meaning of some parameters of already defined objects, but for complicating the axiom by 
specifying the logical connections between some axiom parts which are independent in their meaning. 

                                                           
1 The same rules are applicable to every unbound relation parameter. 
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Functional Architecture  
The functional architecture of the Axiom Editor provides a complete set of functions (operations) needed for 
graphical constructing WSML logical expressions. The top-level functional components of the Editor are: 
• Ontology Store – a set of operations for maintaining ontologies used for creating and editing axioms.  
• Axiom Model Generator – a set of operations for graphical constructing and editing an axiom. 
• Axiom Text Generator – the module providing automatic generation of the WSML text corresponding to the 

current graphical model of an axiom. 
• Axiom Persistence – the module providing saving and retrieving axioms as well as all information needed for 

axiom creation. 

Ontology Store 
The Ontology Store is an in-memory set of ontologies providing the semantic elements for constructing axioms. 
These elements are concepts, attributes, instances, relations and parameters1. The Ontology Store is global to all 
axioms opened in the Editor. 
In order to be used in the Axiom Editor ontologies should be defined in the WSML language. To start creating a 
new axiom at least one ontology is needed. The Axiom Editor reads ontologies from *.wsml files. The pasring of 
these files is done by a standard WSML parser which is a part of the WSMO4J API [WSMO4J 2005]. 
A tree structure is used for graphical representation of ontologies. Since *.wsml files are flat (they have no 
hierarchical structure), additional information is obtained from the WSMO4J API to construct a tree from the lists 
of concepts, relations etc. The API provides information about concept and relation inheritance by a special 
SuperConcepts property that every ontology element possesses. It should be noted that this property is a set, 
which means that one element can have more than one parent in the hierarchy. In tree-structured visualization 
every child element appears as many times in the tree as there are concepts in its SuperConcepts property. A 
visualized ontology may be browsed and all properties associated with each ontology element are shown in a 
special window. 
Ontologies may be loaded manually by the user from the file system or loaded automatically on-demand. 
Ontologies describe inheritance between concepts. A concept usually has one or more super-concepts. Super-
concepts may be defined in other ontologies. For example the concept “Person”, defined in the ontology 
“Sociology”, may have the concept “Human”, defined in the ontology “Biology” as its super-concept. In such a 
case, the “Sociology” ontology declares “Biology” as an imported ontology. The “load imported ontology” 
operation can be applied to such concepts displayed in the Ontology View which are defined in imported 
ontologies. Since an imported ontology is declared with its identifier, the URI is used to locate that ontology and 
load it to the Ontology Store. The concept is automatically located in the new tree, the concept’s attributes 
become available so variables of that type can be now created. 
A concept inherits all its super-concepts’ attributes. If a super-concept is defined in an imported ontology, which is 
not currently loaded to the Ontology Store, then the super-concept’s attributes are unavailable. The mechanism 
for on-demand loading of imported ontologies provides automatic updating concepts’ attributes inherited from 
super-concepts belonging to such ontologies. 

Axiom Model Generator 
As it has been already mentioned, the main concern of the Axiom Editor is to guarantee the semantic consistence 
of the constructed logical expressions since the users of this tool are assumed to be non-specialists in the first-
order logic. Such a consistence is achieved by a semantically-aware construction process, in each step of which 
the user is allowed to perform only such operations that are consistent with the already constructed part of the 
axiom. 
 

                                                           
1 Functions are not supported in the current implementation of the Capability Editor. Such elements of a WSML 
ontology as non-functional properties and ontology axioms are shown in the Editor but currently are not used in 
the process of axiom constructing. 
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Two modes for axiom construction are available: 
• Standard mode involves only extending an existing part of the axiom by selecting semantically compatible 

elements from context-sensitive menus. This method is construction-driven and is suitable for novice users.  
• Advanced mode allows adding isolated elements to the modelling area, which can be later combined in 

various semantically correct ways. This allows advanced users to be more efficient. 
The axiom construction process begins by selecting a concept from Ontology Store. This concept is used to 
create the first variable in the axiom model. The variable’s type is equal to the selected concept. Automatically, 
just after adding the first variable to the model, it is connected to the Axiom root element “Start”. 
From this moment on, the construction process continues by performing semantically-correct operations on 
different elements in the axiom model which can be: variables, variable attributes, instances, connections, 
operators, relations and relation parameters. A summary of the most important semantically-correct operations in 
Axiom Model Generator are shown in Table 1. 
 

Operations for creating elements of Axiom Model 
Create a variable Creates a new variable in the graphical axiom modelling area (window). The type of the 

variable is selected by the user from Ontology Store. The name of the variable is 
automatically generated from the name of the selected concept guaranteeing the 
uniqueness of variable names across the axiom. 

Create an operator Creates a new logical operator of a specified type in the modelling area. The operator’s 
type is selected from the menu – it can be OR, AND or NOT. 

Create an instance Adds an instance to the graphical modelling area. The user is given the opportunity to 
select the instance from Ontology Store. 

Create a connection 
(advanced mode) 

Creates a new connection between two elements placed on the modelling area. The user 
selects a source and a target element for the new connection. The selection is restricted 
only to semantically-compatible source and target elements. 

Create a relation Adds a relation to the modelling area. The user is given the opportunity to select an 
arbitrary relation from Ontology Store. 

Operations on Variables 
Rename a variable The user can change the automatically generated variable name as long as the 

uniqueness of names is not violated. The Axiom Editor takes care of changing the 
variable’s name from the old one to the new at all its occurrences in the model. 

Involve a variable in 
a relation 
(Advanced mode) 

A variable that has been already placed at the axiom modelling area may be further 
involved in a relation also presented at this area. More exactly, such an operation creates 
a connection linking the variable with a parameter of the relation. Operation is possible 
only when the variable and the selected relation parameter have compatible types. 

Delete variable Deletion of a variable leads to deletion of all incoming and outgoing connections of the 
selected variable in the model, thus keeping the axiom consistent. 

Operations on attributes of a variable 
Refine an attribute 
by a variable  

Creates a new variable at the modelling area and links the selected attribute value to it 
with a connection. The meaning of the operation is that the value of the attribute is equal to 
this new variable. The name of the new variable is automatically set equal to the name of 
the selected attribute value being refined. 

Refine an attribute 
by an instance 

Adds to the current axiom a new instance selected from an ontology and links it to the 
attribute value to be refined by a connection. The user is given the opportunity to select 
such an instance from a special dialog window containing a subset of instances from the 
Ontology Store. More exactly, in order to preserve the semantic consistence of the axiom, 
the selection is limited only to those instances, whose concepts are equal to or are sub-
concepts of the concept specified as the type of the chosen attribute. 
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Refine an attribute 
by involving into a 
relation 

A value of an attribute of a variable from the current axiom may be further refined by 
specifying that it is involved in a relation defined either in the Ontology Store or already 
placed at the modelling area. Selecting the attribute to be refined restricts a set of relations 
that may be applied to the value of such an attribute – that are all relations, which have 
parameters with types compatible with the type of that attribute.  

 
 

Operations on relations and relation parameters 
Refine a relation 
parameter 

A set of available operations on relation parameters is practically the same as the 
operations working on values of attribute variables (see “Operations on attribute of a 
variable”). 

Delete relation Deletion of a relation leads to deletion of all its incoming and outgoing connections in the 
model, thus keeping the axiom consistent. 

Operations on operators 
Change operator 
type 

Is used for changing the type of an operator selected from the modelling area.  

Delete operator Potentially leads to creating some orphaned axiom model elements. In order to preserve 
the semantic consistence of the axiom, such “orphaned elements” are not included in the 
axiom text generation. 

Add operand Adds a new operand to a selected operator placed at the modelling area and links them by 
a connection. The new operand can be either an existing model element from the 
modelling area (variable, relation, instance, etc.) or a new element that can be created by 
means of already described operations, which the user may select from right-click sub-
menu. 

Operations on instances 
Edit an instance of 
WSML built-in data 
types  

Can be performed on such instances of the axiom model which have a WSML built-in data 
type or a subtype of such type. The value of these instances is entered by the user and 
can be edited later. 

Delete an instance Leads to deletion of the instance along with all connections incoming to it from the model, 
thus keeping the axiom consistent. 

Operations on Connections 
Insert an alternative The main meaning of a connection in the axiom model is that the target element of the 

connection is used as a refinement of its source element. It is natural to allow the user to 
define an alternative (or several alternatives) for such a refinement. In order to insure that 
such an operation will be meaningful, it is necessary to restrict its application domain. 

Insert an AND 
operator  

Aims at allowing the user to specify explicitly logical conjunction of two axiom model 
elements and is also used during the “Logical development” phase of the axiom model 
construction process operator as its second operand. 

Insert a NOT 
operator 

Inserts a NOT operator in the middle of any connection. 
 

Reconnect a 
source/target 
element (Advanced 
mode) 

Moves the starting/ending point of the connection to another element in the Axiom Model. 
In order to preserve the semantic consistence of the axiom, the operation can be 
performed only if the new source/target element is semantically-compatible with the type of 
the edited connection. 

Table 1. The most important semantically-correct operations in the Axiom Model Generator 
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Axiom Text Generator 
The Axiom Text Generator dynamically generates text representation of the graphical axiom model in the human-
readable WSML-Core syntax. That allows to observe and control (for experience users) the result of each 
operation accomplished on the axiom model. It should be mentioned that only elements of the modelling area 
having connections with the root elements of the axiom model (Start element) are considered as parts of the 
current axiom and, hence, are mapped to its WSML text representation. 

Axiom Persistence  
Creating a semantic Web service is a rather complex process, which may need a lot of time, so it is necessary to 
have a module for storing all intermediate results and supplemented data structures facilitating such a process. 
The Axiom Persistence is such a module that is used for storing and retrieving axioms created by the Axiom 
Editor. Since an axiom has no meaning without the ontologies used for its creation, loading an axiom leads to 
automatic loading of all ontologies associated with it.  
Axioms are persisted in binary files which can only be opened by the Axiom Editor. Besides the semantic content, 
all elements store their graphical coordinates so that the graphical model of an axiom can be fully restored. 
During the loading process different validations are made. If any of them fails, an error message is displayed and 
the axiom file is not loaded. For implementation of these operations Java serialization is extensively used. 
Currently the Axiom Editor uses a predefined directory called the Ontology File Store in the file system to store 
*.wsml files containing ontologies. Every ontology has a unique identifier, which is a URI written in the *.wsml file 
defining the ontology. When an ontology, whose identifier is known, must be loaded, the Axiom Editor searches 
the Ontology File Store for that identifier and loads the respective ontology to the Ontology Store. 
 

Graphical User Interface 

Figure 1. An overview of the Axiom Editor workspace 
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The Axiom Editor runs as an Eclipse plug-in. Eclipse [Des Rivieres and Wiegand  2004] is a free, integrated 
development environment (IDE) which can host different third-party applications, providing a unified visual outlook 
and better integration between them.  
The Axiom Editor is bundled as a standalone application on top of the Rich Client Platform (RCP). The RCP is a 
compact Eclipse core which can also host plug-ins. It provides a startup executable which runs a lightweight 
version of the IDE and automatically loads the appropriate plug-in (in this case – the Axiom Editor). 
An overview of the Axiom Editor workspace is shown on Figure 1. The screen is divided in several major areas: 
Ontology View, Modelling Area, Properties View, Outline View, Thumbnail + zoom controls and Text View. 
You can find a more detailed description of the workspace areas in Table 2. 
 
 

Workspace 
area 

Description 

Ontology 
View 

Contains all loaded WSMO ontologies (Ontology Store). At the top of the view there is a list of 
tabs used to switch between different ontologies.  

Ontology Tree The centre part of the ontology view containing all ontology elements, structured in a hierarchy. 
The nodes represent:  concepts,  attributes,  instances;  relations,  parameters,  
relation-instances;  non-functional properties,  namespaces;  imported ontologies,  
used mediators;  defined ontology axioms. 

Ontology 
Properties 

The bottom part of the Ontology View section. It contains details in plain text about the selected 
element in the Ontology Tree such as the non-functional properties of a concept, the definition of 
an ontology axiom etc. 

Modelling 
Area 
 

Contains the graphical representation of the axiom model. The model is displayed as a directed 
acyclic graph, reflecting the tree structure of the logical expression. This is where the user 
creates axiom elements out of ontology elements and adds dependencies between them through 
the use of semantically consistent operations. 
Axiom elements are:  Variables,  Instances,  Relations,  Logical Operators,  The 
start element. Dependencies between these elements are introduced through the use of 
connections displayed as directed arrows. 

Properties 
View 

Displays the properties of the selected element in the Modelling Area. Different kinds of elements 
have different sets of properties – some of them read-only, others - editable. 

Outline View 
 

Displays a classical tree representation of the logical expression. The branches of the tree can be 
expanded or collapsed to help the viewer better perceive the high-level structure of the 
expression. It also allows for easier navigation among the elements. If an element is selected in 
the Outline View, it becomes also selected in the Modelling Area and its properties are displayed 
in the Properties View. 

Thumbnail A mini-map of the whole modelling area. On large models it helps the user to not lose the whole 
picture, makes navigation easier and always highlights the part of the model being displayed in 
the Modelling Area. 

Zoom 
Controls 

Provide a way of getting a larger part of the model into view by selecting zoom-factor less than 
100%. If the user selects a zoom-factor above 100% details can be clearly seen and elements 
can be more precisely aligned in the Modelling Area. 

Text View 
 

Contains the WSML representation of the axiom. It is automatically refreshed whenever 
something changes in the graphical axiom model to reflect the current state of the expression. It 
is useful for advanced users who want to always know the exact impact of their actions on the 
capabilities of the web-service they are designing. 

Table 2. Description of Axiom Editor Workspace areas 
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Conclusion 
The Axiom Editor is implemented in J2SDK 1.4.2 runtime environment and uses basic platform components, 
plug-in infrastructure, graphical user interface components (menus, buttons, tree views, event handling) from   
Eclipse RCP (Rich Client Platform). For development of visual designers the Eclipse GEF (Graphical 
Environment Framework) is used. Access to WSMO-based ontologies is accomplished via WSMO4J (WSMO 
API).  
Main directions or future development of the Editor are as follows: 
• Transformation of the Axiom Editor to an integrated Service Capability Editor by extending it with some 

customized modules of WSMO Studio [[WSMO Studio 2005] and integrating with the Axiom Case-base 
Memory. 

• Extending application domain of the Axiom Editor by expanding the range of logical operations used (e.g. 
including implies, impliedBy, :- and ! operators). As a result the Editor could be used not only for creating the 
SWS capabilities but for constructing axioms in WSML ontologies as well. 
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A SURVEY ON THE INTEGRATION OF ENTERPRISE APPLICATIONS 
AS A SERVICE 

Hristina Daskalova,  Vladislava Grigorova 

Abstract: The present paper discusses the process of multi-lateral integration of the business applications, which 
requires the construction of a common infra-structure, acquires the format of a service and leads to release of the 
individual construction of a private infra-structure by every participant in the process.   

Keywords: Web services, BPEL, Enterprise Applications Integration. 
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Introduction 
The concept of Web-services application has appeared after the failure to find another successful mechanism for 
interaction in the enormous variety of information systems and due to business requirements as well. The modern 
commercial enterprises use book-keeping, financial, production, store and other information systems. The large 
enterprises possess multi-functional information systems and also providers, customers and partners with their 
specific information systems, which necessitate interaction. That is why the area of Enterprise Applications 
Integration (EAI) attracts the research attempts and the Web-services are expected to prove as the most efficient 
instrument for Web-services solution. 

Decomposition of the Business Processes 
The efficient organization of the information systems interaction is preceded by evaluation of the necessary 
business processes realizing the business functions of a given organization. For this purpose the functional 
blocks of the business processes are decomposed in order to obtain a loop of business processes – from the 
loop of the business processes up to obtaining the separate business process, and from the independent 
business processes up to their comprising functions. The business function gives a certain measurable result, it is 
the essence, defining the process and hence this function may be identified with the service. It could be 
considered as a resource realizing the business function and having the following features:  
• it enables a repeated use,  
• it is determined by one or more technologically independent interfaces,  
• it is weakly connected with other similar resources and may be requested by protocols providing the 

possibility for resources interaction.  
In this way, from a functional view point, the business applications are decomposed to a set of interacting 
services. This set of interacting services, subordinate to certain common rules, interfaces and mechanisms of 
interaction, is the basis of the Service-Oriented Architecture (SOA). 
The representative level and the level of data bases in such architecture are traditional and use the level of 
portals, different user’s interfaces and relational data bases. The level of business logic realizes the systems and 
the working flows within the frames of the business processes. For this purpose, objects of different types have 
been introduced [Fagin, 2005]: entity objects, which derive the functions from the information at the level of 
business logic, realize the selection and modification of the data without details about their physical storing; 
activity objects which support the transactions, ensure the interactive operation of the users with the system, the 
access being done by an API; service objects accomplishing the service-oriented architectural principles, 
providing functionality and data as services for other applications. The objects from the level of the business logic 
guarantee the integration of the business components from a high level. The activity objects realize the 
customer’s access to the system functional modules by standard interfaces of different types. The service objects 



International Journal "Information Theories & Applications" Vol.13 
 

 

 

180 

supply a new type of communication for the business modules on XML basis and provide the interaction of these 
components with the base communication services. 

 

 
Fig. 1 

Web services and Business Process Execution Language for Web services 

The Web services are based on documents exchange, on appropriately designed interface interactions and on 
continuous expansion of the Simple Object Access Protocol (SOAP) [Curbera, 2002] [SOAP, 2003]. The 
Message Exchange Patterns (MEP) of SOAP protocol suppose single-directional messages transfer, as well as a 
“question-answer” mode, but it does not ensure sufficient semantics for control of the interaction at an infra-
structure level. Some organizations like OASIS, W3C and WS-I work for improvement of the applications 
controlled by the events. This is aided by the opportunity to expand SOAP protocol which is assured by its 
composition properties. The SOAP messages can be accompanied by appropriate electronic instructions 
controlling the messages acquisition and processing (for example a channel and a specific quality of the message 
transfer may be selected, etc). Thanks to this mechanism some specifications such as WS-Addressing, WS-
Eventing, WS-Notification, WS-ReliableMessaging and WS-Security [WS-Security, 2003] together with WSDL 2.0 
[WSDL, 2004] [Curbera, 2002] guarantee the realization of the functionality of modern tools at the intermediate 
layer, oriented towards messages. 

The application of the Business Process Execution Language (BPEL) [BPEL, 2003] is a natural way to realize the 
service-oriented options when executing the business processes. It gives the possibility to represent an abstract 
model of the business process with the help of information flows connecting the system and the algorithm 
corresponding to this model. The algorithm may be presented as an executable Web-service with an interface 
depicted by WSDL language. The request for the service operation, realized with the help of BPEL causes a 
sequence of steps which are executed by BPEL container in compliance with the formal description of the 
process logic. Such steps are the synchronous and asynchronous calls of other services; in this way the process 
subject interacts with the external systems, combining them in one flow according to the rules of the routine and 
of messages conversion. BPEL enlarges the area of processes models application from the analysis up to the 
realization phase.  

At the same time the use of such executable models implies some new questions, like:  

• which aspects can be described by BPEL, and which – by WSDL and what is the difference between the 
process models and the traditional program models;  
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• in what way such elements like non-functional requirements and characteristics of the services quality could 
be accounted by the models;  

• how to evaluate the quality of the executable process models and what tools to apply for this purpose;  

• what is the role of the business flows, how the processing modeling could be synchronized with the 
modeling of the use cases at the design phase, etc. 

 

The classic demonstration of BPEL possibilities can be seen in tourist services, for example in reservation of air 
plane tickets, accommodation booking and their payment. Certain problems appear when setting the optimizing 
constraints, such as total cost of the trip. This constraint depends on the price of the flight tickets and the price of 
the hotel rooms, which usually vary. Besides, the tickets may be sold and the hotel rooms – already booked. Only 
after the determination of the optimal dates and accomplishment of successful reservations, the process is paid 
by a credit card; otherwise there is no reservation and an error is signaled.  

Local memory, branches, cycles and exclusions processing enable the automation of the process with the help of 
BPEL. It is also important to provide such infra-structure that guarantees integration of new services (new air 
lines, new hotel chains), modification of the parameters of the already used, removal of some services from the 
process consideration, not altering its structure. The provider of tourist services should not react independently to 
every alteration accomplished by the contra-agent side.  

The Universal Description Discovery and Integration standard (UDDI) [UDDI, 2003] is suitable for support of the 
partners’ self service. It is a universal method for description, discovery and integration of the Web-services in 
B2B systems for e-commerce.  

UDDI business register is a data base for common use, in which the interested organizations register themselves 
(by corresponding operators’ nodes) and enter information concerning their business. On the basis of UDDI 
standard, the description of complex business processes is possible after decomposition to their components. At 
that the information exchange is increased due to the easier perception of standardized information. UDDI does 
not provide the service, but creates the technical possibility to search for the necessary services until the 
technologies of the desired partners are defined, to look for compatibility interfaces, to provide standardized 
formats for program search of business and services.  

UDDI is a manual of the available Web-services, including the types of business, names, post addresses, 
persons for contacts, phone and fax numbers, email addresses, URL of the Web-services offered, meta-data 
describing the interfaces towards existing Web-services and others. This speeds up the search for appropriate 
partners in Internet; assures optimal way for interaction and possibility to organize shared access to the 
information by a global business register. 

Using this approach, the tourist operator, who keeps business relations with the air lines and hotel chains, gives 
them the right to autonomously publish their services and to control them in his partners’ register-catalogue. The 
client of these services is the reservation process. When operating the requests, the process is connected to the 
catalogue in order to find the accessible services, after that it operates in conformance with the business logic. 
Using the options of the catalogue, that classifies the services and their providers, the process may be improved, 
avoiding consideration of services not connected with the request considered. Thus the number of flights and 
hotels combinations to be processed, could be diminished.  

The catalogue provides also one and the same interface for the services. It must contain a description of the 
meta-data associated with the services, including the specification of their interfaces described by WSDL. Every 
booking service may be referred to a given group. During the reservation process only the services corresponding 
to this type, will be discovered and considered. Different autonomous business applications are combined in this 
example of tourist services. Inside the companies the services are also integrated in order to realize the functions 
needed for external interactions. The direct interaction with the partners and customers is prepared by the 
integration of the internal business processes of the enterprises. 
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Conclusion 
Some integration service providers already possess a built-in logic for events control in their own infra-structure, 
accessible through Internet. The optimal solution of the problem for multi-lateral integration will require the 
construction of a common infra-structure. The users themselves could control the logic of interaction with the 
partners using BPEL realization. One of the best fulfilled realizations of BPEL is known as the product Oracle 
BPEL Process Manager. It has got a strategic position in the service-oriented investigations of the company and 
is presented within the composition of Oracle Application Server 10g (tools for processes execution) and 
JDeveloper (tools for processes design). In this way BPEL is the linking element among the variety of Oracle 
Applications products [Oracle, 2004]. 
In its essence the integration process of an infinite number of terminals acquires the format of a service, supplied 
on a request, and this releases the participants in the process from the necessity to develop their own infra-
structure. A still more intensive advance of the companies specializing in the area of integration technologies is 
expected in the future. 
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SEMANTIC DESCRIPTION OF WEB SERVICES AND POSSIBILITIES OF BPEL4WS 

Vladislava Grigorova 

Abstract: The using of the upsurge of semantics web technologies gives a possibility for an increasing of the 
flexibility, extensibility and consistency of the existent industrial standards for modeling of web services. In the 
paper the types of semantic description of web services and the degree of their realization in BPEL4WS 
(Business Process Execution Language for Web Services) respectively on the abstract and executable level are 
treated. The methods for using of BPEL4WS for the purposes of semantic web services in the direction of their 
semi-automatic integration are suggested. 

Keywords: Semantics, Web Services, BPEL4WS. 

ACM Classification Keywords: H.3.4 Systems and Software: Information networks 

Introduction 
Technologies for creation, composition, description, publication, discovery, implementation and execution of web 
services are developing strenuously now for the fulfillment of exchanges and interactions of data and functions for 
dynamic integration of distributed computer systems in heterogeneous networks. Web services are software 
platform-independent, self-contained, modular business process applications. The main components of web 
services technology are: Web Service Description Language (WSDL) for interface description which details 
indicate how the web services to be called; Simple Object Access Protocol (SOAP) for messages exchange, that 
is XML-based protocol for communication between the web services and client applications; UDDI Universal 
Description, Discovery and Integration (UDDI) for registration, publication and location of web services and their 
characteristics. 
The protocols and languages for business processes modelling are developed for the aims of the enterprise 
application integration, for creation and management of logic of connection between service and application 
during execution of business function. It was found that these basic components of web services are not enough 
for dealing with modern requirements – dynamic composition, flexible discovery, good initialization and selection 
of appropriate service. 
In parallel with the elaboration of web services standards the investigations connected with application of 
semantic technologies in the web space are carrying out. There already exist semantic repositories of data, 
ontologies, rules of ontologies, and engines for data interpretation – taxonomies modeling, sets of tools and 
applications that are necessary base for the semantic web. 
The use of the potential of the semantic web together with industrial standards for web services would help to 
resolve many present problems in business processes integration. 

Business Process Execution Language for Web Services 
A set of articles exists which compare and evaluate current languages for web services modeling and composing 
and show why Business Process Execution Language for Web Services (BPEL4WS or BPEL) [Andrews, 2003] is 
established as an industrial standard. It is made in co-authorship between IBM, Microsoft, BEA, SAP и Siebel 
Systems, combines IBM's Web Services Flow Language and Microsoft's XLANG specifications, superseding both 
these specifications. BPEL supports the constructions for presenting of complex models of web services 
compositions. The business process includes self-contained set of activities that are predetermined according 
given cases. There are two ways for specification of distributed business process – a global model specifies 
orchestration of the whole set of web services, on the other hand, each web service specifies the interaction 
between partners. 
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BPEL extends the possibilities of WSDL in direction of the integration of complex connections between web 
services on the base of the principles for modeling of business logic and the corresponding business processes 
[Farahbod, 2004]a. 
The definition of business process in BPEL expresses business logic and describes process model elements in 
terms of business messages exchange and contains process partners to which web services are connected; 
variables, which define the state of the process; activities (basic and structural), which define the behaviour of 
business process. The basic activities define tasks, which are accomplished in business process. The structural 
activities define the control flow. 
The figure 1 is a good illustration of the connections between the process model elements and the artifacts of 
BPEL4WS file and the relevant WSDL files [Beck, 2005]. 
 

 
Figure 1 

 

BPEL4WS is based on XML. A business process, described in BPEL4WS is executable by BP4WSJ engine, 
realized by IBM. It allows an automatic web services execution and is a precondition for automatic web services 
discovery [McIlraith, 2003]a. 
Web services from partners that are not using BPEL can be included in the process. Mechanisms of dealing with 
errors and exceptions, events, compensations in long running transactions, dynamic process origination, and 
dynamic messages connection in different processes are supported. 
The basic concepts of BPEL4WS are declared in two aspects: abstract and executable processes. The 
executable process reflects on the actual behavior of the process participants with all their specifications. The 
abstract process or the business protocol for interactions has a descriptive role with more than one aim – it can 
define openly the behavior of several or all services, as the operational details are skipped or opaque, or it can 
define a model, representative of the best domain specific practice. 

Semantics 
Semantic approaches give possibilities for unambiguous interpretation of the web services content, for description 
of their properties and potentialities in machine-understandable form. The higher layer on the base of traditional 
web is constructed, in which the information is given through its precise defined meaning.  
The decisions that can be made on the base of web services by using their related semantics are illustrated by 
[IBM ® Corporation, 2004] in the figure 2. 
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Figure 2 

 
The semantics can be divided into different types on the base of different indications. For the purposes of this 
work, it is transformed as: 

- functional, that expresses business logic and corresponds to web services capabilities; 
- data semantics, semantics of inputs / outputs of Web Services; 
- QoS semantics, that is connected with requirements and reflects on the results; 
- Execution semantics that is connected to execution and dynamic service invocation.  

[Patil, 2005] [Sivashanmugam, 2005] [Verma, 2005]. 
The functional semantics is connected with inputs/outputs as with functioning of web service, it is a collection of 
them. The functional ontologies are semantics of operation. The appropriate services are discovered on the base 
of their functional semantics. 
The data semantics is the description of operation data. The ontology on their meaning is constructed. 
QoS semantics is used during selection of the services. Different quality aspects (time, price, security, etc.) can 
be important for different composition of services in different range. 
The execution semantics is precondition for realizing the dynamic discovery, binding and monitoring of process 
execution. 
All of these kinds of semantics have to be recognized, marked and taken into consideration for establishing of the 
semantic web services.  

Associating of Semantic Meanings with BPEL4WS Constructions  
In [Mandell, 2003] it is mentioned the restrictions of XML schema, which is not able to be appropriate tool for 
expressing of the semantics of the exchanged data as to deal with problems of semantic interoperability, that 
reflects on the possibilities of BPEL [Mandell, 2003] [McIlraith, 2003]b. 
XML is oriented to the document structure and does not propose data interpretation. BPEL is not a declarative 
language, which makes the task of its enriching with semantic technologies difficult. 
However, it is necessary to exert efforts in this direction because there is no better industrial standard today than 
BPEL4WS, which envelops all life cycle of web services and is the essence of all similar languages. From the 
other side the semantics is proofed its necessity. 
The semantic web services design from existing web services has to go through extracting and marking of all four 
kinds of semantics. 
The data semantics can be described with using of corresponding WSDL files that belong to the BPEL-files, 
because WSDL is connected to the description of web services. On the base of input/output data, the ontology for 
the business process can be built. 
By tracing the operation names in the corresponding constructions together with the names of partners and 
inputs/outputs, the collection of functionalities is formed that is connected to functional semantics. From other 
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side the possibility to represent the business process as directed graph helps for formal description of operational 
behaviour and extraction of abstract functional semantics [Farahbod, 2004]b. 
 

 
Figure 3 

 
QoS may be referred to WS-Security, WS-Reliability, WS-Transactions, WS-Coordination, WS-Context and 
eventually can be extracted from them. In complex processes, they can be presented as compositional models, 
based on workflows models, and in such a way, it is possible to aggregate some numerical metrics of QoS 
[Cardoso, 2004] and corresponding semantic meanings. Another approach is in the extending of non-functional 
properties with Qos from the providers, receiving the certificate of quality and registering in UDDI with the 
corresponding description. [Al-Ali, 2003]. 
The execution semantics coordinates with the way of realizing in the process of the mechanisms for supporting of 
exceptions and error handling as with correct design of accordance between inputs and their outputs. Every 
activity is associated with the state of execution (completed, stopped, interrupted, unsuccessful, skipped, etc) 
which have to be defined for the process be executed and the semantics of alternative ways of execution can be 
extracted. 
Deriving of different kinds of semantics not differs principally for abstract and executable BPEL process. But the 
results may be different because for the abstract process it is allowed to hide its behaviour, to use different levels 
of restrictions and transparency. Using templates can contribute to defining business processes from the 
application domain and to receiving the semantic knowledge more comprehensively. 

Conclusion 
Extant web services technologies for modeling, publishing, discovery and services connecting guarantee 
syntactic compatibility. That means that in the standard web services the discovery and the composition are 
syntactic based, and semantic compatibility does not exist. The using of the semantic description would help the 
dynamic composition of web services for concrete request. The dynamic composition of web services is 
necessary when the client request cannot be realized directly from extant web services.  
For these purposes and in the same time to respond qualitative to the given request the existing web services 
should be described by their meanings, which would help the better comprehensions between computers and 
people in their work together.  
The solution is in recognizing and marking-up of the web content with well-defined semantics.  
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INFRAWEBS BPEL-BASED EDITOR  
FOR CREATING THE SEMANTIC WEB SERVICES DESCRIPTION 

Tatiana Atanasova 

Abstract: INFRAWEBS project [INFRAWEBS] considers usage of semantics for the complete lifecycle of 
Semantic Web processes, which represent complex interactions between Semantic Web Services. One of the 
main initiatives in the Semantic Web is WSMO framework, aiming at describing the various aspects related to 
Semantic Web Services in order to enable the automation of Web Service discovery, composition, interoperation 
and invocation. In the paper the conceptual architecture for BPEL-based INFRAWEBS editor is proposed that is 
intended to construct a part of WSMO descriptions of the Semantic Web Services. The semantic description of 
Web Services has to cover Data, Functional, Execution and QoS semantics. The representation of Functional 
semantics can be achieved by adding the service functionality to the process description. The architecture relies 
on a functional (operational) semantics of the Business Process Execution Language for Web Services 
(BPEL4WS) and uses abstract state machine (ASM) paradigm. This allows describing the dynamic properties of 
the process descriptions in terms of partially ordered transition rules and transforming them to WSMO framework. 

Keywords: Semantic Web Services, BPEL, ASM, WSMO 

ACM Classification Keywords: H.3.4 Systems and Software: Information networks  

 
A little semantics goes a long way. 

James Hendler 

Introduction 
The power of Web services can be realized only when appropriate services are discovered based on the 
functional requirements given by functional semantics. Including the functional semantics to the web services 
descriptions is a step forward to the Semantic Web. 
The Semantic Web is an extension of the current World Wide Web. It builds on the current World Wide Web 
constructs and topology, but adds further capabilities by defining machine-processable data and relationship 
standards along with richer semantic associations [KM-GOV, 2005]. Semantic Web Services are integrated 
solution for realizing the vision of the next generation of the Web; they define semantically driven technologies for 
automation of the Web Service usage process. 
The semantics of a Web Service is the shared expectation about the behavior of the service [W3C, 2004] and 
give more expressive descriptions about the service, for example, the intent of the service or kind of data being 
deal with. 
Semantics for a service can be:  

o Implied  
o Expressed in human-understandable form  
o Expressed in machine-readable form  

As a step in the direction to the semantic services creation, accession and reusing within the Semantic Web the 
current INFRAWEBS research project [Nern et al, 2004] may be considered. The project uses semantics during 
the complete lifecycle of Semantic Web processes. One of the main components of INFRAWEBS project is SWU 
– Semantic Web Services Unit [Atanasova et al, 2005]. SWU is intended to converting web services from 
available descriptions and domain knowledge to the semantic ones and to Compose Web Services, through 
combining and orchestrating them in order to deliver added-value services. 
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The appropriate solution for realizing these aims may be found using semantic approach to describing and 
processing of Web Services. One of the initiatives in Semantic Web is WSMO – Web Service Modelling Ontology 
(www.wsmo.org). The INFRAWEBS project relies on the WSMO framework.  
Current standards for service description (for example, WSDL, UDDI, BPEL) have no semantically marked up 
content. In [Cardoso, 2005] it is pointed that “During Web service development data, functional and QoS 
semantics of the service needs to be specified… it is very important to use semantics at this stage.” 
Several approaches have already been suggested for adding semantics to Web services. Semantics can either 
be added to currently existing syntactic Web service standards like UDDI or WSDL or services can be described 
using some ontology based description language like DAML-S [Patil et al, 2004]. Only in [Mandell, 2003] it is 
made an assumption for using BPEL as a base for semantic annotation by proposing to “take a bottom-up 
approach to integrating Semantic Web technology into Web Services”. But they mainly focus on introducing a 
semantic discovery service and facilitate semantic translations. 
In this paper an approach is proposed for migrating from BPEL to WSMO description by semi-automatic mapping 
BPEL constructions to WSMO descriptions of service interface using Abstract State Machine paradigm. 

BPEL 
The Business Process Execution Language for Web Services (BPEL) at present is the most well-known language 
to specify and execute business processes, using Web Services as its technological basis. BPEL is built on top of 
WSDL and indirectly on SOAP and introduces a stateful interaction model that allows exchanging sequences of 
messages between business partners (i.e. Web Services).  
The definition of business process in BPEL expresses business logic and describes process model elements in 
terms of business messages exchange and consists of:  

• process partners to which web services are connected; 
• variables, which define the state of the process; 
• activities (basic and structural), which define the behaviour of the business process. The basic activities 

define tasks, which are accomplished in business process. The structural activities define the control 
flow. 

BPEL is a block-structured programming language; it allows recursive blocks, but restricts definitions and 
declarations to the top level. BPEL document contains partner links, variables (message containers), and 
activities (process programs). Partners are external Web services. Activities are the actions or tasks performed 
within the business process and are the basic components of a process definition. Structured activities prescribe 
the order in which a collection of activities take place. Sequential control between activities is provided by 
sequence, switch, and while. Concurrency and synchronization between activities is provided by flow. 
Nondeterministic choice based on external events is provided by pick. 
Variables are process instance-relevant data, providing their definitions in terms of WSDL message types, XML 
Schema simple types, or XML Schema elements. Variables allow processes to maintain state data and process 
history based on messages exchanged.  
BPEL defines a mechanism for catching and handling faults. Fault handlers catch faults when they are thrown by 
other actions. There is also a compensation handler to enable compensatory activities in the event of actions that 
cannot be explicitly undone. BPEL does not support nested process definition. 
It is possible to use abstract and executable BPEL processes. Abstract process is a business interaction 
protocols; executable process models actual behaviour of a participant in a business interaction and it may be 
compiled into invokable services. The structure of BPEL-based process is as follows: 

 
<process name = “…”> 

<partnerLinks> 
… 
</partnerLinks> 
<variables> 
… 
</variables> 
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<flow> 
<links> 
… 
</links> 
<!-- activities --> 
… 

</flow> 
</process>  
 

The possibility to represent the BPEL-based business process as directed graph helps for formal description of 
operational behaviour and extraction of abstract functional semantics [Farahbod, 2004]. 
 

ASM and BPEL 
In [Farahbod, 2004] an Abstract Syntax Tree is proposed to capture the complete structure of a BPEL process. 
This representation will be used for formalization of BPEL file by ASM. 
First of all, let’s recall a definition of functional (operational) semantics: Operational semantics consists in 
describing the steps of the computation of a program by giving formal rules to derive judgments of the form {p, a} 
-> r, to be read as “the program p, when applied to the input a, terminates and produces the output r”. 
Operational semantics is a way to give meaning to computer programs in a mathematically rigorous way 
[Wikipedia]. The operational semantics for a programming language describes how a valid program is interpreted 
as sequences of computational steps. These sequences are the meaning of the program. 
For the formal definitions of functional semantics of programming languages Abstract State Machines (ASM) are 
now widely used. 
ASM’s definition is given in [Börger, 1999]: 

• An ASM M is a finite set of rules for guarded multiple function updates; 
• Applying one step of M (a set of rules) to a state (algebra) A produces as next state another algebra A’ 

of the same signature obtained as follows: 
– First evaluate in A using the standard interpretation of classical logic all the guards of all the 

rules of M 
– Compute in A for each of the rules of M whose guard evaluates to true all the arguments and all 

the values appearing in the updates of this rule 
– Replace simultaneously for each rule and for all the locations in question the previous A-

function value by the newly computed value  
– The algebra A’ thus obtained differs from A by the new values for those functions at those 

arguments where the values are updated by a rule of M which could fire in A  
A distributed ASM – DASM [Börger, 1997] is given by a set of agents and a program function Mod which assigns 
to each agent a module (“sequential” program) consisting of a finite number of so called transition rules of the 
form “If Cond then Updates”, where Cond is any expression (of first order logic) and Updates is a finite set of 
function updates, i.e. of updates f(t1; : : :; tn) := t. The states of ASMs are arbitrary structures, i.e. domains with 
predicates and functions defined on them. 
DASM generalize runs from sequences of moves of a basic ASM to partial orders of moves of multiple agents, 
each executing a basic ASM.  
So ASM is usually a state represented by algebra and transition rule. The algebra consists of superuniverse 
divided into universes and a number of dynamic functions. The interpretation of the transition rule generally 
causes an update of the state by modifying the dynamic function or by inserting a new element into the universe.  
The DASM for formalizing of BPEL may be defined. One such attempt is made in [Farahbod, 2004] as: 
A DASM M has a finite set AGENT of autonomously operating agents. 

– The set of agents changes dynamically over runs of M  
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– The behavior of an agent a in a given state S of M is defined by its program programS(a) 
– To introduce a new agent a in state S, a valid program has to be assigned to programS(a); to 

terminate a, programS(a) is reset to the distinguished value undef 
– In any state S reachable from an initial state of M, the set of agents is well defined as  

AGENTS ≡ {x ∈ S : programS(x) ≠ undef}. 
Asynchronous (distributed) ASMs generalize sequences of transitions of basic ASM to partial orders of transitions 
of multiple agents, each executing a basic ASM [Börger, 1997]. 
Modeling service contract as an abstract machine needs to define its dynamics as functions and its static as state 
variables. The idea is that the execution of BPEL produces a computation which is a sequence of states. Each 
next state in the sequence is the result of applying in parallel the updates of exactly one rule to the current state. 
The rule that is chosen to be executed is a rule whose guard is true in the current state. If there is more than one 
rule whose guard evaluates to true in the current state, one of them is chosen non-deterministically. If no guard is 
true, then the computation halts.  
The structure of BPEL Abstract Machine consists of different types of DASM agents representing process 
instances and Activity agents - created dynamically by process agents for executing BPEL structured activities. 
Each BPEL pattern {<on message> operation; logic of transition; final operation} corresponds to transition. 
The full BPEL abstract machine is a DASM that has components, each of them is again a DASM. The [Farahbod, 
2004] formalization of the key semantic aspects of BPEL in terms of a hierarchically defined BPEL Abstract 
Machine can be further developed for the aims of mapping such formalization to semantic services description 
using WSMO framework.  
 

WSMO 
The Web Services Modeling Ontology framework - WSMO [WSMO Specification, 2005] considers the semantic 
description of Web Services as including Capability (functional) and Interfaces (usage).  
WSMO Web Service Interfaces are concerned with service consumption and interaction. Service Interface 
Description uses Ontologies as data model. This means that all data elements interchanged are ontology 
instances and service interface represents evolving ontology. Sub-concepts of Service Interface are 
Choreography and Orchestration. In WSMO service interface description represents the dynamics of information 
interchange during service consumption and interaction and supports ontologies as the underlying data model. 
Service Interface Description Model in WSMO framework consists of: 

• Vocabulary Ω, that is ontology schema(s) used in service interface description and usage for 
information interchange: in, out, shared, controlled. 

• States ω(Ω) that are a stable status in the information space, defined by attribute values of ontology 
instances; 

• Guarded Transition GT(ω) representing state transition with general structure: if (condition) then 
(action) but different for Choreography and Orchestration. 

The conceptual model of WSMO orchestrations and WSMO Choreography [Roman et al., 2005] may be 
described with ASM-based formal semantics. 
So ASM is a conceptual base for describing of the formal semantics of non-semantic web services descriptions 
and the semantic ones. But there are two different layers of abstraction in BPEL-based ASM formalization and 
WSMO description of SWS interface. To construct a bridge between these representations it is proposed to 
provide Case-based mapping from BPEL to WSMO through ASM paradigm. As WSMO is still developing the 
proposed approach is the conceptual one. The proposed tool for semi-automatically mapping of BPEL functional 
semantic to WSMO description is a part of INFRAWEBS Case-Based Designer intended to semiautomatic 
conversion of non-semantic Web services to Semantic Web Services.  
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BPEL-based Editor 

The approach consists in constructing a bridge between two different levels of abstractions in the two ASM-based 
formalizations (Fig. 1). We have to find relation between BPEL and WSMO service model description. To develop 
the BPEL-based editor first it is necessary to formalize the semantics in imported BPEL-file.  

 
Because of no formal definition of the semantics is provided by the BPEL so we need to explore the formal 
meaning of activities in BPEL using ASM paradigm. The semantics of BPEL describe how the language provides 
interactions. Modelling these semantics requires mapping between activities. An approach to mapping of BPEL to 
ASM is given in [Farahbod et al, 2004], but we need to enrich it by annotating it with ontologies. 

The BPEL is a directed graph. N transitions from state Si are mapped. A link connects one source activity to one 
target activity. An activity can have multiple incoming and outgoing links that can be guarded. On the basis on the 
graph the mapping transitions, mapping states and connecting state skeletons can be made. Each activity is 
mapped to different kinds of agents in DASM formalization. 

To make a matching to WSMO service interface let’s consider:  

Data-flow aspect - the concrete syntax of activity is reviewed; then a semantic mapping for the abstract 
syntax representation of this fragment of the activity is defined. This needs to include the mapping for 
basic control flow. 

Control-flow aspect - The abstract definition of a web service (via WSDL as a port type with an 
operation) can be mapped to an activity since it comprises a self-contained functionality. The 
<partnerLinkType> definitions describe relationships between different activities without detailing the 
type of dependency (task, resource, goal). 

Data Handling - variables hold message data and state information.  

The proposed Functionality of the editor is as follows: 
• load BPEL file, 
• parse BPEL file, 
• generate an ASM for each of the component processes, the component processes may be viewed 

either graphically or textually, 
• load ontologies,  
• matching/annotation,  
• results of matching/annotation,  
• export WSMO service interface (formal behaviour model). 

The editor is been realizing as a plug-in to Eclipse (Fig. 2).  

The following panes are proposed: 
• BPEL XML Tree View  
• BPEL Process Activities List  
• WSDL Service Description List  
• ASM formalization 
• Mapper/annotator  

BPEL ASM-based 
formalization 

WSMO interface 
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At present we have modelled and formalized the web service compositions constructed in the BPEL standard 
specification. Further work is required with respect to transactional modelling. We are also working in 
decomposition based upon a resource model of how BPEL processes are composed to distributed requirements.  
 

Fig.2   

Conclusion 

BPEL provides the model and XML-based grammar that define the interactions between a process and its 
partners using Web Services interfaces. BPEL also defines the states and logic of coordination between these 
interactions and systematic ways of dealing with exceptional conditions. But BPEL itself cannot explicitly describe 
the content and meaning of a Web service/process. Formalizing BPEL by ASM aims to get strict meaning of the 
functional semantics of the BPEL-based Web service and to migrate to WSMO description of semantic Web 
service interface. By using ASM the semantics of BPEL may be defined by the work of an abstract interpreter 
whose behavior is expressed in terms of transition rules. The states of the interpreter are represented by a 
number of dynamic functions. The semantics of the BPEL components is describing by a corresponding transition 
rule which indicates in what way a dynamic function should be updated in the process of execution of its 
component. Mapping to WSMO service interface is proposed by matching/annotation a state with ontology, and 
guarded transition by transition rules that express changes of states from activities in BPEL-file with ontologies. 
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ADJUSTING WSMO API REFERENCE IMPLEMENTATION 
TO SUPPORT MORE RELIABLE ENTITY PERSISTENCE1 

Ivo Marinchev 

Abstract: In the presented paper we scrutinize the persistence facilities provided by the WSMO API reference 
implementation. It is shown that its current file data-store persistence is not very reliable by design. Our ultimate 
goal is to explore the possibilities of extending the current persistence implementation (as an easy short-run 
solution) and implementing a different persistent package from scratch (possible long-run solution) that is more 
reliable and useful. In order to avoid “reinventing the wheel“, we decided to use relational database management 
system to store WSMO API internal object model. It is shown later that the first task can be easily achieved 
although in not very elegant way, but we think that the later one requires some changes in the WSMO API to 
smooth out some inconsistencies in the WSMO API specification in respect to other widely used Java 
technologies and frameworks.  

Keywords: Semantic Web Services, Web Service Modelling Ontology (WSMO), WSMO API, WSMO4J. 

ACM Classification Keywords: H.3.2 Information Storage: File organization; I.2.4 Knowledge Representation 
Formalisms and Methods: Representation languages  

Introduction 
Web services are defining a new paradigm for the Web in which a network of computer programs becomes the 
consumer of information. However, Web service technologies only describe the syntactical aspects of a Web 
service and, therefore, only provide a set of rigid services that cannot be adapted to a changing environment 
without human intervention. Realization of the full potential of the Web services and associated service oriented 
architecture requires further technological advances in the areas of service interoperation, service discovery, 
service composition and orchestration. A possible solution to all these problems is likely to be provided by 
converting Web services to Semantic Web services. Semantic Web services are “self-contained, self-describing, 
semantically marked-up software resources that can be published, discovered, composed and executed across 
the Web in a task driven semi-automatic way” [Arroyo et al, 2004].  
There are two major initiatives aiming at developing world-wide standard for the semantic description of Web 
services. The first one is OWL-S [OWL-S, 2004], a collaborative effort by BBN Technologies, Carnegie Mellon 
University, Nokia, Stanford University, SRI International and Yale University. The second one is Web Service 
Modelling Ontology (WSMO) [Roman et al, 2004], a European initiative intending to create an ontology for 
describing various aspects related to Semantic Web Services and to solve the integration problem.  
As part of the later initiative the WSMO API specification and reference implementation [WSMO4J] has been 
developed. WSMO4J is an API and a reference implementation for building Semantic Web Services applications 
compliant with the Web Service Modeling Ontology. WSMO4J is compliant with the WSMO v1.0 specification 
[WSMO v1.0] (20 Sep 2004). At the time of this writing the WSMO API reference implementation is version 0.3 
(alpha), that means that it is far from completed product and is subject to changes without prior notice. 
Nevertheless the API is incomplete as part of our work on the INFRAWEBS project [Nern et al, 2004] we have to 
utilize the WSMO4J package as it is the only available working implementation of the WSMO specifications.  
 

                                                           
1 The research has been partially supported by INFRAWEBS - IST FP62003/IST/2.3.2.3 Research Project No. 
511723 and “Technologies of the Information Society for Knowledge Processing and Management” - IIT-BAS 
Research Project No. 010061. 
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Current State of the Art 
At the time of this writing the reference implementation of the WSMO API [WSMO4J] can export its internal data 
model to a set of binary files organized in a bundle of directories that correspond to the major entity (entities that 
are identifiable according to WSMO API terms) types. Every identifiable entity is saved as a separate file that 
contains the serialized entity identifier, then the Java object that represents the entity and at the end several lists 
of identifiers corresponding to the different groups of entities that are subordinates of the current entity. The order 
in which these lists are serialized to the output file (stream) is implementation specific and is implemented by 
several internal classes named entity-type processors. Every entity type has separated processor class that 
serializes/deserializes the corresponding objects to/from their persistent state. The subordinate entities are stored 
in the same way in separate files and so on. Fig. 1 shows the directories created by the file data-store. In 
practice, this simple solution appears to be very unreliable and a relatively small problem may incur enormous 
data-losses. The reader also has to keep in mind that this storage mechanism is intended to be used for 
processing ontologies. And all of the ontologies that are applicable to real-world problem tend to be extremely 
large. 

This ad hoc solution is simple and does not require any third 
party programs/libraries but it has several major drawbacks 
that prevent it to be used in a production system. Some of 
them are implementation problems and can be easily 
circumvented but others require rather sophisticated solutions 
to general purpose problems. Below we enumerate some of 
the problems: 
1. If a certain entity is loaded, all its dependent entities are 

loaded as well no matter whether they are needed or not. 
2. If any object has to be changed all its subordinate objects 

are overwritten again no matter if they are changed or 
not. Moreover because the implementation of the 
ObjectOutputStream in Java serializes objects by 
reachability (when an object is serialized all objects that 
are referenced by it are serialized as well) a certain object 
is serialized as many times as the number of objects that 
refers to it in direct and indirect way! Such persistence 
scheme brings enormous excessive overhead in the 
serialization of large object graphs and the worst is that 
the overhead increases exponentially with the size of the 
object graph. A possible solution to the later problem is all 
objects to implement Externalizable interface in order to 
control their serialization process but even it will not 
remove all unneeded read/write operations. 

3. In the current implementation, the file names correspond 
to the entity identifiers. These identifiers may become 
rather long. This is especially important as many 

identifiers are created from URLs and at the same time, many of the entities have the identifiers that extend 
the identifier of its parent entity (for example axioms that are part of the ontology). The implementation 
makes the file names additionally longer by encoding some special characters that may be prohibited by 
certain file systems (for example / is encoded with .fslash., : with .colon., * with .star.). At the same time most 
of the file systems do not allow file names with more than 255 characters. 

4. The store operations are not atomic. Thus, there is no guarantee that the data will remain consistent and the 
original object graph can be recreated from its serialized state. For example if an exception occurs when the 
data is being saved, the operation is terminated and the on-disk structures remain in an unpredictable and 

 
Fig. 1: Directories created by the 

“FileDataStore” class of the reference 
implementation. 
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undeterminable state – the user neither can fix them, nor can turn them to their state before the last 
operation occur (roll back the last operation). 

5. The store implementation is not thread-safe due to the usage of fields to transfer data between methods. But 
even that one can instantiate several different data-store objects they can not work on the same store 
simultaneously because of the lack of any locking or synchronizations. 

 

In short, if we use database terminology, the current implementation is very far from being ACID1 compliant. It is 
obvious that any of the above issues can be solved but the solutions are usually very sophisticated, and one 
ultimately will implement complete transactional database storage engine in order to solve all of them. 

Using Relational Database as a Data Store 
The first improvement that we implemented was to move the persistent data to the relational database by just 
replacing the file data-store directories with the database tables. The tables consist of two columns: the first one 
for the entity identifier, and the second column of type BLOB (Binary Large Object) that stores the serialized Java 
objects. This extension was relatively easy to be implemented. We changed several private methods that deal 
with the file names and entity types (getFileNameFor, getEntityType, etc.) to work with the database tables and 
records, and then we changed all of methods that serialize and deserialize data to store/load it to the 
corresponding BLOB fields instead of using file output and input streams. In order to be able to use the 
transaction facilities provided by all modern relational database management systems (RDBMS) we use a single 
database connection that is initiated at the beginning of the store process and get committed at its end (or rolled 
back in case of exceptional circumstances). 
Even with these simple modifications, we get several important advantages: 

1. We get atomic changes – all of the changes are written or all are discarded at once. 
2. No data is lost in case the storing gets terminated - not only by checked exception but even if the whole 

process is terminated by the unchecked one. 
3. The store may be physically located on the remote system. 
4. Several different client processes can use the store simultaneously. 
5. The store may use the back-up, replication, and clustering facilities provided by the underlying RDBMS. 
6. The store uses the data caching provided by the database. 
7. The database can be changed at will if one does not use proprietary database extensions. 

Avoiding Identity-Lists Serialization 
The next logical consequent step is to start removing object serializations. As it was discussed earlier when a 
certain entity is persisted the file data-store in the reference implementation serializes first the entity identifier, 
then the entity object and at the end several lists of the identifiers of the entities that depend on the current one in 
the entity hierarchy. This last step is entity type specific and is implemented by a specialized entity processors for 
different type of entities that take care of saving, loading the lists (Vectors in Java terms) of identifiers. 
Using the information from these entity processor classes, we created a separate table columns that hold the lists 
of identities of a given type. For example, for the “capability processor”, we created columns for Assumptions list, 
Pre-Conditions list, Post-Conditions lists, and Effects list. Thus, the content of the database tables gets more 
human readable and it is easier to debug potential problems, but we have to emphasize that the database is still 
not even in the first normal form (1NF) - it requires all table columns to be atomic. 

Utilizing Object-Relational Frameworks  
The newly created columns in fact represent the relationships between the entities represented by the 
corresponding table rows and their dependent entities. That is why we can remove these columns and replace 
them with foreign key columns in the dependent tables for one-to-many relationships and with relationship tables 
                                                           
1 ACID – Atomicity (states that database modifications must follow an “all or nothing” rule), Consistency (states 
that only valid data will be written to the database), Isolation (requires that multiple transactions occurring at the 
same time not impact each other’s execution), Durability (ensures that any transaction committed to the database 
will not be lost). 
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for the many-to-many relationships. Dealing with one-to-many relationships with hand-written code is boring but 
not a complicated task. But the many-to-many relationships can become really problematic to be manipulated as 
they use additional (relationship) tables and the WSMO object model even have many-to-many reflexive 
relationships (for example the one between concepts and sub-concepts of the ontology). These facts imply that 
the programming code needed to deal with all these “housekeeping” activities will be much more than the code 
that implements the actual business logic. 
At this point one can realize that the required changes to the original reference implementation become rather 
complex and in fact we start “reinventing the wheel” that is already created by others. So, the wise approach to 
this problem is to use some object-relational mapping frameworks to do the work for us. There are a lot of such 
frameworks available (for example Java Data Objects [JDO] implementations, Hibernate [Hibernate], Oracle 
TopLink [TopLink], and others) and many of them are open-source and free even for commercial use. The 
common feature of all these frameworks is that they use XML configuration files to specify how the objects, fields 
and relationships (object model) are mapped to the corresponding database tables and columns (relational 
model). The basic idea behind these mapping files is to keep the object model and the relational model loosely 
coupled so that the two models can be changed independently. Utilizing such framework provides other useful 
features:  

1. Automatic generation of database queries; 
2. Loading/saving/updating the complete object graph with a single method call; 
3. Lazy-loading (or on-demand loading)1; 
4. Tracking the user changes and updating just the changed fields; 
5. Support for many different RDBMS; 
6. Object caching - even distributed caching is possible; 
7. Other specific features.  

For our purpose the lazy-loading is extremely useful because if one wants to load and change a certain entity it 
does not need to load and save the complete sub-graph that originates from this entity. 
Unfortunately, it appears that several significant issues arise in any attempt of integration between object-
relational mapping framework and the current version of the WSMO API and its reference implementation. These 
issues are discussed in the next section. At the end of it, we represent one possible solution of the problem and 
why we think the proposed changes are appropriate. 
 

Problems with the Current Version of WSMO API and its Reference Implementation  
The most serious problem concerning the applicability of the OR mapping framework with the WSMO API (and its 
reference implementation) is that the object-relational frameworks work with JavaBeans classes/objects. We do 
not know why WSMO API was specified and implemented in its current form, but the fact is that all of the entity 
classes in it deviate from the JavaBeans specification [JavaBeans]. Specifically they lack the properly named 
accessor and mutator methods for the non-primitive types. At the same time, all methods for accessing non-
primitive types are named as listXXX. We do not know why such naming scheme has been selected but we think 
that it is even not very intuitive. The worst is that at the same time listXXX methods return value is of type 
java.util.Set. In fact, the following issues appear:  

1. The names of the property accessor methods are misleading for the user and deviate from other well-
known framework and the JavaBean specification. 

2. The semantics of the Set and List data types are significantly different as the list is an ordered collection 
of elements. More over unlike sets, lists typically allow duplicate elements. More formally, lists typically 
allow pairs of elements e1 and e2 such that e1.equals(e2), and they typically allow multiple null 

                                                           
1 The framework loads the expensive (in memory footprint and construction time) object fields and referenced 
objects just before they are accessed by the client program. This feature is usually very flexible and can be 
configured in the mapping files on a field level. 
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elements if they allow null elements at all. So the words list and set is not very appropriate to be used 
interchangingly. 

3. Using “un-typed” return types in the listXXX methods in the otherwise very strongly typed specification is 
somewhat strange decision. 

 

It is true that we can overcome the first problem by sub-classing all needed entity classes of the reference 
implementation and turn them to regular JavaBeans by adding the missing accessor and mutator methods and 
then create mappings for the newly introduced classes. But we do not want any consequent version of the 
reference implementation to break our “extension”, or to require conversions of the database schema. So, this 
solution does not seem appropriate in the long-run. 
At the end we will express our inner conviction that the persistence package has to be as loosely coupled as 
possible to the rest of the implementation, and to be written as much as possible against the specification not 
against the implementation as it is now. In the confirmation of the later we propose the WSMO API specification 
to be changed in the following way: 

1. Add the missing get/set methods to the entity interfaces to turn the implementation classes in correct 
JavaBeans. 

2. Introduce type-safe sets for any entity type that is needed and return them in the corresponding property 
accessor methods instead of java.util.Set. 

 

Conclusion 
As a conclusion we want to point out that although it is in its early stage of development and the fact that it is or 
still may be immature in some of its parts, the WSMO4J is sound enough to be used as a development tool in the 
research projects, and facilitates researchers in the early adoption of the WSMO related technologies. We hope 
that the WSMO API working group will take into account our remarks and suggestions and even they are rejected 
they will contribute in some way in the future improvements of the specification and/or implementation. 
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