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LOW-POWER TRACKING IMAGE SENSOR BASED ON BIOLOGICAL  
MODELS OF ATTENTION 

Alexander Fish, Liby Sudakov-Boreysha, Orly Yadid-Pecht 

Abstract: This paper presents implementation of a low-power tracking CMOS image sensor based on biological 
models of attention. The presented imager allows tracking of up to N salient targets in the field of view. Employing 
"smart" image sensor architecture, where all image processing is implemented on the sensor focal plane, the 
proposed imager allows reduction of the amount of data transmitted from the sensor array to external processing 
units and thus provides real time operation. The imager operation and architecture are based on the models 
taken from biological systems, where data sensed by many millions of receptors should be transmitted and 
processed in real time. The imager architecture is optimized to achieve low-power dissipation both in acquisition 
and tracking modes of operation. The tracking concept is presented, the system architecture is shown and the 
circuits description is discussed.  

Keywords: Low-power image sensors, image processing, tracking imager, models of attention, CMOS sensors 

ACM Classification Keywords: B.7.0 Integrated circuits: General, I.4.8 Image processing and computer vision: 
scene analysis: tracking 

1. Introduction 

Real time visual tracking of salient targets in the field of view (FOV) is a very important operation in machine 
vision, star tracking and navigation applications. To accomplish real time operation a large amount of information 
is to be processed in parallel. This parallel processing is a very complicated task that demands huge computation 
resources. The same problem exists in biological vision systems. Compared to the state-of-the-art artificial 
imaging systems, having about twenty millions sensors, the human eye has more than one hundred million 
receptors (rods and cones). Thus, the question is how biological vision systems succeed to transmit and to 
process such a large amount of information in real time? The answer is that to cope with potential overload, the 
brain is equipped with a variety of attentional mechanisms [1]. These mechanisms have two important functions: 
(a) attention can be used to select relevant information and/or to ignore the irrelevant or interfering information; 
(b) attention can modulate or enhance the selected information according to the state and goals of the perceiver. 
Most models of attention mechanisms are based on the fact that a serial selection of regions of interest and their 
subsequent processing can greatly facilitate the computation complexity.  Numerous research efforts in 
physiology were triggered during the last five decades to understand the attention mechanism [2]-[10]. Generally, 
works related to physiological analysis of the human attention system can be divided into two main groups: those 
that present a spatial (spotlight) model for visual attention [2]-[4] and those following object-based attention [5]-
[10]. The main difference between these models is that the object-based theory is based on the assumption that 
attention is referenced to a target or perceptual groups in the visual field, while the spotlight theory indicates that 
attention selects a place at which to enhance the efficiency of information processing.  
The design of efficient real time tracking systems mostly depends on deep understanding of the model of visual 
attention. Thus, a discipline, named neuromorphic VLSI that imitates the processing architectures found in 
biological systems as closely as possible was introduced [11].  Both spotlight and object-based models have 
been recently implemented in analog neuromorphic VLSI design [12]-[23]. Most of them are based on the theory 
of selective shifts of attention which arises from a saliency map, as was first introduced by Koch and Ullman [12]. 
Object-based selective attention systems VLSI implementations in 1-D and lately 2-D were presented by Morris et 
al [13]-[16]. An additional work on an analog VLSI based attentional search/tracking was presented by Horiuchi 
and Niebur in 1999 [17].  
Many works on neuromorphic VLSI implementations of selective attention systems have been presented by 
Indiveri [19]-[21] and others [22]-[23]. In 1998 Brajovic and Kanade presented a computational sensor for visual 
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tracking with attention. These works often use winner-take-all (WTA) [24] networks that are responsible for 
selection and tracking inputs with the strongest amplitude. This sequential search method is equivalent to the 
spotlight attention found in biological systems. 
Most previously presented neuromorphic imagers utilize image processing implemented on the focal plane level 
and employ photodiode or phototransistor current-mode pixels. Typically, each pixel consists of a photo detector 
and local circuitry, performing spatio-temporal computations on the analog signal. These computations are fully 
parallel and distributed, since the information is processed according to the locally sensed signals and data from 
pixel neighbors. This concept allows reduction in the computational cost of the next processing stages placed in 
the interface. Unfortunately, when image quality and high spatial resolution are important, image processing 
should be performed in the periphery. This way a high fill factor (FF) can be achieved even in small pixels. 
This paper presents implementation of a low-power tracking CMOS image sensor based on a spotlight model of 
attention. The presented imager allows tracking of up to N salient targets in the field of view. Employing image 
processing at the sensor focal plane, the proposed sensor allows parallel computations and is distributed, but on 
the other hand most of the image processing is performed in the array periphery, allowing image quality and high 
spatial resolution. The imager architecture is optimized to achieve low-power dissipation both in acquisition and 
tracking modes of operation. This paper is a continuation of the work presented in [25], where we proposed to 
employ a spotlight model of attention for the bottleneck problem reduction in high resolution "smart" CMOS image 
sensors and of the work presented in [26], where the basic concept for an efficient VLSI tracking sensor 
was presented.  
Section 2 briefly describes spotlight and object-based models of attention and presents system architecture of the 
proposed sensor. Low-power considerations, as well imager circuits description are shown in Section 3. Section 4 
discusses advantages and limitations of the proposed system. Conclusions and future work are presented 
in Section 5. 

2. Tracking Sensor Architecture 
The proposed tracking sensor operation is based on the imitation of the spotlight model of visual attention. 
Because this paper presents concepts taken from different research disciplines, first, a brief description of 
existing models of attention is presented for the readers that are not familiar with this field. Then, the proposed 
sensors architecture is shown.  
 

2.1 Existing Attention Models 
Much research was done in attention during the last decades and numerous models have been proposed over 
the years. However, there is still much confusion as to the nature and role of attention. All presented models of 
attention can be divided to two main groups: spatial (spotlight) or early attention and object-based, or late 
attention. While the object-based theory suggests that the visual world is parsed into objects or perceptual 
groups, the spatial (spotlight) model purports that attention is directed to unparsed regions of space. Experimental 
research provides some degree of support to both models of attention. While both models are useful in 
understanding the processing of visual information, the spotlight model suffers from more drawbacks than the 
object-based model. However, the spotlight model is simpler and can be more useful for tracking imager 
implementations, as will be shown below.  
 

2.1.1 The Spatial (Spotlight) Model 
The model of spotlight visual attention mainly grew out of the application of information theory developed by 
Shannon. In electronic systems, similar to physiological, the amount of the incoming information is limited by the 
system resources. There are two main models of spotlight attention. The simplest model can be looked upon as a 
spatial filter, where what falls outside the attentional spotlight is assumed not to be processed. In the second 
model, the spotlight serves to concentrate attentional resources to a particular region in space, thus enhancing 
processing at that location and almost eliminating processing of the unattended regions. The main difference 
between these models is that in the first one the spotlight only passively blocks the irrelevant information, while in 
the second model it actively directs the "processing efforts" to the chosen region.  
Figure 1(a) and Figure 1(b) visually clarify the difference between the spatial filtering and spotlight attention.  



International Journal "Information Theories & Applications" Vol.14 / 2007 
 

 

105

 

 
Figure 1 (a). An example of spatial filtering 

 
Figure 1 (b). An example of spotlight model of attention 

 

A conventional view of the spotlight model assumes that only a single region of interest is processed at a certain 
time point and supposes smooth movement to other regions of interest. Later versions of the spotlight model 
assume that the attentional spotlight can be divided between several regions in space. In addition, the latter 
support the theory that the spotlight moves discretely from one region to the other.  
 

2.1.2 Object-based Model 
As reviewed above, the spotlight metaphor is useful for understanding how attention is deployed across space. 
However, this metaphor has serious limitations. A detailed analysis of the spotlight model drawbacks can be 
found in [1]. An object-based attention model suits more practical experiments in physiology and is based on the 
assumption that attention is referred to discrete objects in the visual field. However being more practical, in 
contrast to the spotlight model, where one would predict that two nearby or overlapping objects are attended as a 
single object, in the object-based model this divided attention between objects results in less efficient processing 
than attending to a single object. It should be noted that spotlight and object-based attention theories are not 
contradictory but rather complementary. Nevertheless, in many cases the object-based theory explains many 
phenomena better than the spotlight model does. 
The object-based model is more complicated for implementation, since it requires objects' recognition, while the 
spotlight model only requires identifying the regions of interest, where the attentional resources will be 
concentrated for further processing.  
 

2.2 System Architecture 
The proposed sensor has two modes of operation: target acquisition and target tracking. In the acquisition mode 
N most salient targets of interest in the FOV are found. Then, N windows of interest with programmable size 
around the targets are defined. These windows define the active regions, where the subsequent processing will 
occur, similar to the flexible spotlight size in the biological systems. In the tracking mode, the system sequentially 
attends only to the previously chosen regions, while completely inhibiting the dataflow from the other regions.  
The proposed concept permits choosing the attended regions in the desired order, independent on the targets 
saliency. In addition it allows shifting the attention from one active region to the other, independent of the distance 
between the targets. The proposed sensor aims to output the coordinates of all tracking targets in real time. 
Similar to biological systems, which are limited in their computational resources, the engineering applications are 
constrained with low-power dissipation. Thus, maximum efforts have been done to reduce power consumption in 
the proposed sensor. This power reduction is based on the general idea of "no movement – no action", meaning 
that minimum power should be dissipated if no change in the targets position occurred. 
Figure 2 shows the architecture of the proposed tracking sensor. The sensor includes (a) A Pixel array with a two 
dimensional resistive network , (b) Y-Addressing and X-Addressing circuitry consisting of N digital registers for 
target windows definition and for image readout control, (c) an analog front end (AFE) for image readout, (d) A 
current Looser-take-all (LTA) circuit for target detection during the acquisition mode, (e) two analog 1-D center of 
mass (COM) computation circuits for X and Y COM coordinates update (each consists of 1-D analog current 
mode Winner-take-all (WTA) circuit), (f) Analog memory for temporal storage of loser values of all rows during the 
acquisition mode and digital memory for targets coordinates storage, (g) acquisition mode control and target 
mode control blocks.  
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Figure 2. Architecture of the proposed tracking sensor. 

 

In the acquisition mode the sensor finds the N most salient targets in the FOV and calculates their centroid 
coordinates. This is achieved in the following way: all neighboring pixels are connected by resistors (implemented 
by transistors), creating the resistive network. The pixel voltage becomes smaller if it is more exposed, and the 
local minimum of the voltage distribution can be regarded as the centroid of the target, corresponding to the 
exposed area. This minimum is found using an analog looser-take-all circuit (LTA). At the first stage of the 
acquisition mode, all pixels of the whole image are activated. The global minimum, corresponding to the brightest 
target is located using a one dimensional LTA circuit. To achieve this purpose, the whole image is scanned row 
by row (using one of the digital shift registers in the Y-addressing circuitry), finding the local minimum in each row. 
Then, the row local minima are input to the same LTA circuit again and the global minimum is computed. A more 
detailed description of this concept can be found in [27], where the two dimensional WTA computation was 
performed using two 1-D WTA circuits. Once the first brightest target is found, the system defines a small size 
programmable window, with the center located at the target centroid coordinates. The size of this window is 
predefined by the user before the acquisition mode starts and depends on the target size. While finding the 
second bright target in the FOV, all pixels of the first window, consisting of the brightest target found during the 
first search, are deactivated. This way, the bright pixels of the first target do not influence the result of the second 
search. The remains N-1 targets are found in the same way. As a result, at the end of the acquisition mode all 
centroid coordinates of the N most salient targets in the FOV are stored in the memory and N small windows 
around these coordinates are defined. The window definition is performed using two digital shift registers. Thus, 
2N shift registers are required to define N different windows. The acquisition mode control block is responsible for 
defining and positioning these active windows. Note, that the acquisition mode is very inefficient in terms of power 
dissipation because the whole sensor array is activated and the LTA operation and windows definition are power 
inefficient operations. On the other hand, the acquisition is a very rare operation and its time can be neglected in 
comparison with the tracking period. 
Once the sensor has acquired N salient targets, the tracking mode is initiated. The predefined windows serve as 
a spotlight in biological systems, such that only the regions inside the windows are processed. Opposite to 
biological systems, these "spotlights" attend only to the regions predefined in the acquisition mode. Thus, even if 
new more salient objects appear during the tracking, the attention to the chosen regions is not influenced.  
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Because the sensor is in the tracking mode most of the time, it is very important to achieve very low-power 
dissipation in this mode. In the proposed system this is achieved in the following ways: 
1. Only pixels of active windows and the circuitry responsible for proper centroid detection and pixels readout are 

active. The remaining circuits (including most pixels of the array) are disconnected from the power supply. 
2. All shift registers in Y-addressing and X-addressing circuitries are optimized for low frequencies operation by 

leakage currents reduction.  
3. During the tracking mode the sensor doesn't calculate new centroid coordinates. A simple analog circuit 

(COM update block in Figure 2) checks if the new centroid location differs from the centroid location of the 
previous frame. In the case that no difference was found, the circuit does not need to perform any action, 
significantly reducing system power dissipation. This principle suits the general idea of "no movement – no 
action". If the target changes its position, the "shift left" or "shift right" (both for x and y) signals are produced 
by the COM update blocks. These signals are input to the tracking mode control block and the appropriate 
shift register performs movement to the right direction, correcting the location of the window. 

4. Each active window definition is performed using two shift registers. This windows definition method allows 
switching from one target of interest to another without any need in accessing the memory and loading the 
new target coordinates. This way the switching time between different objects does not depend on the 
distance between the targets and sensor power dissipation is reduced. 

3. Circuits Description 

In this Section we present some of the most important circuits, utilized by the sensor. This includes current mode 
LTA circuit, current mode WTA circuit, X-COM and Y-COM update circuits and ultra low-power shift registers. The 
pixel is implemented as a standard global-shutter active pixel sensor (APS) [28] with current mode readout 
instead of a conventional source follower amplifier inside the pixel. This current mode readout allows parallel read 
out and summarization of currents from all pixels in the active window at the same time. These summarized 
currents then are used for further processing by the X-COM and Y-COM update circuits, as described below. In 
addition, a conventional video data readout is available.    
3.1 Current Mode Loser-Take-All (LTA) circuit 
As previously mentioned, LTA circuit is responsible for targets detection and their COM computation during the 
acquisition mode. Since the COM computation is done in a serial manner and should be performed accurately, 
high speed and high precision LTA circuit is required. In addition, current mode LTA is required (pixels outputs 
are currents). Most of the previously presented LTA solutions are not suitable for the proposed sensor design. As 
a result, we use a LTA circuit that we have recently developed to achieve high speed and high precision [29].  
Figure 3 shows cells 1 and k (out of the N interacting cells) of the LTA circuit. Cell k receives a unidirectional input 
current, Iink, and produces an output voltage Voutk. This output has a low digital value if the input current Ik is 
identified as loser, and high, otherwise. The circuit applies two feedbacks to enhance the speed and precision: 
the excitatory feedback ∆Ik and inhibitory feedback ∆Iavgk. The basic operation of the LTA is based on input 
currents average computation and comparison of the input current of each cell to that average. The local 
excitatory feedback works to increase the compared average value in each cell, allowing that cell to be a loser. 
Oppositely, the inhibitory feedback works globally by reduction of the input currents average value and thus 
allowing inhibition of non-losing cells. A more detailed description of the circuit operation is provided below. The 
LTA circuit operates as follows: the drains of M1 transistors of all N cells of the array are connected to the drains 
of M4 transistors by a single common wire with voltage Vcom. The circuit starts the competition by applying 
Rst='1' for a short period of time. This way the excitatory feedback ∆Iin and the inhibitory feedback ∆Iavgk are 
cancelled. Assuming that all N cells in the array are identical and Rst='1' is applied, ∆Iavgk = 0A and the current 
I'avg, through M1k, is equal to the average of all input currents of the array, neglecting small deviations in the 
referenced input currents. I'avg is copied to M3k by the NMOS current mirror (M1k and M3k) and is compared with 
the input current Iink copied by the PMOS current mirror (M2k and M5k). If Iink=I'avg then Voutk=VDD/2, assuming 
the same drivability factor K of M3k and M5k transistors. 
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Figure 3. Cells 1 and k (out of N) of the LTA circuit. 
  

An increase in input current Iink relatively to I'avg causes an increase in Voutk due to the Early effect. This way, 
during the reset phase, input currents of all cells are compared to the average of all input currents of the array, 
producing a unique output Voutk for every cell. The cell having the smallest input current value produces the 
smallest Voutk voltage. With the completion of the reset phase, i.e. Rst='0', the excitatory feedback ∆Ik and the 
inhibitory feedback ∆Iavgk are produced. The Voutk node inputs to the gate of M6k PMOS transistor, thus the cell 
with the smaller Vxk (smaller input current) produces a higher current I7k through M6k and M7k. This current is 
copied by the NMOS current mirror (M7k and M8k), creating the excitatory feedback ∆Ik. On the other hand, I7k is 
copied by the NMOS current mirror (M7k and M9k), resulting in inhibitory feedback ∆Iavgk. ∆Ik is added to the 
I'avg flowing through M3k and ∆Iavgk is subtracted from the average of all input current by connection M9k 
transistor to the COM node, decreasing the I'avg value. This way, every cell produces a new Voutk voltage value, 
according to the comparison between the input current Iink and a sum of a current produced by the excitatory 
feedback ∆Ik and a new value of current I'avg, that is now given by: 
 

1 1 1'

N N N

k k k
k k k

Iin Iavg Iavg
I avg Iavg

N N
= = =

− Δ Δ
= = −
∑ ∑ ∑

                                                          (1) 
 

where Iavg is the average of all input currents of the array and N is the number of array cells. For the cell, having 
the smallest input current, the difference between Iink and a sum of ∆Ik and I'avg grows, thus decreasing 
Voutk value.  

The computation phase is finished after one cell only is identified as a loser, producing Voutk=’0’. All other cells 
are identified as winners with Voutk=’1’. In this steady-state the excitatory and inhibitory feedbacks of the all 
winner cells and I'avg are approximately equal to zero, while ∆Iavgk of the loser cell is approximately equal to the 
sum of all input currents. This way the circuit states stable preventing the selection of other potential losers unless 
the next reset is applied and a new computation starts. A more detailed description on the circuit operation can be 
found in [29]. 

To examine the presented LTA circuit it was designed, simulated and fabricated in 0.35um, 3.3V, n-well, 4-metal, 
CMOS, TSMC technology process supported by MOSIS. Table 1 summarizes the main characteristics of the 
circuit. As can be seen, the circuit achieves both high precision and high speed.    
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Parameter Typical value Worst case value (if exists) 

Range of input currents 4 – 25 [μA] ------ 

Voltage supply 1.8V ------ 

Power Dissipation 58uW per cell 75 μW per cell 

Delay 5nsec 95nsec 

Precision 0.1 μA 0.5 μA 

Occupied area (per cell) 26μm*22μm ------ 
 

Table 1: The main characteristics of the designed circuit. 
 
3.2 X-COM and Y-COM update circuits 
As mentioned, during the tracking mode the sensor doesn't calculate the new centroid coordinates. Instead, very 
simple X-COM and Y-COM update circuits (see Figure 4) check if the new X or Y centroid locations (respectively) 
differ from the centroid locations of the previous frame. In the case that no difference was found, the sensor does 
not perform any action, significantly reducing system power dissipation.  
 

 
 

Figure 4. The X-COM and Y-COM update circuit implementation 
 
The X-COM and Y-COM circuits have the same implementation, consisting of (K+1) controlled resistors 
(implemented by transistors), (K+2) digital switches, controlled by window location and (K+2) size analog current 
mode WTA circuit for the array, having K columns/row, respectively. Each COM update circuit receives K 
unidirectional input currents from the sensor array. The input current Iink to the X-COM update circuit is the sum of 
all output pixel currents of the column K, while from the input current Iink to the Y-COM update circuit is the sum of 
all output pixel currents of the row K. During the tracking mode (the COM update circuits are activated only in this 
mode), only pixels inside the windows of interest are activated. Therefore, in this mode, the input current to the 
COM circuit Iink represents the sum of all row/column K active window output currents, for the case where the 
row/column K falls into the window of interest. In case, where the row/column K falls out the window of interest, 
the value of Iink is zero. All input currents input to the resistive network, consisting of (K+1) controlled resistors 
(can either have a normal resistance R or very high resistance Rhigh) and then routed to the WTA circuit by 
switches. Both switches and the resistors are controlled by the windows of interest locations. For the active 
window, spread between column i and column (i+c), the resistors 1 to (i-1) and (i+2) to (K+1) have very high 
resistance Rhigh, while the resistors i to (i+1) are set to have a normal resistance R. This way resistive network, 
consisting of R value resistors is created around the active window of interest. Only two switches (i-1) and (i+1) 
are set to be on, while the others are set to be off. As a result, the WTA circuit receive only two non-zero input 
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currents, representing the X/Y COM coordinates of the target located inside the window of interest. In case these 
currents are equal (the WTA circuit does not succeed to find the winner), the COM coordinates are exactly in the 
center of the window and therefore window location update is not required. On the other hand, if (i-1) current is 
larger than (i+1), it means that the target has moved right relatively to its location in the previous frame and Shift 
Right output is activated. In case if (i-1) current is smaller than (i+1), the Shift Left output is activated. 
3.3 Current Mode Winner-take-all (WTA) circuit 
As mentioned, the X-COM and Y-COM update circuits utilize current mode WTA circuit. The implementation of 
the WTA circuit (see Figure 5) is very similar to the implementation of the LTA circuit, presented in sub-section 
3.1 and detailed description of its operation can be found in [30]. Similarly to the LTA, the WTA circuit employs 
inhibitory and local excitatory feedbacks based on input currents average computation, enhancing precision and 
speed performance of the circuit. Local excitatory feedback provides a hysteretic mechanism that prevents the 
selection of other potential winners unless they are stronger than the selected one by a set hysteretic current. The 
WTA circuit can be useful for integration with circuits operating in the strong inversion region and supplying input 
currents of 3μA-50μA, as well as for subthreshold applications with inputs of 0nA-50nA. It achieves very high 
speed (32nsec for high currents of 3μA-50μA (measured) and 34nsec for subthreshold currents – (simulated)) in 
case when a very small difference between two input currents is applied (30nA for high currents and 1.8nA for 
subthreshold applications). These circuit performances are the direct result from very strong feedbacks applied in 
the circuit. The circuit ability to cope with wide range of input currents is very important for the COM update circuit 
implementation since the inputs to this circuit can have very wide range.  
 

 
 

Figure 5. Cells 1 and k (out of n) of the WTA circuit 
 
3.4 Y-addressing and X-Addressing circuitry implementation  
 Generally, the Y-Addressing and X-Addressing circuitry can be implemented using digital decoders. However, 
using shift registers for read out control reduces power dissipation and the number of global buses. In addition, 
windows of interest can be easily defined using shift-register. As previously mentioned, 2N shift registers are 
required to define N different windows. The architecture of shift register, used in the discussed tracking sensor 
(see Figure 6) , is based on the conventional simple shift register structure and utilizes low-power D-Flip-Flops 
(DFFs), described in details in [31]. 
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Figure 6. Architecture of the conventional shift-right and shift-left register 

 

This register allows shifting of the vector of bits right or left – very important function in windows definition. The 
power dissipation of the shift register can be reduced by examining the nature of the inputs to the register. When 
the register is used for signal readout control, its input vector consists of a single '1' and of (N-1) digital zeros ('0'), 
assuming an N size register. Thus, in steady state, only one (out of N) DFF has '1' in its output. For the case, 
when the register is used for window definition, its input vector consists of K high digital bits and (N-K) low digital 
bits, assuming an N size register defines K*K size window. Usually, K<<N, resulting in the same solution for both 
cases. Figure 7 shows the DFF, optimized for these kinds of input vectors. This master-slave FF is constructed by 
cascading two different transmission gate latches: the first one is the dynamic latch and the second one is 
pseudo-static latch. Having only 15 transistors, this circuit is optimized for leakage current reduction for the case 
of '0' at the FF output. For this case all possible leakage currents in the circuit (signed by arrows in Figure 7) are 
reduced due to connection of two series connected "off" transistors. Note, that for the case of the shift register, 
having an input vector with almost all "high" bits, the presented FF can be optimized in a similar way, taking in 
account the high digital value in the FF output.  

 
Figure 7. DFF, optimized for an input vector consisting of a large number of zeros 

 

To check the suitability of the mentioned DFF circuit for the proposed tracking system, it has been designed and 
implemented in 0.18μm technology to compare the FF design with a set of representative flip-flops, commonly 
used for high performance design. In addition, the low leakage shift register is compared to the register, based on 
conventional FFs. Simulation results show up-to 10% power reduction in case of 10KHZ operation and up-to 60% 
reduction in case of 5 pixels size window definition at 30Hz frequency. More detailed description of the FF and 
SR performances can be found in [31]. 

4. Discussion 
In this section we present the expected performance of the proposed tracking imager and briefly discuss 
advantages and limitations of the current architecture. Table 2 summarizes the expected characteristics of the 
proposed system. The sensor will be fabricated in a standard 0.18µm CMOS technology and will be operated 
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using 1.8V supply voltage. The pixel size is expected to be 7 x 7µm and to achieve fill factor of at least 60%. At 
this stage the test chip will include a relatively small array of 64 x 64. The reason for the small array is failure 
probability reduction and limited budget. On the other hand, this array size still allows showing the proof of 
concept. At the first fabrication phase the system will able to track up to 3 salient targets of interest at 30 frames 
per second. In future designs we are working to increase the number of the tracked targets and to improve real 
time operation, allowing tracking at up to 100 frames per second. As mentioned, the proposed imager employs 
spatial filtering version of the spotlight models of attention, where what falls outside the attentional spotlight is 
assumed not to be processed. The drawback of this method is that during the tracking mode the sensor filters all 
information outside windows of interest, including potential targets that appear in the FOV during the tracking. In 
our future implementations we plan to upgrade the tracking sensor with the spotlight attention model, where the 
spotlight serves to concentrate attentional resources to a particular region in space, thus enhancing processing at 
that location and almost eliminating processing of the unattended regions (but still checking theses regions). 
An additional limitation is that the proposed system does not utilize Correlated Double Sampling (CDS) circuit to 
reduce Fixed Pattern Noise (FPN). CDS implementation in such kind of tracker is not trivial and thus it will be 
implemented only in the next version of the system to reduce failure probability at this stage. Finally, the system is 
expected to achieve very low-power dissipation of less than 2mW. The next generation of this tracking system will 
achieve power dissipation of less than 1mW.   
 

Parameter Expected value 
Technology 0.18µm standard CMOS 

technology 
Array size 64 x 64 
Voltage supply 1.8V 
Pixel Size  7 x 7 µm 
Fill Factor > 60% 
No. of tracked targets 3  
Real time operation  60 frames/second 
Sensor read out 
method 

Global Shutter 

Utilized Attention 
model  

Spatial Filtering 

Bad Pixel Elimination Yes 
FPN Reduction   No  
Power Dissipation < 2mW 

 

Table 2: The expected characteristics of the tracking system. 

5. Conclusions 
Implementation of low-power tracking CMOS image sensor based on biological models of attention was 
presented. Imager architecture and principle of operation were discussed, as well designs of the most important 
circuits, like Winner-Take-All, Looser-Takes-All, COM update and X/Y-Addressing circuits, utilized by the tracking 
system were shown.  A brief description of the spatial and object-based models of attention was also presented. 
The expected system performance was discussed, showing advantages and drawbacks of the proposed sensor.  
The presented imager allows tracking of up to N salient targets in the field of view. The imager architecture is 
optimized to achieve low-power dissipation both in acquisition and tracking modes of operation. Further research 
includes improvement of the current sensor architecture and its realization in an advanced CMOS technology. 
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IMAGE SENSORS IN SECURITY AND MEDICAL APPLICATIONS 

Evgeny Artyomov,  Alexander Fish,  Orly Yadid-Pecht 

Abstract: This paper briefly reviews CMOS image sensor technology and its utilization in security and medical 
applications. The role and future trends of image sensors in each of the applications are discussed. To provide 
the reader deeper understanding of the technology aspects the paper concentrates on the selected applications 
such as surveillance, biometrics, capsule endoscopy and artificial retina. The reasons for concentrating on these 
applications are due to their importance in our daily life and because they present leading-edge applications for 
imaging systems research and development. In addition, review of image sensors implementation in these 
applications allows the reader to investigate image sensor technology from the technical and from other views 
as well.  

Keywords: CMOS image sensors, low-power, security applications, medical applications.  

ACM Classification Keywords: B.8.1.i Hardware - Integrated Circuits - Types and Design Styles - VLSI 

1. Introduction 
Fast development of low-power miniature CMOS image sensors triggers their penetration to various fields of our 
daily life. Today we are commonly used to meet them in digital still and video cameras, cellular phones, web and 
security cameras, toys, vehicles, factory inspection systems, medical equipment and many other applications 
(see Figure 1). The advantages of current state-of-the-art CMOS imagers over conventional CCD sensors are the 
possibility in integration of all functions required for timing, exposure control, color processing, image 
enhancement, image compression and analog-to-digital (ADC) conversion on the same chip. In addition, CMOS 
imagers offer significant advantages in terms of low power, low voltage, flexibility, cost and miniaturization. These 
features make them very suitable especially for security and medical applications. This paper presents a review 
of image sensors utilization in part of the security and the medical applications. 
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Figure 1. Image sensors applications 

During the last few years imaging systems for security applications have been significantly revolutionising. Large, 
high cost and inefficient cameras mostly used for specific military and government applications have been 
replaced with compact, low-cost, low-power smart camera systems, becoming available not only for military and 
government, but for wide spreading in civilian applications. In this paper we will concentrate on two major 
categories: (a) surveillance systems – usually used for observation, anomaly detection and alarming, employing 
one or multiple cameras, (b) biometrics systems – used for access control and person identification. Each of the 
presented categories requires sensors having different specifications: for example, while low-power and 
compactness are the most important features for some surveillance systems, robustness and high image quality 
are the most important requirement in biometric systems. 
Medical applications also benefit from the fast image sensors technology development. Introduction of miniature, 
ultra-low power CMOS image sensors have opened new perspectives to minimally-invasive medical devices, like 
wireless capsules for gastrointestinal tract observation [1]. Here we will review two very important medical 
applications:  
(a) artificial retina – used as an artificial replacement or aid to the damaged human vision system,  
(b) wireless capsule endoscopy – used in minimally invasive gastrointestinal tract diagnostics. 
The remainder of the paper is organized as follows: Section II briefly presents CMOS image sensor technology 
with reference to "smart" CMOS image sensor architecture. The role of image sensors in security applications is 
described in Section III. Section IV reviews medical applications employing state-of-the-art CMOS imagers. 
Section V concludes the paper.  

2. CMOS Image Sensor Technology in a Glance 

The continuous advances in CMOS technology for processors and DRAMs have made CMOS sensor arrays a 
viable alternative to the popular charge-coupled devices (CCD) sensor technology. Standard CMOS mixed-signal 
technology allows the manufacture of monolithically integrated imaging devices: all the functions for timing, 
exposure control and ADC can be implemented on one piece of silicon, enabling the production of the so-called 
“camera-on-a-chip” [2]. Figure 2 is a diagram of a typical digital camera system, showing the difference between 
the building blocks of commonly used CCD cameras and the CMOS camera-on-a-chip [3]. The traditional imaging 
pipeline functions—such as color processing, image enhancement and image compression—can also be 
integrated into the camera. This enables quick processing and exchanging of images. The unique features of 
CMOS digital cameras allow many new applications, including network teleconferencing, videophones, guidance 
and navigation, automotive imaging systems, robotic and machine vision and of course, security and bio-medical 
image systems.   
Most digital cameras still use CCDs to implement the image sensor. State-of-the-art CCD imagers are based on a 
mature technology and present excellent performance and image quality. They are still unsurpassed for high 
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sensitivity and long exposure time, thanks to extremely low noise, high quantum efficiency and very high fill 
factors. Unfortunately, CCDs need specialized clock drivers that must provide clocking signals with relatively 
large amplitudes (up to 10 V) and well-defined shapes. Multiple supply and bias voltages at non-standard values 
(up to 15 V) are often necessary, resulting in very complex systems.  
 

 
 

Figure 2. Block diagram  
of a typical digital camera system. 

Figure 3. Block diagram  
of a typical interline transfer CCD image sensor. 

 
Figure 3 is a block diagram of a widely used interline transfer CCD image sensor. In such sensors, incident 
photons are converted to charge, which is accumulated by the photodetectors during exposure time. In the 
subsequent readout time, the accumulated charge is sequentially transferred into the vertical and horizontal 
CCDs and then shifted to the chip-level output amplifier. However, the sequential readout of pixel charge limits 
the readout speed. Furthermore, CCDs are high-capacitance devices and during readout, all the capacitors are 
switched at the same time with high voltages; as a result, CCD image sensors usually consume a great deal of 
power. CCDs also cannot easily be integrated with CMOS circuits due to additional fabrication complexity and 
increased cost. Because it is very difficult to integrate all camera functions onto a single CCD chip, multiple chips 
must be used. A regular digital camera based on CCD image sensors is therefore burdened with high power 
consumption, large size and a relatively complex design; consequently, it is not well suited for portable imaging 
applications. 
Unlike CCD image sensors, CMOS imagers use digital memory style readout, using row decoders and column 
amplifiers. This readout overcomes many of the problems found with CCD image sensors: readout can be very 
fast, it can consume very little power, and random access of pixel values is possible so that selective readout of 
windows of interest is allowed. The power consumption of the overall system can be reduced because many of 
the supporting external electronic components required by a CCD sensor can be fabricated directly inside a 
CMOS sensor. Low power consumption helps to reduce the temperature (or the temperature gradient) of both the 
sensor and the camera head, leading to improved performance.  
An additional advantage of CMOS imagers is that analog signal and digital processing can be integrated onto the 
same substrate, allowing fabrication of so called "smart" image sensors. Many "smart" image sensors have 
already been demonstrated in the literature. They performed functions of real time object tracking [4]-[11], motion 
detection [12]-[13], image compression [14]-[15], widening the dynamic range of the sensor [16]-[20] and others. 
These functions are usually performed by digital or nonlinear analog circuits and can be implemented inside the 
pixels and in the periphery of the array. Offloading signal processing functions makes more memory and DSP 
processing time available for higher-level tasks, such as image segmentation or tasks unrelated to imaging. 
CMOS pixels can be divided into two main groups, passive pixel sensors (PPS and active pixel sensors (APS). 
Each individual pixel of a PPS array has only a photosensing element (usually a photodiode) and a switching 
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MOSFET transistor. The signal is detected either by an output amplifier implemented in each column or by a 
single output for the entire imaging device. These conventional MOS-array sensors operate like an analog 
DRAM, offering the advantage of random access to the individual pixels. They suffer from relatively poor noise 
performance and reduced sensitivity compared to state-of-the-art CCD sensors. APS arrays are relatively novel 
image sensors that have amplifiers implemented in every pixel; this significantly improves the noise parameter.  
   

 

Figure 4. General architecture of the "smart" CMOS APS based image sensor. 

Figure 4 shows the general architecture of the "smart" CMOS APS based image sensor. The core of this 
architecture is a camera-on-a-chip, consisting of a pixel array, a Y-addressing circuitry with a row driver, an X-
addressing circuitry with a column driver, an analog front end (AFE), an analog-to-digital converter (ADC), a 
digital timing and control block, a bandgap reference and a clock generator. Optional analog and digital 
processing blocks "upgrade" the camera-on-a-chip core to a "smart" imager, and they are used to perform 
additional functions, that can vary from design to design, depending on the application and system requirements. 
The basic imager operation, depends on the chosen photodetector and pixel types, readout mode, Y-addressing 
and X-addressing circuitries, ADC type and of course, the analog and/or digital image processing. A brief 
description of the main imager building blocks is presented herein. 
A. APS Pixel Array – the imager pixel array consists of N by M active pixels, while the most popular is the basic 
photodiode APS pixel, employing a photodiode and a readout circuit of three transistors. Generally, many types of 
photodetectors and pixels can be found in the literature. This includes a p-i-n photodiode, photogate and pinned 
photodiode based pixels, operating either in rolling shutter or in global shutter (snapshot) readout modes. The 
difference between these modes is that in the rolling shutter approach, the start and end of the light collection for 
each row is slightly delayed from the previous row, leading to image distortion when there is relative motion 
between the imager and the scene. On the other hand, the global shutter technique uses a memory element 
inside each pixel and provides capabilities similar to a mechanical shutter: it allows simultaneous integration of 
the entire pixel array and then stops the exposure while the image data is read out. A detailed description of both 
rolling shutter and global shutter pixels can be found in [3].  
Note, although most of today's "cameras-on-a-chip utilize" very simple pixels, many "smart" imagers employ more 
complicated pixels. Some of them perform analog image processing tasks at the pixel level. Very good examples 
for these imagers are neuromorphic sensors, where each pixel consists of a photo detector and local circuitry, 
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performing spatio-temporal computations on the analog brightness signal. Another example is an imager, where 
the A/D conversion is performed in the pixel level.  
B. Scanning Circuitry – Unlike CCD image sensors, CMOS imagers use digital memory style readout, usually 
employing Y-Addressing and X-Addressing to control the readout of output signals through the analog amplifiers 
and allow access to the required pixel. The array of pixels is accessed in a row-wise fashion using the Y-
Addressing circuitry. All pixels in the row are read out into column analog readout circuits in parallel and then are 
sequentially read out using the X-Addressing circuitry (see Figure 4). 
C. Analog Front End (AFE) - all pixels in a selected row are processed simultaneously and sampled onto sample-
and-hold (S/H) circuits at the bottom of their respective rows. Due to this column parallel process, for an array 
having M columns, the AFE circuitry usually consists of 2*M S/H circuits, M size analog multiplexer, controlled by 
the X-Addressing circuitry, and one or M amplifiers to perform correlated double sampler (CDS). The CDS 
improves the signal-to-noise ratio (SNR) by eliminating the fixed pattern noise (FPN). A programmable- (or 
variable-) gain amplifier (PGA or VGA) follows the CDS to amplify the signal and better utilize the full dynamic 
range of the A/D converter (ADC).The number of amplifiers, required to perform the CDS functionality depends 
on the chosen CDS architecture and is equal to 2*N in case the subtraction is done separately for each column. 
The choice of an AFE configuration depends on many factors, including: the type of sensor being used, dynamic 
range, resolution, speed, noise, and power requirements. The considerations regarding making appropriate AFE 
choices for imaging applications can be found in [21]. 
D. Analog-to-digital conversion (ADC) – ADC is the inherent part of state-of-the-art "smart" image sensors. There 
are three general approaches to implementing sensor array ADC: 
1. Pixel-level ADC, where every pixel has its own converter [22]-[23]. This approach allows parallel operation of 
all ADCs in the APS array, so a very low speed ADC is suitable. Using one ADC per pixel has additional 
advantages, such as higher SNR and simpler design. 
2. Column-level ADC, where an array of ADCs is placed at the bottom of the APS array and each ADC is 
dedicated to one or more columns of the APS array [24]-[25]. All these ADCs are operated in parallel, so a low-to-
medium-speed ADC design can be used, depending on the sensor array size. The disadvantages of this 
approach are the necessity of fitting each ADC within the pixel pitch (i.e., the column width) and the possible 
problems of mismatch among the converters at different columns. 
3. Chip-level ADC, where a single ADC circuit serves the whole APS array [26]-[27]. This method requires a very 
high-speed ADC, especially if a very large array is used. The architecture shown in Figure 4, utilizes this 
approach for ADC implementation.  
E. Bandgap reference and current generators – these building blocks are used to produce on-chip analog voltage 
and current references for other building blocks like amplifiers, ADC, digital clock generator and others. It is very 
important to design high precision and temperature independent references, especially in high resolution state-of-
the-art image sensors, where the temperature of the die can vary by many tens of degrees.   
F. Digital timing and control block, clock generator - aim to control the whole system operation. Their 
implementation in the chip level decreases the number of required I/O pads and thus reduces system power 
dissipation.  Synchronized by the generated clock, the digital timing and control block produces the proper 
sequencing of the row address, column address, ADC timing and the synchronization pulses creation for the pixel 
data going offchip. In addition, it controls the synchronization between the imager and the analog and digital 
processing.  
G. Analog and Digital Image Processing – although these blocks are optional, they play a very important role in 
today's "smart" image sensors. Conventional vision systems are put at a disadvantage by the separation between 
a camera for “seeing” the world, and a computer or DSP for “figuring out” what is seen. In these systems all 
information from the camera is transferred to the computer for further processing.  The amount of processing 
circuitry and wiring necessary to process this information completely in parallel is prohibitive. In all engineered 
systems, such computational resources are rarely available and are costly in terms of power, space, and 
reliability. Opposite to a conventional camera-on-a-chip, which only captures the image and transfer it for the 
further processing, "smart" image sensors reduce the computational cost of the processing stages interfaced to it 
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by carrying out an extensive amount of computation at the focal plane itself (analog and digital image processing 
blocks in Figure 4), and transmitting only the result of this computation (see Figure 5).  
 

 
 

Figure 5. An example of an imaging system, employing a "smart" CMOS image sensor with on-chip processing 
and processors/DSPs for image processing 

Both analog and digital processing can be performed either in the pixel or in the array periphery. There are 
advantages and disadvantages for both methods. In-pixel digital image processing is very rare because it 
requires pixel-level ADC implementation and results in very poor fill factor and large pixel size. In-pixel analog 
image processing is very popular, especially in the field of neuromorphic vision chips. In these chips in-pixel 
computations are fully parallel and distributed, since the information is processed according to the locally sensed 
signals and data from pixel neighbors. Usually, neuromorphic visual sensors have very low-power dissipations 
due to their operation in the subthreshold region, but suffer from low resolution, small fill-factor and very low 
image quality. Other applications employing in-pixel analog processing are tracking chips, wide dynamic range 
sensors, motion and edge detection chips, compression chips and others. The periphery analog processing 
approach assumes that analog processing is performed in the array periphery without penalty on the imager 
spatial resolution and it is usually done in a column parallel manner. While this approach has computational 
limitations compared to in-pixel analog processing, it allows better image quality. Periphery digital processing is 
the most standard and usually simpler. It is performed following the A/D conversion, utilizes standard existing 
techniques for digital processing and is usually done on the chip level. The main disadvantage of this approach is 
its inefficiency by means of area occupied and power dissipation.  Note, all mentioned techniques can be mixed 
and applied together on one chip to achieve better results.  

3. Image Sensors in Security Applications 

The importance of security applications has significantly increased due to numerous terrorists’ attacks worldwide. 
This area also greatly benefits from the achievements in the image sensors field. Today we can meet the 
cameras not only in military applications, but also in commercial and civilian applications. They are present in the 
shops and on the streets, in the vehicles and on the robots. The applications are numerous and can not be 
covered in this short paper. We have decided to concentrate on two important applications that represent a large 
fraction of the total security market. These applications are surveillance and biometrics. Both of the applications 
are extensively utilized in military, commercial and civilian fields.  
 

3.1 Surveillance 
Surveillance systems enable a human operator [28] to remotely monitor activity over large areas. Such systems 
are usually equipped with a number of video cameras, communication devices and computer software or some 
kind of DSP for real-time video analysis. Such analysis can include scene understanding, attention based 
alarming, colour analysis, tracking, motion detection, windows of interest extraction etc. With recent progress in 
CMOS image sensor technology and embedded processing, some of the mentioned functions and many others 
can be implemented in dedicated hardware, minimizing system cost and power consumption. Of course, such 
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integration affects system configurability, but not all applications require configurable systems: some of them 
benefit from low cost and low power dedicated hardware solutions. 
For example, in [29] we have presented an image sensor that can be used for such applications. Due to a specific 
scanning approach this sensor can be used efficiently for motion detection, tracking, windowing and digital zoom. 
Figure 6 shows the standard approach for sensor data scan - raster and the alternative – Morton or Z scan.  
 

 
(a) raster scan – conventional approach in image 

sensors,  

 
(b) Morton (Z) scan – newly proposed and 

implemented 

Figure 6. Two approaches for data scan 
 

The Morton (Z) scan poses a very valuable feature, neighbor pixels that are concentrated in blocks appear at the 
output sequentially, one after other. With this scanning approach the image blocks can be easily extracted and 
processed with simple on-chip hardware. For example, for constructing video camera with ×4 digital zoom, the 
blocks of 4×4 pixels need to be extracted and averaged. Similarly, cameras with digital zoom ×8 and ×16 can be 
easily constructed. Figure 7 shows measurements from our test chip. 
 

 
Figure 7. Morton scan chip test results 

 

Another example is a wide dynamic range (WDR) imager. Dynamic range (DR) quantifies the ability of a sensor 
to image highlights and shadows. If we define the dynamic range of the sensor as 20log(S/N), where S is the 
maximal signal value and N is the sensor noise, the typical image sensors will have a very limited dynamic range, 
about 65-75 dB. Wide dynamic range imaging is very important in many surveillance systems. The dynamic 
range can be increased in two ways: the first one is noise reduction and thus enabling expansion of the dynamic 
range toward darker scenes; the second method is incident light saturation level expansion, thus improving the 
dynamic range toward brighter scenes. 
Herein we present one of the possible solutions for dynamic range extension in CMOS Active Pixel Sensors 
(APS) [2]. As in a traditional CMOS APS, this imager is constructed of a two-dimensional pixel array, with random 
pixel access capability and row-by-row readout rolling shutter method. Each pixel contains an optical sensor to 
receive light, a reset input and an electrical output representing the illumination received. This imager implements 
a simple function for saturation detection, and is able to control the light exposure time on a pixel-by-pixel basis, 
resulting in no saturation. The pixel value can then be determined as a floating-point representation. To do so, the 
outputs of a selected row are read out through the column-parallel signal chain, and at certain points in time are 
also compared with an appropriate threshold value, as shown in Figure 8. If a pixel value exceeds the threshold, 
i.e. the pixel is expected to be saturated at the end of the exposure time; the reset is given at that time to that 
pixel. The binary information concerning the reset (i.e., if it is applied or not) is saved in a digital storage for later 
calculation of the scaling factor. Thus, we can represent the pixel output in the following floating-point 
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format: 2EXPM ⋅ , where the mantissa (M) represents the digitized pixel value and the exponent (EXP) represents 
the scaling factor. This way a customized, linear, large increase in the dynamic range is achieved.  
 

 
Figure 8. Imaging pipeline, image sensor architecture and work principle. 

 

Figure 9(a) and Figure 9(b) show a comparison between an image captured by a traditional CMOS imager and by 
the autoexposure system described here. In Figure 9(a), a scene is imaged with a strong light hitting the object; 
hence, some of the pixels are saturated. At the bottom of Figure 9(b), the capability of the autoexposure sensor 
for imaging the details of the saturated area in real time may be observed. Since the display device is limited to 
eight bits, only the most relevant eight-bit part (i.e., the mantissa) of the thirteen-bit range of each pixel is 
displayed here. The exponent value, which is different for different areas, is not displayed. 
 

 
Figure 9. (a) Scene observed with a traditional  

CMOS APS sensor, 

 
Figure 9. (b) Scene observed with our in-pixel 

autoexposure CMOS APS sensor. 
 
3.2 Biometric personal identification 
Biometric personal identification is strongly related to security and it refers to “identifying an individual based on 
his or her distinguishing physiological and/or behavioral characteristics (biometric identifiers)” [30]. Figure 10 
shows the most frequently used biometric characteristics. 
 

 
Figure 10. Biometric characteristics 
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Almost all biometric characteristics, shown in Figure 10, require some kind of sensing. Usually, conventional 
image sensors with external hardware or software image processing are used. The difficulty for on-chip 
integration is caused by the complexity of the required image processing algorithms. However, there are some 
developments that successfully achieve the required goals by parallel processing utilization. 
To give some more detailed examples in the field, we concentrate on fingerprint sensors. Generally these 
sensors can be classified by the physical phenomena used for sensing: optical, capacitance, pressure and 
temperature. The first two classes are the most popular and both mainly employ CMOS technology.  
 

 
(a) optical - reflection based sensor 

 
(b) optical – transmission based sensor 

 
(c) non-optical – based on pressure,  
capacitance or temperature sensor 

 
(d) “sweep” sensor 

 
Figure 11. Fingerprint sensors 

 

In Figure 11 various technologies for fingerprint sensing are shown [31]. The most popular approach (see 
Figure 11 (a)) is based on optical sensing and light reflection from the finger surface. Also, this type provides high 
robustness to finger condition (dry or wet), but the system itself is tend to be bulky and costly. Alternative 
solutions that can provide compact and lower cost solutions, are based mostly on solid state sensors where the 
finger is directly placed on the sensor. However, in these solutions the sensor size needs to be at least equal to 
the size of the finger part used for sensing. Two sensors of this type are shown in Figure 11 (b) and (c). The first 
one is based on light transmitted through the finger and then sensed by the image sensor, while the second one 
is the non-optical sensor that can be implemented either as pressure, capacitance or temperature sensor. The 
fingerprint sensor, known as a “sweep” sensor and shown in Figure 11 (d), can be implemented using either the 
optical or other previously mentioned techniques. A “sweep” sensor employs only a few rows of pixels, thus in 
order to get a complete fingerprint stamp the finger needs to be moved over the sensing part. Such technology 
greatly reduces the cost of the sensor due to reduced sensor area and solves the problem of fingerprint stamp 
that needs to be left on the surface in the first two methods. 
In all presented methods, the output signal is usually an image and the sensors are composed of pixels that 
sense either temperature, pressure, photons or change in capacitance. The overall architectures of these sensors 
are similar to the architecture described in section II and they integrate various image and signal processing 
algorithms, implemented the same die. Various research papers have been published in this area and numerous 
companies are working on such integration. For example, in [32] the authors implement image enhancement and 
robust sensing for various finger conditions. Capacitive sensing CMOS technology is used and data is processed 
in a column parallel way. The same technology is used also in [34], but the fingerprint identifier is also integrated 
and the data is processed massively in parallel for all pixels. 
Despite the fact that fingerprint technology is quite mature, there is much work to be done to reduce power 
consumption, to improve technology and image processing algorithms and to achieve better system 
miniaturization. 
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4. Image Sensors in Medical Applications 
Almost all medical and near medical areas benefit from image sensors utilization. These sensors are used for 
patients’ observation and drug production, inside the dentists offices and during surgeries. In most cases the 
sensor itself represents only a small fraction (in size and cost) of the larger system, but its functionality plays a 
major role in the whole system. Figure 12 shows examples of medical applications where CMOS image sensors 
are used. In this section of the paper we mostly concentrate on applications that push current image sensor 
technology to the edge of the possibilities. These applications are wireless capsule endoscopy and retinal 
implants. Both of these applications will play an important role in millions of patients’ lives in the near future.  
 

 
Figure 12. Image sensors applications in medicine 

 

4.1 Wireless Capsule Endoscopy  
Conventional medical instrumentation for gastrointestinal tract observation and surgery uses an endoscope that is 
externally penetrated. These systems are well developed and provide a good solution for inter-body observation 
and surgery. However, the small intestine (bowel) was almost not reachable using this conventional equipment, 
leaving it for observation only through surgery or through an inconvenient and sometimes painful push endoscopy 
procedures. Few years ago the sphere was revolutionized by the invention of the wireless image sensor capsule, 
which after swallowing, constantly transmits a video signal during its travel inside the body [1]. The capsule 
movement is insured by the natural peristalsis. According to Gavriel Iddan [1], the founder of Given ImagingTM  
[35] that commercializes this technology, “The design of the video capsule was made possible by progress in the 
performance of three technologies: complementary metal oxide silicon (CMOS) image sensors, application-
specific integrated circuit (ASIC) devices, and white-light emitting diode (LED) illumination”. 
The general architecture of the capsule is shown in the Figure 13. It consists of LEDs, optics, camera, digital 
system processing, transmitter or transceiver and a power source. The dashed blocks represent additional future 
requirements for such capsules.  
All capsule electronic components are required to be low power consumers to enable constant video transmission 
for a prolonged time (for about 6-8 hours) and/or high capacity batteries. An alternative solution to in-capsule 
batteries [36] is to use an external wireless power source that supplies energy to the capsule through 
electromagnetic coils. Such a solution enables to relax power requirements for the capsule electronics. This 
solution also provides an advantage in freeing space inside the capsule for other useful functions such as biopsy 
or medication. Also, the capsule position can be controlled externally through a strong magnetic field. But the 
required strong magnetic field can limit the capsule usage in spite of position control advantages [33]. 
Currently the Given ImagingTM capsule developers have reached very encouraging results enabling two capsules: 
one intended for the Esophagus part (the upper part) of the gastrointestinal tract and the second for small 
intestine observation. The first kind of the capsule is equipped with two CMOS image sensors and can transmit 
the video signal for about 20 minutes with 14 frames per second for each camera. The second one consists of 
only one CMOS image sensor and can transmit two frames per second for about eight hours. The company is 
developing now a new capsule generation that can transmit four frames per second. 
Despite these encouraging results, a lot of work should be done to allow further miniaturization, image processing 
and compression algorithms integration, power reduction by various means (system integration, technology 
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scaling etc.), frame-rate increase, quality improvement and usage of alternative power sources with larger 
capacity. The ultimate goal that needs to be achieved is full video frame-rate transmission for about 7-8 hours. To 
achieve these goals, a number of additional research groups work worldwide on wireless capsules development: 
eStool by Calgary university in Canada [37], MiRO by Intelligent Microsystems Center in Korea [38], EndoPill by 
Olympus [39].  
 

 
Figure 13. The swalable capsule architecture. 

In the dashed boxes additional functionality that will be required in the future is shown 
 

4.2 Artificial Retina 
Artificial vision is another example of CMOS image sensors implementation in medical applications. Today 
millions of people are suffering from full or partial blindness that was caused by various retinal deceases. In the 
early eighties it was shown that electrical stimulation of the retinal nerves can simulate visual sensation even in 
the patients with fully degraded receptors. Recently, researchers in a number of research institutes have 
developed miniature devices that can be implanted into the eye and stimulate the remaining retinal neural cells, 
returning partial vision ability for the blind patients. Such implants are called artificial retinas. Usually they are 
implanted in the macula area that normally is densely populated by the receptors and enables high-resolution 
vision. This break-through was enabled by the progress in electronics, surgical instrumentation, and 
biocompatible materials. Currently there are two major approaches for artificial retina development 
(see Figure 14).  
 

                
(a)         (b) 

Figure 14. Artificial retinas:        (a) implantable sensor         (b) external sensor 
 

The first and the most promising one is the integration of sensing and stimulation elements in the same device 
and the second is separation of sensing and stimulation. In the first approach, an artificial retina device is an 
autonomous circuitry that does not require external control and the optics that is used for sensing is the natural 
optics of the eye composed of the cornea and lens. In the second, all the sensing and processing is performed 
outside of the eye and only stimulating elements are implanted during surgery. The data transfer from the sensing 
part to the stimulation part is performed through an RF link or through a tiny cable. In both approaches the 
implant can be subretinal or epiretinal.  
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Actually there is a number of groups working in the field [40]-[44] but we will concentrate on two that have shown 
very promising results and are now performing clinical trials and commercialization through companies named 
OptobionicsTM [40] and Second Sight [41]. Both groups already have a number of patients with such implants.  
The device developed by OptobionicsTM group does not require any power source, integrates about 5000 sensing 
(microphotodiodes) and stimulation (electrodes) elements, features two millimetres in diameter and  is implanted 
under retina. The basic artificial silicon retina unit is shown in Figure 15 [45]. It is composed of a stimulating 
electrode and three PIN photodiodes connected in series to increase the output voltage. 
 

 
Figure 15. Artificial silicon retina – basic unit 

The second group decided to follow the second approach and separate sensing from stimulation. The camera 
with the processor is situated on the patient glasses and the signal is transmitted through a cable to the eye that 
has an implanted stimulator. Currently, the implant resolution is not so impressive compared to the first group and 
features only 16 electrodes, but the developers plan to increase the resolution in the future models to 60 and 
1000 electrodes [46].  

5. Conclusions 
In this paper we have presented a brief review of CMOS image sensors utilization in security and medical 
applications. In these applications image sensors play a major role and usually define the edge of the imaging 
technology. Despite the CMOS image sensor technology already exists for more than a decade, it is continuously 
developing and penetrating into new fields that were unreachable by its predecessor, CCD technology. Although 
many successes have been achieved during the last decade, a lot of work still needs to be done in this area. It 
requires extensive collaboration between various fields such as: electrical engineering, materials, computer 
science, medicine, psychology, chemistry etc. As to the electrical engineering and sensing fields, the work should 
be concentrated in the directions of power consumption reduction, functionality improvement and system 
integration. However, like in every multidisciplinary, electrical engineers, developing the electronic devices for 
medical purposes, are required to understand all above mentioned fields to successfully implement such devices. 
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MANOMETRY-BASED COUGH IDENTIFICATION ALGORITHM 

Jennifer A. Hogan, Martin P. Mintchev 

Abstract: Gastroesophageal reflux disease (GERD) is a common cause of chronic cough. For the diagnosis and 
treatment of GERD, it is desirable to quantify the temporal correlation between cough and reflux events. Cough 
episodes can be identified on esophageal manometric recordings as short-duration, rapid pressure rises. The 
present study aims at facilitating the detection of coughs by proposing an algorithm for the classification of cough 
events using manometric recordings. The algorithm detects cough episodes based on digital filtering, slope and 
amplitude analysis, and duration of the event. The algorithm has been tested on in vivo data acquired using a 
single-channel intra-esophageal manometric probe that comprises a miniature white-light interferometric fiber 
optic pressure sensor. Experimental results demonstrate the feasibility of using the proposed algorithm for 
identifying cough episodes based on real-time recordings using a single channel pressure catheter. The 
presented work can be integrated with commercial reflux pH/impedance probes to facilitate simultaneous 24-hour 
ambulatory monitoring of cough and reflux events, with the ultimate goal of quantifying the temporal correlation 
between the two types of events. 

Keywords: Biomedical signal processing, cough detection, gastroesophageal reflux disease. 

ACM Classification Keywords: I.5.4 Pattern Recognition: Applications – Signal processing; J.3 Life and Medical 
Sciences 
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1. Introduction 

The latest comprehensive statistics provided by the National Institutes of Health suggests that gastroesophageal 
reflux (GER) and related symptoms affect approximately 20% of the US population, resulting in over 700,000 
annual hospitalizations [1]. GER, which occurs in healthy individuals without causing discomfort, is characterized 
by the movement of gastric content into the esophagus. Reflux episodes are considered a disorder, known as 
gastroesophageal reflux disease (GERD), when the episodes become frequent, prolonged, and/or are 
ineffectively cleared back into the stomach. An individual suffering from GERD shows problematic symptoms, 
such as heartburn, discomfort, and chest pain, which result due to prolonged exposure of the distal esophageal 
mucosa to the refluxate. Excessive exposure can lead to further consequences, such as esophagitis and 
esophageal ulceration. 
GERD is commonly cited as a significant cause of chronic cough [2-5]. In multiple studies, GERD has been 
documented to be a cause of chronic persistent cough in 38 to 82% of patients [2]. Irwin et al. report that GER 
can cause cough either by aspiration of gastric content, or by stimulation of the distal esophagus due to repetitive 
or prolonged GER events [3]. It has also been documented that cough may precipitate GER by stimulating 
transient lower esophageal sphincter (LES) relaxation [2]. To determine if a patient suffering from chronic cough 
should be treated for GERD, it is important to quantify whether there is a causal relationship between cough and 
reflux. In addition to facilitating the diagnosis, more accurate identification of the temporal correlation between 
cough and reflux can lead to a more appropriate treatment [6].   
Numerous studies have focused on determining this temporal correlation [5-8]. However, they rely on manual 
identification of cough, either through the interpretation of user diaries and user-triggered events [5, 7, 8], or 
through the manual analysis of manometric recordings, identifying cough as simultaneous, short duration, rapid 
pressure rises (time to peak less than 1 second) across multiple manometric recording sites [6]. This results in a 
time-consuming process, prone to user error.  
In this paper, we present an algorithm for accurately identifying coughs based on a single-channel manometric 
recording using a custom pressure probe optimized for cough detection [9]. The algorithm can be implemented in 
real-time, allowing a simultaneous indication of cough events with the recording of reflux episodes. The two-stage 
algorithm, which consists of a filtering stage followed by a decision stage, has some common elements with the 
real-time QRS detection algorithm proposed by Pan and Tompkins [10, 11]. In particular, the cough detection 
algorithm has a similar filtering stage to its QRS counterpart, with both algorithms sharing the goal of reducing 
high-frequency noise components and removing low-frequency baseline drifts and pressure changes, thus 
amplifying the pressure response of interest. The filtering stage of the proposed algorithm differs mainly in the 
bandpass frequency, which is specific to coughs, and in the utilization of integration in a time window 
corresponding to the typical duration of a cough. The decision stage of the cough detection algorithm has also 
been adapted specifically to isolate the pressure response characteristics of a cough.  

2. Methodology 

2.1 Algorithm Description 
 

2.1.1 Overview 
Initially, the presented cough detection algorithm employs a combination of bandpass filtering, differentiation, and 
moving window integration to magnify the short, rapid pressure rises characteristic of cough events and to reduce 
the baseline drift and the low-frequency pressure variations characteristic of esophageal peristalsis. The second 
stage of the algorithm consists of decision logic which performs the recognition process, determining the 
occurrence of a cough based on a combination of dual-threshold and width detection. To demonstrate feasibility 
of the algorithm on acquired manometry tracings, development was initially performed in Matlab (The MathWorks, 
Natick, MA).  
In the following sections, each stage of the algorithm is described in more detail. 
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2.1.2 Filtering Stage 
The analysis of manometry tracings acquired using a single-channel fiber optic pressure catheter showed that the 
frequency components of the pressure rise associated with a cough typically range from 2.5 Hz to 5 Hz. An initial 
bandpass filter stage is used to attenuate signal components and noise artifact outside this frequency range. The 
bandpass filter is achieved using cascaded low-pass and high-pass filters. Both filters are zero-phase, least-
squares approximations, 17th order FIR filters. The low-pass filter, which has a 3-dB frequency of 5 Hz, reduces 
high-frequency noise.  The high-pass filter, which has a 3-dB frequency of 2.5 Hz, reduces lower-frequency 
peristaltic contractions and baseline drifts. Following the bandpass filtering stage, the signal is differentiated. The 
differentiation stage focuses on identifying cough by its characteristically steep slope. The resulting signal is then 
rectified, making all data points positive facilitating the decision process. Finally, the signal is integrated to provide 
an average of the output, thus incorporating the width of the cough episode into the output signal. 
 

2.1.3 Decision Stage  

The output of the filtering stage results in the amplification of cough events and the reduction of high-frequency 
noise and low-frequency pressure rises due to peristalsis. Because the filtering stage dramatically improves the 
cough signal-to-noise ratio, the decision stage of the cough detection process is simplified. Cough detection on 
the filtered data relies on first determining the maximum peak within a given sampling interval. This can be 
determined recursively in real-time. The threshold is then adjusted automatically based on the current maximum 
peak. The threshold has been empirically set to 0.33 of the maximum peak of the current interval. By periodically 
adjusting the threshold based on the maximum peak of the current sampling interval, the algorithm adapts to 
changing characteristics in the signal.  After determining the threshold, the algorithm searches for a dual crossing 
of the threshold, with the first crossing registering a positive slope, the second crossing registering a negative 
slope, and the time interval between the crossings being within the cough duration parameter. The cough 
duration has been set to 400 ms, based on measuring cough durations on manometry tracings.  
 

2.2 Evaluating the Algorithm 
Evaluation of the discussed algorithm was performed using esophageal manometry recordings acquired with a 
single-channel pressure catheter optimized for cough detection. The catheter [9], comprises a miniature white-
light interferometric fiber optic pressure sensor encapsulated in such a manner as to optimize sensitivity to 
pressure at the catheter tip, such as that experienced during a cough event, while reducing sensitivity to 
circumferential force, such as that experienced during esophageal peristalsis. The esophageal probe interfaces to 
an optical signal conditioner which converts the optical signal to an analog output. The analog output is sampled 
at 50 Hz using a PCMCIA data acquisition board (National Instruments, Austin, TX) and a custom-designed real-
time software application on a laptop computer. A block diagram of the system is shown in Figure 1.  

 

 

Figure 1 - Block diagram of experimental setup. 

In vivo esophageal recordings were acquired from a healthy volunteer. Three separate trials were performed to 
ensure repeatability. In each trial, the volunteer performed a series of respiratory and gastrointestinal events, 
such as swallowing, belching, heavy breathing, coughing, throat clearing, and laughing. The volunteer also 
initiated movement (i.e. head rotation, bending, and standing) to attempt to introduce unwanted artifacts. All 
events were marked on the recording at the exact time of their occurrence. 

A/D PC Catheter 
 

Optical 
Signal 

Conditioner 



International Journal "Information Theories & Applications" Vol.14 / 2007 
 

 

130 

3. Results 

Preliminary testing of the algorithm on in vivo data samples demonstrated a consistent detection of cough events. 
Figure 2 shows the original signal and the output of each filtering step for one in vivo sampling interval recorded 
from the healthy volunteer.  

In Figure 2a, the raw signal is shown, with gastrointestinal and respiratory events that occurred during the 
sampling interval indicated. The output of the low pass filter can be observed in Figure 2b, which reduces the 
high-frequency noise ripples. Figure 2c, which shows the output of the high pass filter, demonstrates the 
amplification of the cough events, while attenuating the slower pressure variations resulting from talking and 
swallowing. The differentiation process amplifies slope information, shown in Figure 2d, which is then rectified 
resulting in a signal comprising positive data points, shown in Figure 2e. The final output of the moving window 
integrator is shown in Figure 2f, where it can be observed that the cough signals have been amplified, while other 
pressure variations have been reduced.  
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Figure 2 -  Sample data of (a) original signal, (b) low-pass filter output, (c) high-pass filter output, (d) 
differentiated output, (e) rectified output, and (f) integrated window output.  
S indicates a peristaltic contraction resulting from a swallow,  
MC indicates the occurrence of multiple coughs, or a cough burst,  
M indicates patient movement,  
B indicates a belch,  
T indicates patient talking,  
SC indicates the occurrence of a single cough. 
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The final result of the cough detection algorithm is depicted in Figure 3, where the cough identification results 
(Figure 3c) are compared with the raw signal (Figure 3a) and the output of the filtering stage (Figure 3b), which 
supplies the input signal to the decision process. Despite the presence of noise artifacts and two high pressure 
variations resulting from peristalsis, the algorithm has successfully identified all cough events in the given sample 
by targeting a dual crossing of the established threshold within the set duration. This can be observed in 
Figure 3c. 
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Figure 3 - Sample data showing cough identification,  

including (a) original signal, (b) integrated window output, and (c) final algorithm results. 
 

4. Discussion 

In recent years, numerous studies have attempted to define the temporal correlation between cough events and 
reflux events in a pursuit to fully understand the relationship between chronic cough and GERD [5-8]. In these 
investigations, a tool to facilitate the identification of cough episodes without manual analysis of sound recordings, 
diary annotations, or manometry tracings is still lacking. In the present study, we developed an algorithm for 
conveniently identifying coughs based on a single manometric channel recording.  
Using an algorithm consisting of a filter stage to amplify frequency components associated with the 
characteristics of cough while attenuating other pressure artifacts, followed by decision logic to identify the cough 
events from the filtered signal, cough episodes have been correctly identified in samples acquired via manometry. 
The successful demonstration of the feasibility of the algorithm paves the way for more robust testing using a 
larger database of manometric readings. Using the algorithm structure presented, specific parameters, including 
the filter cut-off frequencies, the duration of cough events, and the adaptive threshold setting, may be adjusted to 
more accurately satisfy the characteristics of cough based on a larger sampling pool of test recordings. Also, a 
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further qualifier can be added to the real-time implementation, in which the definition of a cough can be modified 
to include bursts of two, three, or more cough events.  

5. Conclusion 

An innovative algorithm for identifying cough events based on manometric recordings was developed. Initial 
testing of the algorithm was performed on in vivo data samples acquired using a single-channel pressure 
catheter. Preliminary studies indicate that the algorithm is suitable for cough detection. By integrating the 
technique with a single-channel pressure and pH/impedance catheter for 24-hour ambulatory monitoring of cough 
and reflux, a suitable diagnostic tool for GERD could be achieved. 
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MULTIMODAL MAN-MACHINE INTERFACE AND VIRTUAL REALITY 
FOR ASSISTIVE MEDICAL SYSTEMS 

Adil Timofeev, Alexander Nechaev, Igor Gulenko, Vasily Andreev,  
Svetlana Chernakova, Mikhail Litvinov  

Abstract: The results of research the intelligence multimodal man-machine interface and virtual reality means for 
assistive medical systems including computers and mechatronic systems (robots) are discussed. The gesture 
translation for disability peoples, the learning-by-showing technology and virtual operating room with 3D 
visualization are presented in this report and were announced at International exhibition "Intelligent and Adaptive 
Robots–2005". 

Keywords: multimodal man-machine interface, virtual reality, assistive medical systems. 

ACM Classification Keywords: I.2. Artificial Intelligence 

1. Introduction 

The modern medicine is actually required the development of new information technologies and the multimodal 
man-machine interface (MMI) for control of medical robots and mechatronic systems, for automation of surgery 
with virtual reality means for creating telemedical diagnostic systems, etc.  
The NATO-grant № PST.CLG 975579 “The man-machine interface for assistive systems in neurosurgery”, 
executed in 1999-2000 by partners from the St.-Petersburg Institute for Informatics and Automation of Russian 
Academy of Science (SPIIRAS), the State University of Aerospace Instrumentation, University of Karlsruhe 
(Germany) and Harvard Medical School (USA) has been directed on development of the man-machine interface, 
adaptive robots and multiagent technologies intended for neurosurgery [1]. The results of researches the medical 
MMI, robotics and mechatronic systems, including the results submitted in this report, have been presented at the 
international exhibition and a symposium “Intelligent and Adaptive Robots - 2005” [2]. 

2. Video Capture of Motion for Translating from Sign Language on Natural Language and Back 

The development of anthropomorphous robots and their animation are very important for solution of various 
problems. Innovative results in this area, based on models and means of virtual reality, may be applied at such 
human activities, as medicine, sports, learning, computer and cognitive graphics. For example, in medicine the 
motion analysis of person (patient) can be essentially for automatic diagnostics and treatment of orthopedic 
diseases.  
The researches of human’s or anthropomorphous robot’s motion are very important in the computer graphics for 
animation of virtual actors with methods and means of video capture was offered in [3]. Currently these methods 
being adapted for solution the problem of translation from a natural language to a sign language and back and for 
development of MMI for disable peoples. 
The communication for people with restrictions on hearing or speech is taking place in completely different way, 
than it is for people without such restrictions. Peoples with such restrictions cannot watch TV, listen to radio 
without additional means and communicate by phone, as it done usually by people. So it is necessary to develop 
the approach to realization of specialized interfaces, which could be used in any telecommunication devices. The 
interfaces being discussed include the input-output informative means and data links.  
As for data links, it is widely used a highly developed and reliable Information Telecommunication (IT) 
technologies. The advanced input-output informative systems for disability peoples are the novel MMI 
technologies.  
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As for gesture exchange with MMI, it is offered the output of gesture translation to be carried out by means of 
animated “Avatar”, the simplified 3D computer model of human. Avatar can reproduce gestures by two ways 
[3, 4]: 

- Generating gestures from corresponding text expressions in natural language using script sequences 
from database; 

- Reproducing animation of gestures commands transmitted directly under the data link. 
The gesture input means also can work by two following ways: 

- Text generating in natural language according to analysis of gestures reproduced by operator; 
- Transforming gestures of operator to gesture command sequences of animation for avatar. 

3. Man-machine Interface for Aassistive Medical Systems Based on Video Capture of Motions 
The important task in the development of robotic systems is a design of the man-machine interface. The new 
approach in creation of such interface is based on technologies of video capture of robot’s motion and a virtual 
reality means [5, 6].  
The general structure of man-machine interface and robot control system designed by using means of video 
capture and virtual reality technology includes two subsystems, see  Fig. 1.  
 

 

Fig. 1 

Subsystem 1 (subsystem of interaction with operator) includes the following components: 
- System of video capture of operator’s motions, 
- Virtual control devices, 
- Visualization procedures. 

Subsystem 2 (subsystem of interaction with robot) has a various structures depending on application. However it 
is necessary to include the following components in this subsystem: 

- Means of processing and distribution of robot control signals, 
- Means of supervision over a condition of robots.  
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It is also proposed to develop the following components increasing the control efficiency and reliability of MMI 
systems [3, 4]: 

- Active multi-channel system of video capture of motion; 
- Means of visual observation.  

4. The Learning Technology Using Multimodal Man-machine Interface 
The intelligence learning technology with showing the natural movements (gestures) of operator [7, 8] is 
developed to creating natural and accessible means for people’s communication with technical and information 
systems (fig. 2). 
The offered learning technology for medical mechatronic systems (robots) is based on the intelligence MMI [9], 
which provide the following features for medical applications: 

- Simple and correct understanding of gesture and speech commands of doctor or patient [10], 
- The intuitive teaching the medical mechatronic system by means of natural operator’s hand movements 

(without traditional movement’s programming) [8], 
- The visualization of real and virtual 3D medical images (X-ray, endoscopic, thermography, etc), 
- The doctor’s automatic workplace (AWP) with 3D viewing of X-ray images in real time mode [13];  
- The novel stereo-projective systems for observation X-ray, endoscopic and other medical images;  
- The human interaction with computer’s models and real medical equipment by means tactile and force-

torque sensors during diagnostic or planning of medical operation [6, 12], 
- The information and telecommunication support of medical equipment control systems using the Virtual 

Operating Room (VOR). 
 

            

Fig.2 

The development of the Multimodal Man-machine Interface (MMI) for telemedicine and medical robotics assumes 
the creation of highly realistic effect of doctor’s presence in remote environment of patient.  
For this purpose virtual models and computer-synthesized 3D-images of virtual objects composed with images of 
real environment (Augmented Reality technologies, AR) are used. The basic problems of AR technology 
realization is a problem of exact registration of a computer-synthesized image of geometrical model with real 
image and a problem of 3D image visualization in a real time mode. 
It is suggested to use the following means to 3D visualization of medical images (fig.3): 
- Stereo-glasses for observation on the computer monitor; 
- Stereo-displays glasses for 3D viewing color images without computer monitor; 
- Means of augmenting real medical images by virtual images (AR). 
Tactile-force interaction with virtual medical objects is necessary when it is not only required to observe the 
environment, but it is also necessary to perform any actions in it. These manipulations in remote environment will 
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be more successful, if it will be possible to create realistic and adequate perception of objects in environment 
surrounding the patient and medical robot, to give an ability of feeling a virtual object with mass, shape, elastic 
and friction features as a real object. 
 

         
Fig. 3 

 

These technologies have partially been developed within the Partner Project 1992p with EOARD (European 
Office of Aerospace Research and Development, London, United Kingdom) and based on a long-term experience 
of medical system development [14].  
The Head Tracking System (HTS) and Hand Tracking System (HTS+) prototypes have been developed for 
accurate measurement of human-operator’s head and hands movements. The basic aim of this development is to 
create the simple (cost-effective), reliable and steady means for human interaction with telecontrol objects. 
For medicine the development of so-called “haptic” interface, intended for tactile and force-torque displaying on 
hand of doctor (surgeon) is especially actual. The developed handle with force-torque feedback sensors reflects 
the real tactile and force interaction of mechatronic system (robots) instrument with real objects.  
The prototype of handle with force-torque sensor for controlling and learning of medical mechatronic systems is 
shown on Fig. 4. As an example of medical application of novel force-torque sensor is a prototype of robot-
masseur with exact control of force contact to patient’s muscles and a high level safety of robot-masseur 
movements near the patient or personnel. 
 

 
Fig. 4 

 

The offered technologies of 3D visualization, virtual reality means and learning-by-showing technology are 
especially useful for navigation, programming of movements and control of medical mechatronic systems [4, 11]. 
Thus information technologies with creating a highly realistic effect of presence the doctor in remote patient’s 
environment are useful for telemedicine application too. 
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Using of medical robots in surgery or telemedicine may be dangerous to patients. Therefore it is necessary to 
create virtual models of robot, patient and operating room for testing, planning and safety providing of medical 
operation with usage of mechatronic systems (medical robots).  

5. Virtual Model of Operating Room 
Virtual operating room (VOR) should be similar to real one as much as possible, because the doctor’s work in 
usual conditions would be more effective and productive. Therefore the VOR must be “filled" with familiar medical 
tools, equipment and assistive robots in their computer representation. 
In this case there is an opportunity of carrying out of trial educational operations not on the real patient body, but 
on his virtual model. Carrying out of operation on the virtual “electronic patient” can be considered as a planning 
stage of real surgical operation. The second important problem being solved using VOR is an increasing 
professionalism of medical personnel. The dynamic virtual model of neurosurgical VOR is presented on fig. 5. 
The information on real and virtual operation and 
clinical data of patient are united in a uniform picture of 
medical operation. It is possible to return to past 
operation for comparative analysis and finding-out the 
efficiency of different methods of medical operation. 
Due to this not only doctors, but also students and 
post-graduate students can to training with VOR due 
to improve their skill [3-6, 11]. 
During the virtual operation the surgeon can to 
observe the trajectory of medical tool, for example, 
under brain tomogram of patient. In a case when the 
virtual medical tool to reach zone of high risk for virtual 
patient, the doctor can request the VOR program to 
find other variant of virtual tool targeting to necessary 
point of brain on a more safety trajectory or to take a 
conclusion on impossibility of carrying out of operation. 

 

 
Fig. 5 

6. Conclusion 
The offered information technologies, the multimodal man-machine interface and a virtual reality technique find 
more and more wide applications not only in medicine, but also in other areas (service, home assistance, 
telecommunications, space, etc.). Thus the intelligence man-machine interface, dynamic models of a virtual 
reality and multi-agent technologies will play especially important role [5, 6]. 
At the International exhibition «Intelligent and Adaptive Robots – 2005» the authors of this report have been 
awarded with 4 Gold Medals and Diplomas «for the development and introduction of innovative technology of 
man-machine interaction for telemedicine and medical robotics». 
The presented work is executed at partial support of the grant RFBR № 05-01-08044_ofi and the grant № 17 
“Development of Man-Machine Interface and Control Methods for Neurosurgical Robots on the Base of Virtual 
Reality Models” of Saint-Petersburg Scientific Center of Russian Academy of Sciences. 
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APPLICATION OF NETWORK TECHNOLOGIES FOR DEVELOPMENT  
OF MEDICAL DATA-ADVISORY CLINIC “MED-HEALTH” 
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Abstract: In this article the medical data-advisory web-resource developed by authors is considered. This 
resource allows carrying out information interchange between consumers of medical services and the medical 
establishments which give these services, and firms-manufacturers of medical equipment and medicaments. 
Main sections of this web-site, their purposes and capabilities are considered in this article. 

Keywords: web-resource, information interchange, medical advice. 
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Introduction 
Since electronic global networks appeared it is possible to watch the tendency of the Internet-technologies 
applications in different fields of human activity. However, application of such technologies in medicine remained 
aloof until recently. It is bound with following: not any information can be transferred to a network, and the 
transmitted information not always corresponds to the general requirements to the data transfer. 
One of the guidelines in modern Internet-technology applications is development of medical data-advisory 
resources which allow getting a different medical information, as well as remote advice of the expert in certain 
field of medicine. We can refer to these progressive guidelines basic medical sites, different municipal information 
portals, specialized sites of the medical services, sites of firms-manufacturers of medical equipment or their trade 
representatives, etc.  
Advanced technologies are of invaluable help for the medical and healthcare industry. There are really many 
possibilities and ways to use the information technologies in the healthcare, research and development areas. 
Computer systems and networks help scientists to perform experiments with greater accuracy, collect and 
analyze huge amounts of medical information, develop and create new medical tools and drugs. 

Urgency of the problem 
Among known web-resources in Ukraine we can mark sites of private clinics “Dr. Alex” [1], “Nebosvod” [2], and 
specialized sites “Mednet”, “Doctor-home” [3]. These sites give the information about departments of these 
medical establishments, medical personnel, the lists of services with prices and medical equipment which is 
available there. However, these sites contain information concerning only certain medical establishment, and 
guest of these sites often can’t get complete information about necessary question in one place, and this takes 
expense of time and means. Besides, many institutions save on information about other medical establishments 
and their services with aim to reduce costs for site making. That’s why we can’t say about working efficiency of 
these sites. 
In that way, making of the medical data-advisory resource which takes into account all noted above lacks, gives 
interest and is actual problem. 

Working up of the medical data-advisory resource 
If to consider medical web-resources (sites) as integrated data-advisory system it is necessary to distinguish key 
components of this system [4]. It is offered to consider this system as integration of representatives of purposeful 
groups. Regarding these groups the medical institution has or can have communicative aims. Traditionally 
distinguish external and internal web-resource environments (fig. 1). 
In case of medical data-advisory web-resource external environment contains: 
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− clients-consumers of services, proposed by medical institutions (population, physicians, pharmacologists, 
medical establishments of different types); 

− clients-providers, giving the information for allocation in web-resource (medical establishments, drugstores, 
firms-manufacturers of medical equipment and pharmaceutical preparations, etc.). 

The internal environment of medical data-advisory web-resource is essentially information resource, containing 
information of the following contents: 
− the index of medical establishments; parts selected in structure of these establishments; existing medical 

cabinets; medical private offices; 
− the personnel of medical establishment (personal data of treating and advising doctors, attendants, etc.); 
− the medical equipment (diagnostic and therapeutic equipment, which is available there, capabilities of this 

equipment, the list of the procedures spent with this equipment; the advertising information of firms-
manufacturers of the medical equipment); 

− services given by medical establishments (consultations of doctors, diagnostic and therapeutic procedures, 
etc.). 

 

 
Figure 1 - External and internal web-resource environments 

 
It is possible to allocate three base functions of an offered Web-resource: 
1. Information function - realization of information and advertising activity of the Web-resource (giving of the 

information about the medical institutions, given services, consultations, the diagnostic and therapeutic 
equipment, medical preparations, etc.), 

2. Communicative function - function of information interchange between clients and a resource (this resource 
is the information intermediary between consumers of medical services and establishments, which these 
services give); 

3. Service function - giving of advisory services both in on-line and off-line mode, giving of the information 
about capabilities of diagnostics and treatment in different medical institutions, function of electronic 
payments and an electronic drugstore. 

Web-site "Med-Health" suggested in this work based on the structure of a medical data-advisory Web-resource 
considered above. This web-resource has joined a plenty of ideas which in individual variants have been realized 
repeatedly, but together and in such volume is realized for the first time. The general block diagram of this web-
resource is given on fig. 2. The block diagram contains all elements of a medical infrastructure and logically 
coordinates them in uniform cooperating structure. 
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Figure 2 - The block diagram of the medical data-advisory web-resource “” 

 

 
The site consists of six basic sections (fig. 2): 
− medical establishments, 
− doctors, 
− medical equipment, 
− medical specialization, 
− drugstores, 
− contacts. 
The section “Medical establishments” comprises the information about all existent medical institutions (medical 
scientific research institutes; hospitals; polyclinics; sanatoriums / preventoriums; the medical centers; medical 
units; dispensaries. This section contains the information about a type of the establishment, its personnel; the 
contact information; the other help information concerning the medical establishment. 
The section “Doctors” contains the personal information about doctors, a place of job, their medical 
specializations, the experience of job, the achievements, used methods of treatment, the contact information. The 
opportunity to find out about consultations and other kinds of the services offered by the doctor, including services 
online is given in this section. 
The section “Medical specialization” includes the basic directions of diagnostics and the therapies selected in 
activity of medical establishments and doctors (for example, cardiology, surgery, ophthalmology, etc.). 
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The section “Medical equipment” contains the information about the equipment contained in concrete medical 
establishments, with the description of its capabilities and services given with this equipment; the information of 
firms-manufacturers about the medical equipment produced by them. 
The section “Drugstore” includes all assortments of the goods of medical purpose offered by drugstores, as the 
information about an address of the drugstore. The opportunity of orders of the goods through the Internet with 
home delivery is given. 
The section “Contacts” contains the information for communication with administration of the site at occurrence of 
questions or offers. 
The connections shown on the block diagram of a resource (fig. 2) are entered for universality of a resource. The 
site is based on a unique universal database which allows to create inquiries with any logic interrelations, and not 
only what were projected originally, but also anyone additional which have arisen after designing a database. This 
provides flexibility and universality of database. The logic structure of a database is not defined by physically 
existing connections. The information is stored in a plenty of the interconnected tables with the maximal 
fragmentation for maintenance of flexibility of a database. The relevant database provides the multiuser access to 
this resource with differentiation of the rights of access [5-7]. 
The developed database consists of set of tables. Sets of the structured data are stored in these tables. For 
tables the indexes facilitating search of the necessary lines are created. The declarative restrictions providing 
reference integrity and, hence, a coordination of the interconnected data in various tables are added to tables. 
Storage in a database of the procedures intended for performance of some actions with a database for 
preservation of representations, providing the specialized access to the data of the table is stipulated also. 
Network relations between a database and a Web-resource are under construction on the basis of architecture a 
client - server. The distributed structure of servers is more preferred as the fail of one of servers does not result in 
the termination of functioning of all Web-resource. Other reason for the decision of the organizational structure 
consisting of several servers is geographical separation of medical institutions. As consequence, the main server 
it is not attached rigidly to server stations of the basic level and can be established practically on any of existing 
operational systems on removed enough distance. 
Filling of a database with the information is carried out as follows. Representatives of medical institutions of 
various type fill in specially developed questionnaires: the questionnaire of medical establishment, the 
questionnaire of department, the questionnaire of the doctor. The information from these questionnaires is placed 
in the certain sections of a database on which the site is based. 
Access to the information of medical character which can be chosen by different criteria, building inquiries in a 
database, allows to receive instant answers to the put questions. The web-resource is multilanguage, that means, 
that a segment of users of the web-resource are users from all world. A resource is dynamical, that allows to 
update, change and correct its contents at any time. 
Segmentation of users of a suggested web-resource: 
− first of all it is people which activity is directly connected to medicine - doctors, medical science officers, 
manufacturers of the medical equipment and medical products; 
− people who need the information on where is possible to pass diagnostic examination, treatment or to find out 
more information on this or that disease, methods of treatment, medicines, a way of their application and where 
this or that preparation can be got, how to register for the surgery, what is necessary for this purpose, or to carry 
out appointment or consultation on-line. 
The resource contains huge volume of the information of medical character. These are medical articles, 
abstracts, researches of doctors, the description of various medical products, diseases and ways of their 
treatment. The information on a plenty of medical establishments of a various types is collected. 
The web-resource allows, except for information search, to carry out medical teleconferences, to carry out 
consultations, register for the surgery, register for the examination. 
The big attention in the resource is given to the friendly interface that the visitor who has got for the first time on 
the web-resource, could without problems understand navigation and easily find that information which is 
necessary for him. 
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For convenience of dialogue and safety of the confidential information a lot of measures and means is used [8,9]. 
First of all - differentiation of the rights of access of users. Enciphering of the data of the information which 
transfer or is received by users.  
For a realization of monitoring, storage of the information on a state of health, results of examination, diagnoses 
and the other medical information the separate database which is based on relevant database Cache which has 
been initially conceived as base for storage, enciphering and processing of the medical information is used. 
Access to the closed sections of this resource can be received with the help of a key which can be received only 
after accreditation [10]. The key has a binding to the person, to the IP-address of a computer, from which it 
comes, and to other parameters as much as possible to protect the web-site and the confidential information from 
the non-authorized access.  
On a portal there is a separate line of consultations which it is possible to receive on-line. Constantly there is an 
on duty expert who can competently answer an interesting and exciting question.  
The created Web-resource is designed as for those who cares of the health and interests in novelties in the field 
of medicine and for experts of a medical structure and other visitors. The user of a web-resource who is the 
consumer of the services given by medical institutions with the help of the offered web-site can receive if 
necessary the information about what medical institutions accessible to this user renders service required to him 
(service of diagnostic, therapeutic or advisory type), what conditions of rendering of this service, what type of the 
equipment is used there. Due to complete volume of the necessary information, the consumer chooses service 
optimally suitable for him on quality and availability. Medical institutions receive an opportunity to illuminate all 
spectrums of the services rendered by these establishments for a wide range of consumers of these services. 
Besides as on the same site firms-manufacturers of the medical equipment place advertising of their production, 
medical institutions get access to the information on the newest medical technologies, that allows to improve 
quality of medical services. 

Conclusion 
The offered medical information resource provides two-way contact between consumers of medical services and 
the establishments giving these services, and also manufacturers of the equipment and medical preparations. 
Complete resource of this kind is interest for various groups of users, first of all for those who wish to choose 
necessary and optimally accessible medical service among great number of the services given by different 
medical institutions. Besides this, resource enables medical institutions to give the information about them. Firms-
manufacturers of the medical equipment and of the pharmacological preparations also receive an opportunity to 
acquaint the broad audience of consumers and experts with produced production that enables medical 
institutions to have the information on the newest medical technologies. The resource provides general 
infrastructure and basic components for research and development of medical and healthcare information 
systems with remote access. One of the main advantages of the web-resource “Med-Health” over miscellaneous 
other resources of such kind, is that the “Med-Health” is interesting both doctors and patients, and for 
manufacturers and researchers. 
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OPEN SOURCE INFORMATION TECHNOLOGIES APPROACH FOR MODDELING 
OF ANKLE-FOOT ORTHOSIS 

Slavyana Milusheva, Stefan Karastanev, Yuli Toshev 

Abstract: Computer modeling is a perspective method for optimal design of prosthesis and orthoses. The study 
is oriented to develop modular ankle foot orthosis (MAFO) to assist the very frequently observed gait 
abnormalities relating the human ankle-foot complex using CAD modeling. The main goal is to assist the ankle-
foot flexors and extensors during the gait cycle (stance and swing) using torsion spring.  

Utilizing 3D modeling and animating open source software (Blender 3D), it is possible to generate artificially 
different kind of normal and abnormal gaits and investigate and adjust the assistive modular spring driven ankle 
foot orthosis.  

Keywords: biomechanics; 3D computer modeling, ankle-foot orthosis 

ACM Classification Keywords: I.3.7 Three-Dimensional Graphics and Realism, I.6.5 Model Development 

Introduction 
Open source software refers to computer software available with its source code and under an open source 
license. Such a license permits anyone to study, change, and improve the software, and to distribute the 
unmodified or modified software. It is the most prominent example of open source development. This software 
gives an outstanding flexibility in terms of extensibility and modularity.  
The study is based of 3D modeling technology provided by one of the most advanced open source software – 
Blender. Blender is a free 3D modeler program. It is used for modeling and rendering three-dimensional graphics 
and animations. Blender is available for several operating systems, including FreeBSD, IRIX, GNU/Linux, 
Microsoft Windows, Mac OS X, Solaris, SkyOS, and MorphOS. In addition, Blender's recent burst of new features 
in the last few versions has actually brought it close in feature set comparison to high-end 3D software such as 
3D Studio Max and Maya. Among these features and user interface ideas are, for example, complex fluid and 
cloth effects, a comprehensive and well-thought out hotkey program, which rivals that of most higher end 
applications, and a wide range of easily accessible and creatable extensions using Python scripting. Regardless 
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of lack of natively implemented CAD functionality there are a lot of possibilities for development of Python based 
helper scripts for precise engineer modeling. 
Ankle-foot orthosis (AFO) is commonly used to help subjects with weakness of ankle dorsiflexor muscles due to 
peripheral or central nervous system disorders. Both these disorders are due to the weakness of the tibialis 
anterior muscle which results in lack of dorsiflexion assist moment. The deformity and muscle weakness of one 
joint in the lower extremity influences the stability of the adjacent joints, thereby requiring compensatory 
adaptation. 
During level plane ambulation the ankle should be close to a neutral position (right angle) each time the foot 
strikes the floor. Insufficient dorsiflexion may be the result of hyperactive plantarflexors that produce very high 
plantarflexion moment at the ankle, or weakness of the dorsiflexion muscles. This affects the ability of the ankle to 
dorsiflex. As result the patient make a forefoot contact instead of normal “heel-strike”. If there is a weak push-off, 
the stride length reduces, and the gait velocity decreases. Similarly, during the gait swing phase, the ankle is 
dorsiflexed to allow the foot to clear the ground while the extremity is advanced. Hyperactive or weak dorsiflexors 
may result in insufficient dorsiflexion, which must be compensated by alterations in the gait patterns so that the 
toes do not drag. This insufficient dorsiflexion during the gait swing phase is termed as “foot-drop”. In addition to 
the toes dragging, the foot may become abnormally supinated, which may result in an ankle sprain or fracture, 
when the weight is applied to the limb. Foot-drop is commonly observed in subjects after a stroke or personal 
nerve injury. 
There are several possible treatments for foot-drop - medicinal, orthotic, or surgical. It is to note that the most 
common is the orthotic treatment. Orthotic devices are intended to support the ankle, to correct deformities, and 
to prevent further occurrences. A key goal of orthotic treatment is to assist the patient achieving normal gait 
patterns. 
Different orthoses are used to enhance the ankle-foot position and mobility. The most common types are 
hingeless and hinge orthoses. Using springs, the hinge orthoses could assist ankle flexion/extension during gait, 
i.e. they are pseudo-active orthotic devices. The standard ankle foot orthoses (AFO) is a rigid polypropylene 
structure which prevents any ankle motion. 

Methods 
The study is oriented to develop modular ankle foot orthosis (MAFO) with two units (shank brace and foot brace) 
connected with lateral and medial adjustable hinged joints.  
Gait analysis 
Gait analysis is useful in objective documentation of walking ability as well as identifying the underlying causes for 
walking abnormalities in patients with cerebral palsy, stroke, head injury and other neuromuscular problems. The 
results of gait analysis are useful in determining the best course of treatment in these patients. 
Normal gait 
The gait cycle begins when one foot contacts the ground and ends when that foot contacts the ground again. 
Thus, each cycle begins at initial contact with a stance phase and proceeds through a swing phase until the cycle 
ends with the limb's next initial contact. Stance phase accounts for approximately 60 percent, and swing phase 
for approximately 40 percent, of a single gait cycle.  
Each gait cycle includes two periods when both feet are on the ground. The first period of double limb support 
begins at initial contact, and lasts for the first 10 to 12 percent of the cycle. The second period of double limb 
support occurs in the final 10 to 12 percent of stance phase. As the stance limb prepares to leave the ground, the 
opposite limb contacts the ground and accepts the body's weight. The two periods of double limb support account 
for 20 to 24 percent of the gait cycle's total duration.  
Stance phase of gait is divided into four periods: loading response, midstance, terminal stance, and preswing. 
Swing phase is divided into three periods: initial swing, midswing, and terminal swing. The beginning and and 
ending of each period are defined by specific events. 
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Each subphase is accompanied by a change in position, ground reaction force, and/or internal muscular forces. 
Gait cycle analysis in this sense is essentially a sagittal plane function. 
The ankle is plantarflexed 10 degrees at heelstrike, with further plantorflexion dampened by the ankle 
dorsiflexors, aiding with shock absorption. At midstance, ground reaction tends to dorsiflex the ankle which is held 
rigid by the plantarflexors, controlling forward thrust of the tibia. Ground reaction continues to push the ankle 
toward dorsiflexion in terminal stance, resisted by the plantarflexors. The ankle passively dorsiflexes as it is 
unloaded in preswing. 
Ankle joint motion (sagittal plane): 
- between initial heel contact and foot flat ankle 

undergoes ~3-4° plantar flexion (first 6% of 
stride); 

- after foot flat ankle dorsiflexes until a little 
beyond 40% of stride (as hip moves over 
ankle), reaching maximum of 8-10°; 

- ankle plantar flexes for remainder of stance 
phase until after push-off (reaches maximum 
plantar flexion of 16-19° just after toe-off); 

- after push-off ankle rapidly dorsiflexes during 
early swing for toe clearance; 

- ankle dorsiflexion slows or stops during mid-
swing but may continue to dorsiflex slightly in 
late swing until just prior to heel contact when 
plantarflexion begins. 

 
 

Fig.1.Gait analysis 

 
Abnormal gait 
Pathological gait describes altered gait patterns that have been affected by deformity (usually in the form of 
contractures), muscle weakness, impaired motor control. Any alteration affecting one or more motion or timing 
pattern can create a pathological gait pattern.  
Deviations to normal gait patterns can be observed during both swing and stance phases and requires systematic 
evaluation for assessment of functional compensations and/or neuromuscular-skeletal factors. Functional 
compensations are voluntary posturings that attempt to substitute for specific motor weaknesses and joint 
instabilities. It is important to identify functional compensations from imposed mechanisms for appropriate orthotic 
design and therapeutic considerations. 
Gait analysis can be used to evaluate more objectively the dynamic basis for an observed gait deviation in the 
patient requiring a lower limb orthosis. It also can be a valuable tool in objectively assessing the impact of 
different orthotic interventions. 
 

Ankle-foot orthosis  
A standard polypropylene AFO is a rigid polypropylene structure which prevents any ankle motion. 
Different orthoses are used to enhance the ankle-foot position and mobility. The most common types are 
hingeless and hinge orthoses. Using springs, the hinge orthoses could assist ankle flexion/extension during gait, 
i.e. they are pseudo-active orthotic devices. 
 

Which are to assist the quite popular gait abnormalities inherent to a spring-controlled human ankle-foot complex. 
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Previous studies have shown the DACS (dorsiflexion assist controlled by spring) AFO to have the following 
desirable characteristics: 1) the magnitude of the dorsiflexion assist moment and the initial ankle angle of the 
AFO can be changed easily, and 2) no plantarflexion assist moment is generated. 
Torsion springs 
Torsion springs (Fig.2) can store and release angular energy or statically hold a mechanism in place by deflecting 
the legs about the body centerline axis. They offer resistance to twist or rotationally applied force. 
 

 

Fig.2. Torsion springs 

 
Fig. 3.Linear characteristic of the spring 

 
Figure 3. shows the linear characteristic of the torsion spring 
Mspring = -k�                  linear spring 
where  Mspring is the spring torque, k is the spring constant and � is the angular displacement from its rest angle 
Dynamic equilibrium at joints 
For normal leg, the dynamic equilibrium at each joint can be expressed as: 
Mi = Mg + Ms + Md + Ma 

where Mi, Mg, Ms, Md and Ma represent the torque due to moment of inertia of the rotating segment, gravity, joint 
stiffness, joint viscosity and muscle activation respectively. As there will be no muscle activity during the period 
considered, Ma becomes zero.  

Results 

Using the advanced open source 3D modeler (Blender3D) with outstanding user script capabilities (by Python 
script language extensions), different 3D computer solid models of MAFO were developed (Fig.4, Fig.5, Fig.6 and 
Fig.7).  
 

 
Fig.4. Dump screen of Blender3D during modeling process 
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Fig.5. 3D computer solid 
model  

of MAFO normal state 

 
Fig.6. 3D computer solid model of MAFO 

in state of tension includes two parts: 
lower part (foot) and upper part (calf) with 

two torsion spring (lateral and medial). 

 
 

Fig.7. 3D model of the human 
ankle-foot segment with a model of 

orthoses. 

 
The main idea was to design two personalized AFO parts - lower (foot) and upper (calf), using 3D human model 
(artificially generated by specialized Blender3d script). 
On the base of the obtained 3D surfaces two personalized AFO parts were designed and different variants of 
elastic elements (torsion spring) connecting the two parts of the orthosis. 
A modular ankle-foot orthosis (MAFO) with one degree-of-freedom (dorsiflexion-plantarflexion motion) has been 
developed. The flexion/extension is controlled by springs. Dorsiflexion correction is achieved via the compression 
force of springs within the assistive device.  
The big advantage of the 3D model is the possibility for further dynamics and kinematics development in field of 
more precise simulation of the real orthosis behavior. This could be achieved by combination of build-in physics 
engine of Blender3D, which covers both rigid and soft body simulation and user developed scripts. 
 

Discussion 
The magnitude of the MAFO dorsiflexion assist moment and the initial ankle angle can be modified by variation of 
the spring parameters (spring constant, spring rest angle). Regardless the simplicity of MAFO, the results in 
improvement of plantarflexion during swing phase are similar to the results obtain using commercial AFOs. The 
proposed modular ankle-foot orthosis is currently under additional mechanical durability tests. Continuous 
plantarflexion was applied to MAFO to check the durability of each part. At present, more than two million 
repetitions of plantar flexion have been applied and no serious problems have arisen. The results of the durability 
test will be use to improve the design of MAFO. Our MAFO can be used by the patients daily, and is also useful 
for gait training, since various characteristics can be easily modified. Moderately large dorsiflexion assist moment 
and small dorsiflexion initial ankle angle facilitates the increase of knee extension muscle forces, thus preventing 
forward foot slap during the initial stance phase.  
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APPLICATION OF THE ARTIFICIAL INTELLIGENCE ALGORITHMS  
FOR SYSTEM ANALYSIS OF MULTI DIMENSION PHYSIOLOGICAL DATA  

FOR DEVELOPING POLYPARAMETRIC INFORMATION SYSTEM  
OF PUBLIC HEALTH DIAGNOSTICS 

Nina Dmitrieva,  Oleg Glazachev 

Abstract: The polyparametric intelligence information system for diagnostics human functional state in medicine 
and public health is developed. The essence of the system consists in polyparametric describing of human 
functional state with the unified set of physiological parameters and using the polyparametric cognitive model 
developed as the tool for a system analysis of multitude data and diagnostics of a human functional state. The 
model is developed on the basis of general principles geometry and symmetry by algorithms of artificial 
intelligence systems. The architecture of the system is represented. The model allows analyzing   traditional signs 
- absolute values of electrophysiological parameters and new signs generated by the model – relationships of 
ones. The classification of physiological multidimensional data is made with a transformer of the model. The 
results are presented to a physician in a form of visual graph – a pattern individual functional state. This graph 
allows performing clinical syndrome analysis. A level of human functional state is defined in the case of the 
developed standard (“ideal”) functional state. The complete formalization of results makes it possible to 
accumulate physiological data and to analyze them by mathematics methods. 

ACM Classification Keywords: J.3 Life and Medical Sciences: Health. Medical information systems. 
I.3.5 Computational Geometry and Object Modeling. I.5.1 Models Geometric.  

Introduction 
One of problems of the contemporary preventive medicine is the development of an informational system of 
health diagnostics, which could enable to conduct a system analysis of multitude data, while could be comparable 
with existing clinical functional diagnostics and corresponding to the modern requirements to medical information 
systems [Hummel et al. 2000]. The experience obtained by us through the use of the visualized patterns and 
graphic modeling of functional states of an organism under activity of physiological substances [Dmitrieva et al. 
1982] created the basis for development of the polyparametric method for evaluation of a human functional state 
in terms of the pattern recognition theory [Dmitrieva et al. 1989]. Patient data are presented in graphical formats 
as visual patterns, which permit to interpret these data in clinical-physiological terms. According to the 
recommendations of the Word Health Organization we have conducted the comparative research of a health 
state of students by polyparametric and clinical physiological methods [Dmitrieva, Glazachev, 2000]. These 
results demonstrated advantages and disadvantages of polyparametric method and lead us to development of 
new model on the basis of an artificial intelligence algorithms to improve one [Pospelov,1992; Zenkin, 1991]. 



International Journal "Information Theories & Applications" Vol.14 / 2007 
 

 

150 

 Case-Based Reasoning 

The gist of the polyparametric method for diagnostics of a human functional state consists in polygraphic 
recording (0.5 minutes) and data processing of objective physiological characteristics (electrocardiogram, 
electromiogram, electrovasogram and others), parameterization of analog signals, polyparametric description of a 
functional state with the unified set of the time - amplitude parameters, using artificial intelligence algorithms and  
graphical modeling and methods of pattern recognition for an analysis of multi dimension data on line mode.  
Necessity and sufficiency of the set of parameters for a description of functional state have been grounded 
earlier. The novelty of the new variant of the polyparametric method contains in the original polyparametric 
cognitive model presenting the intelligence image system as the tool for the system analysis of multi dimension 
data. 
The Intelligence Image model. Absolute values of 
the unified set of physiological parameters mentioned 
above are represented as vectors in the system of 
polar coordinate (Fig.1). Each parameter has its own 
scale determined by modal level (middle circle). The 
contour limited with external and internal 
circumferences (maximal and minimal values of the 
parameters without pathognomonic signs) is the 
intelligence transformer performing analysis and 
classification of every parameter and whole shape, for 
example nosologic diagnosis.  The active part of the 
intelligence transformer provides relationships of 
parameters as additional new signs generating new 
knowledge about a subject. 
The changes of sympathetic or parasympathetic 
regulation are reflected in a displacement of a pattern 
(dotted circumference on fig.1) to the left and to the 
right correspondingly. 
The model of “ideal functional state” is characterized 
by the invariant relationships of all parameters (fig.2, 
left top). This model and patterns of individual 
functional states are constructed on the basis of the 
general intelligence model.  

 

 
Fig.1. Artificial intelligence image model for analysis of 

physiological sings.  
(Vectors X1 – X20 are physiological parameters;  

the method of construction is described in the text). 

 

The results of the polyparametric examination are presented to physician in tabular form and as a pattern of 
functional state. On fig.2 there are 4 protocols of polyparametric examination patients with different functional 
sate: the first column is the list of physiological parameters and theirs values (in physical dimensions), the second 
column represents the relationships of parameters giving as the values of deviation (percents) from the invariant, 
visual graph (the pattern) of individual functional state enables performing clinical analysis of multiple data in 
interactive mode.  
The polyparametric method allows evaluating level of a functional state in on-line mode during 3-5 minutes.The 
main characteristic of satisfactory state class is relationships of parameters closed to invariant: deviation is less 
than 5-7% whereas the absolute values of parameters can be in wide range between maximal and minimal rings. 
Thus the pattern of satisfactory functional state has a round form or similar to it. The deeper the adaptation 
syndrome the greater the misbalance of parameters is become. The pattern state assumes an irregular form of a 
different kind (Fig.2). It means that parameter relationships of the vital physiological functions are supplementary 
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diagnostics signs of changes of human functional states. This is the new knowledge about information 
connections of physiological functions. 
The state patterns are classified on decision rules in the PC programs and graded into four classes according to 
the main stages of adaptation processes development The results of the polyparametric examination according to 
the classes of functional state were controlled by criterionχ2 (by program “S-Plus 2000 professional”) and 
discriminative analysis (table 1).  
 

  

  
 

Fig.2. Patterns of different functional states. (1– satisfactory functional state, 2 – strained functional state,  
3 – overstrained functional state, 4 – stress. Description of structure is in text) 

 

Table1. Differences between functional classes by criterion χ2 (by program “S-Plus 2000 professional”) 

Classes 4-1 4-2 4-3 3-1 3-2 2-1 

Criteria 113.6 82.5 33.95 44.86 26.35 97.2 

Mean 0.001 0.001 0.0034 0.001 0.034 0.009 

Thus, with χ2 criterions the main stages of adaptation process have objective differences between classes of 
functional states.  
The discriminative analysis of the polyparametric data has confirmed their subdivision into 4 prescribed classes of 
functional states with satisfactory differences (under 9%).  
As using parameters allow characterizing the autonomic regulation, the patterns of functional states can be 
considered as syndrome of autonomic status [Veyn, 1998]. For a definition of autonomic regulation every time 
parameter in the pattern marked with light color and amplitude parameters are darkened. This gives possibility for 
a physician to definite autonomic status ease and quickly [Dmitrieva, 1999]. 
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Special investigations were found out significant individual differences of the patterns. The results of statistical 
analysis (mean values, mode, standard deviation and coefficient of variation) of polyparametric data 
demonstrated highly variable of some parameters for different people. It means the number of combinations of 
the changed signs can be high. The research of individual variations revealed that they can be satisfactorily 
systematized into major classes of states in respect of the standard model.  
In support of that the polyparametric data were analyzed with the cluster method by the strategy of Word. On the 
Fig.3 the results of cluster analysis of polyparametric documents (on left) and statistic refined data (on right) are 
represented. 

  
Fig3.  Cluster analysis of documents of polyparametric examinations of students  

(axis Х –individual documents, axis Y –cluster ranges). 
 
There were singled out three main and four added clusters. The interpretation of clusters was performed by the 
visual analysis of individual documents. It was found out that same people examined in different time formed 
same clusters. Thus there were demonstrated that some syndromes are stable because of their patterns are 
fluctuated close to errors of a measure of parameters (± 7-8 %). Thus the reproducibility of derived parameters 
and their relationships has been confirmed. It was shown that a high formalization of the obtained results of the 
polyparametric examination makes to do systematization and mathematical analysis of multidimensional 
physiological data. 
The patterns of typical adaptation syndromes were selected for using in the information support of physician 
decisions in diagnostics of a person adaptation syndrome [Seley H. 1976]. These patterns were fixed in phase 2 
(Fig.4) to use them as the conceptual models of different adaptation syndromes for comparative analysis of 
newcomer patterns. The gist of this procedure is “data mining”. The scheme of DATA MINING of polyparametric 
technology is represented on fig.4. 
 
 
 
  
 
 
 
 

 
Fig.4. The scheme of polyparametric technology of diagnostics of multitude human functional states. 

Pattern presented             Pattern standards                              Procedural analysis                       Decisions  
Phase 1                             Phase 2                                            Phase 3                                         Phase 4 
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E 
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The phase 3 of the technology is intended for a predictable decision by using the known rules of procedure “if S 
then A” [Newell, Simon, 1972]. It is easy to see changes of any pattern and to interpret a dynamic of a functional 
state using these rules working with the model.  
But the obtained results do not allow making a definite conclusion about exact role of concrete signs in the 
forming of pattern. 
The polyparametric method and technology are open for further development and improvement based on the 
bank-accumulated data of polyparametric examinations and evaluations of a functional state under therapeutics 
and correction mode. 
Application of the polyparametric method in condition of the comparative analysis of the results of examination of 
students with the clinical methods was conducted. The findings demonstrated that 44% of students during their 
term are in a state of overstrain and 40% in adaptation failure according to the classification of stages of 
adaptation development processes. Thus the comparative analysis showed the good correlation and 
correspondence. 

Conclusion 
The information intelligence image polyparametric system represents the instrument to analyze multidimensional 
data, performing knowledge engineering and data mining. It allows very quickly define level of a human functional 
state relatively to the developed standard of functional state. The image of functional state is very easy for 
interpretation. Complete formalization of the polyparametric results makes it possible to accumulate data and 
analyze them by math methods. This tool allows determining and evaluating relationships of electrophysiological 
parameters, which became a new diagnostics signs. The conceptual model of standard (“ideal”) functional state 
was formed. This model allows to circumvent the indefinite notions of “norm” and “ordinary man” and work out the 
technique for measurement of various deviations from the ”ideal functional state” as changes of the 
functional state. 
Today the first experimental model of computer polyparametric system is installed in the Moscow State 
University, where the health of students has been examined for some years. The polyparametric method is open 
for further development of the preclinical diagnostics of functional disorders on the “training-with-a teacher” basis. 
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DISTINCTIVE FEATURES OF MOBILE MESSAGES PROCESSING 

Ken Braithwaite, Mark Lishman, Vladimir Lovitskii, David Traynor 

Abstract: World’s mobile market pushes past 2 billion lines in 2005. Success in these competitive markets 
requires operational excellence with product and service innovation to improve the mobile performance. Mobile 
users very often prefer to send a mobile instant message or text messages rather than talking on a mobile. Well 
developed “written speech analysis” does not work not only with “verbal speech” but also with “mobile text 
messages”. The main purpose of our paper is, firstly, to highlight the problems of mobile text messages 
processing and, secondly, to show the possible ways of solving these problems. 

Keywords: mobile text messages, text message analysis, natural language processing 

ACM Classification Keywords: I.2 Artificial intelligence: I.2.7 Natural Language Processing – Text Analysis 

Introduction 
1. The reasons why is very difficult to use the classical linguistic approach for verbal speech analysis have been 

considered in [1]. In this paper the problems of Mobile Short Message (MSM) analysis will be discussed. MSM 
represents plain text message of 160 characters or less and provided by mobile SMS (short message 
service). The year 2005 saw an explosion in the volume of MSM being sent to mobile phones. Mobile’s users 
choose to send MSM rather than talking on a mobile call because [2]: 
♦ They don’t have time to chat phone (74%). 
♦ To not disturb other patrons on public transportation or at a sporting event or restaurant (53%). 
♦ To get work done and send quick notes when on the road travelling for business (32%). 
♦ Less disturbing than phone calls (72.5%).  
♦ One can reach the other party around the clock (30.4%). 
However, mobile operators need to understand that subscribers give greater priority to the convenience of 
using the service over the technology and capabilities it offers. Therefore, more effort must be placed on 
creating user-friendly client interfaces that integrate effectively with the handset features. 

2. A wide variety of information services can be provided by SMS, including weather reports, traffic information, 
inventory management, itinerary confirmation, sales order processing, asset tracking, automatic vehicle 
location, entertainment information (e.g., cinema, theatre, concerts), financial information (e.g., stock quotes, 
exchange rates, banking, brokerage services), and directory assistance. SMS can support both push (i.e. 
mobile-terminated (MT)) SM and pull (i.e. mobile-originated (MO)) SM to allow not only delivery under specific 
conditions but also delivery on demand, as a response to a request. 

3. The important distinctive feature of MSM is that the majority of them are bilingual (i.e., using both English 
words and mobile slang from Tegic’s T9 dictionary [3]). 

4. We will consider MSM in indissoluble link with Inbound Number (INo) represented by a short code (it is 
typically a 5 digit number which is accessible by subscribers of any mobile operator) or long code (a usual 
mobile number– works across all operators). 

5. Information services as described above are provided by “Content Providers” who must rent an INo. This can 
be dedicated to provide a single service or shared to provide multiple services. In they case of multiple 
services, they are distinguished by the use of a key word that user must provide as the first word of the MSM. 

6. The standard 12-key keypad found on many mobile phones today (see Figure 1). On this Figure “Imitator of 
Mobile” is represented. Alphabetic letters are mapped to keys ‘2’ through ‘9’. However, this arrangement 
poses problems for text entry. As three or four letters share the same key, some form of disambiguation is 
required to determine which letter is intended by the user. There are currently two main methods that are 
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usually used on mobile phones for text entry. They are the multi-tap method and the predictive text entry 
method. In the multi-tap method, a user taps the key that contains the letter repeatedly until the desired letter 
appears. The number of taps required depends on the position of the letter on the key. In predictive text input 
method (e.g., Tegic’s T9 [3]), the user presses the key that corresponds to each letter of a word once. The 
system uses a dictionary of words to determine which of the possible words the key sequence matches. When 
MSM is received on a particular INo, then for a dedicated INo the MSM is forwarded to the client renting it. If 
the INo is shared, the MSM needs to be examined to identify the client and the individual service.  

7. First we will describe the types of MSM and the problems encountered examining the MSM. The MSM might 
be represented by: 

♦ Letter or digit. For example, a number of 
promotions are quizzes/competitions and 
sometimes are also interactive, i.e., multiple 
messages/responses. If the original message to 
the customer is a question, such as “How many 
legs has my dog got?” then the customer could 
reply 1, 2, 3, or 4. Some promotions are multi-
choice answers e.g., ‘a’, ‘b’, or ‘c’. 

♦ Single word or number (e.g. credit card number). 
♦ Sequence of words or numbers. 
♦ Combination of words and numbers in MSM. 
The main purpose of this paper is to investigate the 
bad pairs INo ↔ MSM and find ways to restore them.  
 
Let’s call pair INo ↔ MSM bad if: 
• INo does not exist; 
• Type of MSM was not recognised or keyword of 

MSM was not recognised. Very often the first 
whitespace-delimited word represents keyword 
(KW) and allows the identification of the client; 

• The pair INo ↔ MSM does not exist because 
(¬INo & MSM) ∨ (INo & ¬MSM), 

 
Figure 1. Standard 12-keys keypad  

where ¬INo and ¬MSM stand for wrong INo and wrong MSM respectively. Let’s call INo and MSM wrong if 
they separately exist but link between INo   and KW of MSM does not.The reason of wrong MSM is 
understandable. For example, a user can tap the 2-key once to get ‘a’, twice to get ‘b’ and thrice to get ‘c’. If 
he taped wrongly then instead of desired word bell he typed cell, or using 6-key instead of come was cone. 

• A special type of MSM (so called stop MSM) requires synonyms for recognition e.g., cancel, remove, etc. 
• Finally, we would like to underline the most difficult and dangerous problem when INo ↔ MSM exists but 

((INoT ≠ INoD) & (KWT = KWD)) ∨ ((INoT = INoD) & (KWT ≠ KWD)) ∨ ((INoT ≠ INoD) & (KWT ≠ KWD)), 
where letters D and T mean what user desired to type and what was actually typed. 

 

This problem takes place because of ambiguity of both INo and KW i.e., one INo might link to several KW and 
many different INo might use the same KW, and vice versa.  
 
Let’s investigate these problems and discuss the results of KW, INo and bad MSM analysis. Our investigation 
was grounded in real data analysis. As a result of this discussion an algorithm to deduce the correct KW from a 
bad MSM will be described. Also, the result of using of this algorithm will be shown. 
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Keywords Analysis 
The result of KW analysis and KW ambiguity is shown on Figure 2, namely: 

- Total (valid + invalid) KW distribution among letters and mobile’s keys (2-9). A KW is invalid if it currently 
is not used on the INo but at the same time the same KW might be valid for another INo. For example, 
KW red is valid for INo 81025 and 80039, and invalid for 89095; 

- Displaying the list of KW for selected letter or Inbound No by clicking the corresponding letter or digit; 
- For any KW (by clicking when the list of KW is displayed, or just simply typing in KW) the corresponding 

list of INo is displayed.; 
- List of the next (= expected) symbols is displayed for the entered symbol (letter or digit); 
- List of ambiguity for both valid and invalid KW is displayed. 
- INo ambiguity is shown on Figure 3. 

 

 
Figure 2. Keywords analysis and KW ambiguity 

 

 
Figure 3. INo ambiguity 
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To provide such analysis the Knowledge Base (KB) has been created and used for KW, INo and bad MSM 
analysis, and KW and INo restoration. The main features of KB have been discussed in details in [4]. Here we 
would like to notice that in our case, under the KB organisation we would understand the regularity of data (INo 
and KW) distribution in memory assuring the storage of various links between them. At any time KB deals only 
with relatively small fragments of the external world. So, the corresponding structures are needed to integrate 
these fragments separated in time into the integral picture. The structures obtained as a result of integration 
should contain more information than it had been used for its creation. The organisation of KB should make 
allowance for such features as: 

- associability; 
- ability to reflect similar features for different objects and different features for similar objects (where 

objects are represented by KW and INo); 
- heterarchical organisation of information [5]. The idea of heterarchical approach means that a full 

association of INo and KW represent very complicated net of nodes and unidirectional links between 
them. The predetermined hierarchy of "super-" and "subclasses" is absent; every node (INo or KW) is a 
"patriarch" in its own hierarchy if some process of search initiates with it.  

Bad Messages Analysis 
The main purpose of Bad Messages (BdM) is to classify BdM and allocate types of BdMs which might be 
restored. Several hundred thousand BdMs have been detected and result of this is as follows: 

• Wrong KW among valid and invalid KW - 42.12%; 
• Wrong KW among valid KW  - 20.11%; 
• Wrong KW among invalid KW  - 22.01%; 
• Wrong INo    - 39.53%; 
• “Stop” MSM    -  8.78%; 
• Empty MSM    -  6.47%; 
• Wrong alphabet (e.g. Russian)   -   2.65%; 
• Mobile slang (from T9 dictionary)  -  0.37%; 
• Rude MSM    -  0.08%. 

Remark: Wrong INo means literally wrong INo, e.g. 22120000, or unknown INo. So despite that 39.53% of 
wrong INo it would not be effective to spend more effort in trying to decrease this percentage. In the next session 
of paper some ideas of KW and right INo restoration will be discussed. 
 

Algorithm of KW and/or INo Restoration 
1 INo recognition. There are four possible type of INo: (i) valid; (ii) invalid, (iii) unknown when either length of 

INo is different from short or long INo, or INo does not exist in KB. Remark: Checking existing INo in KB would 
be sufficient to find out if the INo is known or not. But this operation requires more time than simply checking 
the length of the INo, and (iv) wrong INo. Initial analysis of INo does not allow the identification of this type of 
INo. It would only be possible to do this when KW of the MSM is recognised. 

2 Initial MSM validation. MSM will be classified as valid if only contains symbols from the Latin alphabet and/or 
digits are used. Hereafter, only valid MSM will be considered. 

3 Separators elimination from MSM. 
4 Fillers elimination from MSM. For example, in MSM: “I’d like to stop sending messages” I’d like to is a filler 

and will be deleted. 
5 Slang elimination from MSM using T9 dictionary. 
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6 Stop MSM recognition. Remark: In the current version of algorithm MSM  “s�t�o�p” will not be recognised as 
a stop MSM.  

7 Extracting set of KW from KB related to INo, i.e. {KWINo}, where {KWINo} ⊂ {KWKB}. {KWKB} represents all 
existing KW in KB. 

8 Extracting KW from MSM, i.e. KWM. Remark: In the current version of the algorithm only the first word of 
MSM is considered as a KWM. 

9 Extracting set of INo from KB related to KWM, i.e. {INoKWm}, where  {INoKWm} ⊂ {INoKB}. 
10 Pair INo ↔ MSM is accepted if ((INo ∈ {INoKWm} ∧ KWM ∈ {KWINo}) ⇒ IS-Correct(MSM)) 6 return(KWM), 

where predicate IS-Correct(MSM) is true when “MSM is correct” and false (i.e. ¬IS-Correct(MSM)) - 
otherwise. Symbol ⇒ stands for word then and symbol 6 means lead to. Returned KWM is used for further 
analysis. 

11 Pair INo ↔ MSM represents BdM, if  
(INo∈{INoKWm} ∧ KWM∉{KWINo}) ⊕ (INo∉{INoKWm} ∧ KWM∈{KWINo}) ⊕ (INo∉{INoKWm} ∧ KWM∉{KWINo}), 
where symbol ⊕ means exclusive or.  

12 After recognition of BdM reason, the attempt to restore BdM is undertaken. To explain this step let us assume 
that the reason of BdM is:  
INo∈{INoKWm} ∧ KWM ∉{KWINo}.  
From this it follows that: 
INo∈{INoKWm} ∧ KWM ∉{KWINo} ∧ (KWM ∈{KWKB} ⊕ KWM ∉{KWKB}).  
If KWM∈{KWKB} then attempts to correct INo should be undertaken. The next step will describe the more 
complicated case of KWM correction when KWM ∉{KWKB}. 

13 KWM  correction. There are two different approaches to restore KWM: 
(1) The first approach provides searching KWi ∈ {KWKB} under several conditions:  

• the difference in length of words KWi and KWM  must be less or equal 1;  
• just two different symbols might be in KWi and KWM. This rule covers four possible types of misspelling 

(the word attempt is used to demonstrate the first three types): (i) attepmt; (ii) atempt; (iii) attembt, 
and (iv) ozlo. The last type should be considered more attentively. There are two different reasons for 
this type of misspelling:  
I. Problem of symbol recognition. Very often it is simply impossible for the user to distinguish the 

letter ‘l’ from the digit ‘1’, especially when, for example, the previous symbols are letters but for 
correct KW digit ‘1’ need to be typed in, e.g. oz10.  

II. Easier typing. For the user it is easier to press the button 0 once than to press the button 6 three 
times to enter the letter ‘o’ in word bonus, because for any reader it is still easy to understand 
word the b0nus. Another example, when instead of the letter ‘l’ (pressing the button 5 three times), 
or ‘i’ (pressing the button 4 three times) entered digit 1 e.g. tab1e.  

• Similarity of words KWi and KWM  must be more or equal to some Threshold of Similarity (TofS), 
i.e. Smlrt(KWi,KWM) ≥ TofS.  The calculation of Smlrt(KWi,KWM) as a percentage is quite simple: 

Smlrt(KWi,KWM) = (ACSLR(KWi,KWM) + ACSRL(KWi,KWM)) * 2 / ( Length(KWi) + Length(KWM))*100, 

where ACSLR(KWi,KWM) and ACSRL stand for Amount of Compared Symbols from Left to Right and 
Right to Left respectively. For example, for considered words: attepmt;  atempt; and attemppt the 
values of Smlrt(KWi,KWM) are as follows:  

Smlrt(attempt,attepmt) = (4+1)*2/14*100=71.43%,  
Smlrt(attempt,atepmt)=(2+4)*2/13*100=92.31%, and 
Smlrt(attempt,attemppt)= (6+1)*2/15*100=93.33%.  
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Remark: In the result of comparison of words attempt and attemppt from left to right two sequences 
remain to be compared from right to left: t and pt. That is why ACSRL(KWi,KWM) = 1. The compact 
description of first approach to restore KWM  might be presented in the following manner: 

∃ KWi ((KWi ∈ {KWKB}) ∧ (Smlrt(KWi,KWM) ≥ TofS)) 6 return(KWi), 

where quantifier ∃ means exist. 
 

To find out an appropriate value for TofS thousands of BdMs have been tested for three different 
values of TofS – 50.0%, 75.0%, and 100%. The decreasing of restored KWs are: 

6,370 → (-1,137) → 5,233 → (-709) → 4,524. 
That is caused by type 1 of misspelling (wrong sequence of two letters), because Smlrt(KWi,KWM) is 
very sensitive to a word’s length, e.g. Smlrt(node,ndoe)=50.0%, Smlrt(table,tabel)=60.0%, and 
Smlrt(axmpridel,amxpridel)=77.78%. In the current version of the algorithm TofS = 75.0% because 
type 1 misspelling occurs very seldom in short words (i.e. with a length less than 6 characters). 

(2) If the previous approach was not success then algorithm is trying to find such KWi ∈ {KWKB} that is 
(i) an initial part of KWM, i.e. KWi �KWM,  

(ii) ∀KWi (KWi ∈ {KWKB} ∧ KWi �KWM) Select(max(Length(KWi)),  where quantifier ∀ means from all 
and Select(max(Length(KWi)) stands for “select KWi with maximum length”, and   

(iii) (Length(KWM) − Length(KWi)) ≤ (Length(KWM) ⁄ 2), e.g. airtext  � airtextww3514.  

14 INo correction. Result of KWM correction is shown on Figure 4. To describe the INo correction let us 
suppose that pair “81025 ↔ cash” has been entered. This pair has been recognised as BdM because 

INo ∉ {INoKWm} ∧ KWM ∉ {KWINo} ∧ KWM ∈ {KWKB} ∧ INo ∈ {INoKB}. {INocash} = {84025, 86025, 87025, 82085, 
87085, 87023}. It would be not acceptable to advise the user: “Please try to dial 84025, 86025, 87025, 82085, 
87085, or 87023”. Instead a heuristic approach is used and might be describe as follows: 
• For each button define a set of “direct neighbour” buttons (DrctN) and a set of “diagonal neighbour” 

buttons (DgnlN). Given terms easy to explain by example: DrctN(5) = {2, 4, 6, 8} and DgnlN(5) = {1, 3, 7, 8}.  
• Find out the wrongly pressed button. For the considered example, Smlrt(81025,84025)=80%. The same result 

that we have for INo 86025 and 87025. Thus it is very likely that the wrongly pressed button was 1. 
• Now the right button should be selected. DrctN(1) = {2, 4} and DgnlN(1) = {5} associated with button 1. First of 

all the right button is searching among DrctN(1). It is easy to see that only button 4 could be the right button 
and that is why INo 84025 is displayed (see Figure 5). 
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Figure 4. KWM correction  Figure 5. INo correction 
 

The result of testing both KW and INo correction is represented on Figure 6. 
 

 
Figure 6. Result of Algorithm Testing 

 

Remark: In Figure 6 the amount of distinct “Still and All Rejected Messages” is displayed and that is why the 
initial amount of BdM = 34,157 is more than the total amount of tested and corrected messages (33,646). The 
described algorithm improved BdM recognition by 52.25%. 

Conclusion 
The recent development in natural language processing has made it clear that formerly independent technologies 
can be harnessed together to an increasing degree in order to form sophisticated and powerful information 
delivery vehicles. Written speech, verbal speech and MSM analysis provide complementary functionalities, which 
can be combined to meet the modern technologies requirements. 
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INSTANTANEOUS DATABASE ACCESS 

Guy Francis, Mark Lishman, Vladimir Lovitskii, Michael Thrasher, David Traynor 

Abstract:  The biggest threat to any business is a lack of timely and accurate information. Without all the facts, 
businesses are pressured to make critical decisions and assess risks and opportunities based largely on 
guesswork, sometimes resulting in financial losses and missed opportunities. The meteoric rise of Databases 
(DB) appears to confirm the adage that “information is power”, but the stark reality is that information is useless if 
one has no way to find what one needs to know. It is more accurate perhaps to state that, “the ability to find 
information is power”. In this paper we show how Instantaneous Database Access System (IDAS) can make a 
crucial difference by pulling data together and allowing users to summarise information quickly from all areas of a 
business organisation. 

Keywords: data mining, natural language, parsing, SQL-query and production rules 

ACM Classification Keywords: I.2.1 Application and Expert Systems – Natural language interface 

Introduction 
1. The rapid advance of computer technology, particularly, the explosive growth of databases (DB), has resulted 

in the availability of ever increasing amounts of information. Both the number of DB and their contents are 
growing fast. The total amount of information in the world is estimated to be doubling every 20 months, and 
much of this is being stored in computer DB. Within businesses what tends to happen is for management to 
not have access to this information in any user-friendly summary format. This means businesses have built up 
a reservoir of information but have restricted means for tapping that information for decision making 
purposes.  

2. Data lies at the heart of every modern enterprise. The way it is used, how data is managed, and its quality and 
accuracy all impact on the success or failure of organisations in every industrial sector. Organisations need 
information quickly and accurately. But to access and verify records held within a vast DB used to be time 
consuming, complicated and expensive. 

3. More and more people are required to make critical decisions because of increased competitive pressures but 
they need help to find the relevant data that could guide them in the decision-making process. This situation is 
termed the “fact gap” when many user/managers make decisions in a virtual vacuum using outdated 
information, borrowed perspectives or pure guesswork. 

4. Data rich organisations which have large or varied data sources, often face problems of inconsistency and 
inaccuracy because they have historically suffered from an unmanageable array of data sources, collected by 
different people at different times from a variety of channels on a daily basis. Large, disparate DB mean that 
organisations frequently suffer from a poor standard of data quality and accuracy. Hence, individual records 
containing, for example, potentially valuable customer information are not harnessed for their true potential 
and organisations then miss crucial details through lack of knowledge. 

5. SQL is the standard query language for accessing data held within a relational DB. With its powerful syntax, 
SQL represents a leap forward in DB access for all levels of management and computing professionals.  

6. Many businesses, from small companies to major multi-nationals, have staff that would benefit from simple 
access to the organisation’s data but are denied it by the complexities of query syntax, such as SQL, and the 
data structures involved. Training staff can be prohibitively expensive and conventional systems demand 
higher degrees of computer literacy than may be available. To solve this problem several intelligent tools have 
been created [1,2].  

The central question to be addressed by this paper is how to improve access to DB for users. Such users may 
not understand DB, may not know exactly what is in the DB and how data is stored there. Crucially, it follows that 
they do not possess the means for extracting data. Hereafter, let us use the general term “Application Domain“ 
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(AD) to refer to the joined tables of DB and corresponding knowledge about DB contents and metadata (where 
metadata is a DB value’s field’ description and tables connectivity). Such knowledge will be stored in a 
Knowledge Base (KB). Within this, there are (at least) the following two important issues to discuss: (1) natural 
User-AD interface, and (2) natural user’s enquiry to SQL-query conversion. We feel that many of the concepts we 
have developed over the years revolve around the problem of representing complex database schemas using 
simple natural language terminology. This can be of great benefit to any type of data access tool, or to any data 
access situation. 

Natural User-AD Interface 

The main requirement for IDAS is - to handle non-standard or poorly formed (but, nevertheless, meaningful) 
user’s enquiries. Let us distinguish four different types of Natural Users’ Enquiries (NUE): (1) Natural Language 
Enquiry (NLE); (2) NLE Template (NLET); (3) Enquiry Descriptors (ED), and (4) Immediate Enquiry (IE). Such 
enquiries permit users to communicate with a DB in a natural way rather than through the medium of formal query 
languages. Obviously issues in these four NUE are related, and the knowledge needed to deal with them may be 
distributed throughout a NL Interface (NLI) system. We want to underline here that the selection of NUE type is 
not just a user decision because some DB may not be appropriate targets for NLI. It is important to have a clear 
understanding of these problems so that the NLI can mediate between the user view, as represented by the NLE, 
and the underlying database structure. Let us consider these four types of NLE. 
 

Natural Language Enquiry provides end users with the ability to retrieve data from a DB by asking questions 
using plain English. But there are several problems of using NLE:  
 The end users are generally unable to describe completely and unambiguously what it is they are looking for 

at the start of a search. They need to refine their enquiry by giving feedback on the results of initial search e.g. 
“I’m looking for a nice city in France for holiday” (where Nice is a city in France but also an adjective in 
English). Parsing of such simple NLE is quite complicated and requires powerful KB from IDAS [4]. Except 
lingual ambiguity a lot of problem cause “DB field’s values” ambiguity. For example, in NLE “I’m looking for 
the address of an insurance company in Bolton” the word Bolton is a value of the field City, part of the value in 
the field Company (e.g. “Bolton Insurance Company”), as well as being part of an address (e.g. “Bolton 
Road”); 

 Very often a user’s NLE cannot be interpreted because the concepts involved are outside of the AD. 
Therefore IDAS should have an ability to decide whether the NLE is meaningful or not. In the result of analysis 
of no meaningful NLE, IDAS should describe to the user what is wrong with the NLE and how the enquiry 
might be rephrased to get the desired information. Such an approach, however, requires a very complicated 
KB in order to establish a meaningful communication with the user during the dialogue. Moreover, clarifying 
dialogue for the user creates a bad impression about IDAS because the user wants to be understood by IDAS 
immediately, without any additional effort on their part. 

It is simply impossible to require the users to know the exact values in DB (e.g. name of constituency in Election 
AD) in order to ask correctly what is a very simple question: “Who won the election in Suffolk Central & Ipswich 
North in 2001?”. For example, if the user instead of using the symbol ‘&’ instead types in “and” IDAS will not find 
the constituency in DB. But IDAS is an intelligent system and in the result of NLE analysis IDAS understand that 
user possibly mentioned two different constituencies Suffolk Central and Ipswich North but both of them 
incorrectly because there also exists Suffolk Coastal, Suffolk South, Suffolk West and Ipswich constituencies. 
Clarification dialog generated by IDAS irritates user: 

IDAS: Do you mean Suffolk Coastal, Suffolk South, or Suffolk West constituency? 
User:  No, I mean Suffolk Central. 
IDAS: Suffolk Central constituency does not exist but there is Suffolk Central & Ipswich North constituency. 
User:  It’s exactly what I meant. 
IDAS: Thank you. 

 Very often NLE is ungrammatical. 
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 Direct observation of user NLE shows that all users are lazy i.e. they want to achieve the desired result by 
using minimum effort. They do not want to type in the long NLE such as “Identify the parts supplied by each 
vendor and the cost and sales value of all these items at present on order”. This is natural behaviour of 
human being in accordance with the principle of simplicity, or Occam’s razor principle (Occam's (or 
Ockham's) razor is a principle attributed to the 14th century logician and Franciscan friar; William of 
Occam.  Ockham was the village in the English county of Surrey where he was born). The principle states that 
“Everything should be made as simple as possible, but not simpler” (The final word is of unknown origin, 
although it's often attributed to Einstein, himself a master of the quotable one liner). Finding a balance 
between simplicity and sophistication at the input side has been discussed in [5]. 
Thus, firstly, NLE does not necessarily mean the enquiry is in plain English, secondly, IDAS should provide 
different levels of simplicity for NLE. The first step in this direction is NLET. 

 

Natural Language Enquiry Template combines a list of values to be selected when required and generalization 
of users’ NLEs. Examples of some Frequently Asked Questions (FAQ) in AD Election are shown below: 

• What was the result in <constituency>? 
• How many votes did <party> win in <constituency>? 
• Which party won the election in <constituency>? 
• Who won an election in <constituency>? 

Initial set of FAQ has been created by export in AD Election but in the result of activities new NLE have been 
collected by IDAS, analysed, generalized and then added to FAQ. 
When the user selects an appropriate NLET with some descriptor in angular brackets IDAS immediately displays 
the list of corresponding values. As soon as the user finds the demand value by simply starting to type it and 
press button <Enter> result will be displayed (see Figure 1). 
 

 
Figure 1. Natural Language Enquiry Template 

At first glance, the NLET is an ideal way to communicate with AD but in reality there are some problems, which 
need to be solved to provide lightness of communication. To highlight such problems is enough to consider quite 
a simple NLET: “Who won an election in <constituency>?”.  Without knowing “who is who” and meaning of “won 
election” IDAS cannot answer this question. To explain it to IDAS the Production Rules (PR) need to be involved. 
Many researchers are investigating how to reduce the difficulty of moving a NLI from one AD to another. The 
problems in doing this include what information is needed and how the information needs to be represented. 
From our point of view, Preconditioned PR (PPR) is a quite powerful approach to solve this problem. The subset 
of PPR in format: <Precondition> 6 <Antecedent> ⇒ <Consequent> is shown below. 
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1. AD:Election  6 who ⇒ candidate; 

2. AD:Election  6 [candidate]:<win⊕won> ⇒ [SQL]:<MAX(votes)>; 

3.  AD:Athletics  6 [runner]:<win⊕won> ⇒ [SQL]:<MIN(time); 

4. AD:Athletics  6 [shooter]:<win⊕won> ⇒ [SQL]:<MAX(distance); 

5. AD:Election & DB:MS Access 6 votes ⇒ [Field]:<CANDIDATE.VOTE>; 

6. AD:Election & DB:MS Access 6 candidate ⇒ [Field]:<CANDIDATE.[CANDIDATE NAME]>; 

7. AD:Election & DB:Oracle  6 [party]:<win⊕won> ⇒ [SQL]:<MAX(SUM(votes))>; 

8. AD:Election & DB:MS Access 6 [party]:<win⊕won> ⇒ [SQL]:<TOP1, SUM(votes), SUM(votes) 

      DESC>,   
where ⊕ - denotes “exclusive OR”. Precondition consist of class1:value1 {& classi:valuei}. Antecedent might 
be represented by: (i) single word (e.g. who, won, August, seven, etc.), (ii) sequence of words (e.g. as soon as, 
create KB, How are you doing, etc.), or (iii) pair - [context]:<value>. Context allows one to avoid word ambiguity 
and thereby distinguish difference between “Candidate won an election” and “Party won an election”. 
Presentation of Consequent is similar to Antecedent structure except (iii). For Consequent pair represents 
[descriptor]:<value>. 

For AD Election subset (1, 2, 5..8) of PPR is used. PPR 3 and 4 in fact show another meaning of the same word 
won but for a different AD. The last two PPR show the simplest way to cover the difference in SQL for different 
DB. Result of parsing considered NLET using selected PPR is shown on Figure 2. 
 

 
Figure 2. Natural Language Enquiry Parsing 
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Thus, NLET allows the user to “be lazy” but requires great effort to create the proper set of PPR as part of KB to 
describe better the more meaningful words. But using NLE and NLET we cannot say that all meaningful words 
have been described even for quite restricted AD. As a result some users will be disappointed by the IDAS reply. 
ED is a step in the direction towards simplifying KB and increasing the reliability of IDAS. 
Before moving to ED it would be sensible once more to address some NLE and NLET problems. The cognitive 
process of understanding is itself not understood. First, we must ask: “What it means to understand a NLE?”. The 
usual answer to that question is to model its meaning. But this answer just generates another question: “What 
does meaning means?”. The meaning of a NLE depends not only on the things it describes, explicitly and 
implicitly, but also on both aspects of its causality: “What caused it to be said” and “What result is intended by 
saying it”. In other words, the meaning of a NLE depends not only on the sentence itself, but also on Who is 
asking the question and How the question is phrased. 
From the linguistics point of view the process of understanding is possible under the following, as a minimum, 
three conditions [6]: 

 IDAS must comprehend and understand separate words but lexical ambiguity sometimes makes such 
understanding difficult. A classic example of lexical ambiguity is the sentence: “Time flies like an arrow”. Each 
of the first three words could be the main verb of the sentence, and “time” could be a noun or an adjective, 
“flies” could be a noun, and “like” could be a preposition. Thus, the sentence could have various 
interpretations other than the accepted proverbial one. It could, for example, be interpreted as a command to 
an experimenter to perform temporal measurements on flies in the same way they are done on arrows. Or it 
could be a declaration that a certain species of fly has affection for a certain arrow. 

 IDAS must understand the structure of the whole sentence but sometimes that is not a simple matter. If we 
have an ambiguous phrase such as: “John saw the woman in the park with a telescope”, then we usually 
understand one meaning and ignore the alternative interpretations.  

 An empirical study revealed that only 0.53% of possible sentences considered being grammatical are actually 
produced [7, p.823]. Note that the capacity to cope with ungrammatical NLE is one of the important 
requirements of NLE processing. 

For artificial system like IDAS the power of natural language to describe the same events in different ways is a 
great problem. For example, the primitive event: “Delete a cursor from the screen” might be described as: 
“eliminate a cursor”, get rid of a cursor”, “remove a cursor from the screen”, erase a cursor”, “makes a cursor 
hidden”, “set the cursor size to 0”, “take away a cursor from the screen”, etc. Therefore the ED might release 
IDAS from such problems. 
 

Enquiry Descriptors is especially useful when AD is not simple (e.g. AD Mobile Messages on Figure 3). And 
another important point of using ED is that modern technology has completely changed the way that people use 
the telephone to exchange dialogue with information held on computers. Well developed “written speech 
analysis” does not work with “verbal speech” [3]. For example, the first step of Speech Recogniser to parse NLE 
“I’m looking for address of insurance company in Bolton” will be filler deleting i.e. “I’m looking for”. Finally, initial 
NLE will be represented as a set of descriptors, which represent the NL description of meaningful fields of AD. 
The definition of “meaningful fields” depends on AD objectives. For the considered AD Mobile Messages is a list 
of descriptors: {company, account, network, etc.}. Between descriptors and meaningful fields exist one-to-one 
attitude. The procedure for creating ED is very simple (see Figure 3): 
 Select desirable descriptors. In the result of selection the corresponding <Table>.<Field>  (Descriptor) will be 

displayed; 
 Select field, value for which needs to be assigned, enter value in square brackets and press <Enter>. For 

descriptor Date value [February] was defined; 
 If some mathematical function need to be involved press corresponding button. To summarize all delivered 

messages button <SUM> has been clicked for selected descriptor Delivered; 
 Click button SQL to convert ED to SQL-query. 

If objectives of using AD changes then set of descriptors need to be extended, which requires effort of KB 
administrator. But this is the simplest way of extracting data from AD – using IE.   
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Immediate Enquiry is useful for users who are familiar with AD structure and know the meaning of tables and 
their fields. To create IE, firstly, select table, secondly, select desirable field (see Figure 3). Pair <Table>.<Field>  
will be displayed. Now user can add a descriptor and do the same procedure as for ED. 
 

 
Figure 3. AD “Mobile Messages” and example of Enquiry Descriptors 

Natural User’s Enquiry to SQL Query Conversion 

The steps of NLE to SQL query are well defined [1]: (NLE ∨ NLET) → ED → IE → SQL-query. The final step is 
quiet complicated because the necessity to access data from many different tables within an AD and join those 
tables together in a report needs to be implemented. This is extremely important because non-technical users do 
not know how to join tables to get a more comprehensive view of their data. Quite often a very simple question in 
English can turn into a very complicated SQL-query e.g. conversion of NLE “Display all messages amount for all 
networks in the last month” gives SQL-query shown on Figure 4. 
 

 
Figure 4. Result of NLE to SQL-query conversion 

Even the simplest ED like “White thick sliced bread” cannot be directly converted to SQL-query because AD’s 
data might contain any combination of wrong and correct words and, therefore, four PPR (“white ⇒ wht ”, “thick 
⇒ thk ”, “sliced ⇒ slcd ⊕ sld”, and “bread ⇒ brd”) is required [3]. Theoretically, for the considered example 
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there are 16 possible combinations of data, namely: (1) “White thick sliced bread”, (2) “White thick sliced brd”, … , 
(16) “wht thk (slcd ⊕ sld) brd”. Result of such conversion is shown in Figure 5. 
 

 
Figure 5. ED to SQL-query conversion using PPR 

 
Figure 6. TC Decision Tree and TC Solution 
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The idea of joining tables in SQL is that individual rows in one table are attached to some corresponding rows in 
another table. The criteria for joining rows are decided by the highly skill SQL user. IDAS provides automatic 
Tables Coupling (TC). The main problem of TC is to select the right tables link from a huge number of possible 
links. Result of conversion ED from Figure 3 to SQL-query is shown as Figure 6. It is easy to see on TC decision 
tree shown the amount of possible TC Solutions (TCS). It is important to underline that output produced by SQL-
query with different TCS might be different. In such situations a critical question arises: “What is a criteria of 
selection of theTCS, which provides the right output?”. IDAS activities are based on the hypothesis that “the 
right output might be produced by SQL-query with the best TCS”, where the definition of the best TCS is 
obvious. Let us call TCS the best if for each pair of tables the shortest link was used. The given definition follows 
the principle of simplicity described earlier. Red lines on Figure 6 indicate TCS. TC decision tree was created 
using the breadth-first method. Unipath heuristics rule has been involved for selection of the best TCS. Two 
different type of fields are used as foreign keys to provide TCS: 

 Primary keys e.g. ACC.ACC_ID = RB_DAILY_STATS.ACC_ID i.e. primary key ACC_ID from table ACC had 
been placed into table RB_DAILY_STATS as a foreign key. 

 Value fields. Sometimes for different reasons, the DB has data redundancy i.e. in different tables there are 
fields with the same data (data duplication). The names of such fields are not necessarily the same. In that 
case at the stage of KB creation such field names should be described as synonyms. In the considered 
example, fields SVC_INBOUND_NUMBER from table SVC_NUM_V and SHORT_CODE from table 
SHORT_CODE are synonyms. Figure 6 has a double red line which shows the links between them. 

Conclusion 
IDAS effectively allows us to place information directly into the hands of business users - eliminating the need for 
technical support specialists continually to address ad hoc requests from end users. To do it properly all four 
types of enquiries should be provided. IDAS shields the user from the complexity of the underlying technology 
and itself acts as an intelligent user assistant. 
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WEB-BASED INFORMATION SYSTEMS IN THE STOCK MARKET FINANCIAL 
INFORMATION DOMAIN 

George Blanas, Anthea Blanas 

Abstract: The information domain is a recognised sphere for the influence, ownership, and control of information 
and it's specifications, format, exploitation and explanation (Thompson, 1967). The article presents a description 
of the financial information domain issues related to the organisation and operation of a stock market. We review 
the strategic, institutional and standards dimensions of  the stock market information domain in relation to the 
current semantic web knowledge and how and whether this could  be used in modern web based stock market 
information systems to provide the  quality of information that their stakeholders want. The analysis is based on 
the FINE model (Blanas, 2003). The analysis leads to a number of research questions for future research. 

Introduction 

The development of advanced information systems (IS) serving the stakeholders of the various stock markets 
around the world is of great significance because they reflect the standards, the regulations, the objectives and 
the mechanisms for the exploitation and usage of money for the benefit of participating companies and investors. 
Money management is a capability required by all organisations regardless of the goods they produce or the 
services they offer. The stock market financial knowledge domain is probably the most commonly accessed and 
discussed by people of all educational backgrounds, cultures and incomes.  

The critical economic role and the complexity of financial information described in the stock exchange financial 
information systems has led to the development of a number of standards. Unfortunately different groups of 
players have been using different standards or different interpretations of the same standard (Jayasena, Madnick 
& Bressan, 2004). 

Organisations in the financial industry, like banks, stock exchanges, government agencies, or insurance 
companies operate their own financial information system or systems. Often they develop different contexts that 
may result in semantically heterogeneous representations of the same knowledge (Madnick, 1996). On the other 
hand, when making investment decisions, it is important that the information communicated between 
participantss is understood by both. Context mediation is one way to translate the meaning on a standard form. In 
COIN (Siegel & Madnick, 1991), sources and receivers describe their context to the mediator independently, 
which then uses metadata to detect conflicts in their data representation and to apply relevant conversions. 

Interoperability of financial information systems is not the only problem in the international stock exchange system 
(Jayasena, Madnick & Bressan, 2004). Information quality is a very important aspect. Information quality includes 
dimensions like accuracy, reliability, bias, age, purpose, value, symmetry and is a very important aspect of 
information exchange. Systems reflect various changing regulations and laws that may differ from country to 
country or between regions. Coverage and accuracy of this reflection depends on many dimensions, like 
information systems building capability of software firms, age of the system software being used and support 
capability of tools employed for development. Access time and access restrictions to information result in 
asymmetries that can produce situations that will allow the development of illegal profits. The international 
networking of big brokers and other players gives them relative advantage to decision making comparing to listed 
firms or small investors, unless symmetrical information provision has been build into the relevant network of 
systems. Open standards in design and development of these systems is of critical importance for the 
increasingly globalised network of stock exchange institutions, but also open standards in the development and 
operation of the institutions themselves is of equal importance. The issue of time difference in the operation of the 
various stock exchanges around the globe adds a significant case for asymmetric information provided to the 
international stock market network stakeholders. 
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In the following paragraphs we try to evaluate the existing stock market information systems as nodes of an 
international financial network where stock exchange capabilities have become global for both institutions and 
investors. 

FINE - Framework for Information Network nodEs  
Blanas (2003) has developed a general framework on the evaluation of organisations as information systems. 
The framework is based on the networking paradigm and focuses on the operation, management and evolution of 
an organisational information network node. Figure 1 shows an expanded node linked to two other nodes 
presented as circled Ns. 
The node is able to enclose a number of capabilities and quality characteristics in various extents and intensities. 
In figure 1 we can distinguish first and second level feedbacks. 
 

 
 

Figure 1   F.I.N.E. - Framework for Information Network nodEs  (Blanas, 2003) 
 
The first level feedbacks are the following: 
[1.1] Processes  Human Resources  Processes 

Human resource management on the development of leadership and  motivation, evaluation, education, 
and training.  

[1.2]  Processes  Resources  Processes 
Algorithm application, processing, storage requirements, access, evaluation, can be of strategic, 
managerial, administrative, operational type in respect to the value of information, level  of automation, 
disaggregation and security, processing speed, storage capacity, and cost. Information has immediate 
relationship to the storage media and the access mechanisms. 

[1.3]  Processes  [Results ] Environment  Processes 
Interface processes with shareholders, clients and citizens, operations, also on processes of service, 
evaluation, and development of new products and technologies. The level of understanding of the 
interface information depends on the level of asymmetry between institutional structures for the 
communication and processing of information. 
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[1.4] Processes  Objectives  Processes 
The processes (conformance, participation, evaluation) refer to the level of recognition of environmental 
problems or chances, and the adaptation of the node to them, and they contribute to the acceptance, 
development and application of strategy. The configuration of objectives can become the main second 
level process for a strategic information domain.  

[1.5] Processes  Institutions  Processes 
Processes of institutional-managerial type (compliance, participation, evaluation) related to policy 
making, compliance nad participation to existing institutions and recording of any adaptation difficulties. 

[1.6] Processes  Standards  Processes 
Organization, operation, administration, assurance, logistics of projects and procedures, based on 
compliance, use and evaluation of standards. The standardization of information flows reflects the 
regulations and conventions of management. Many standards are immediate results of political-
legislative instititionalization..  

[1.7] Processes  Node  Processes 
Outsourcing of subprojects and procedures, access to information residing in other  nodes (networking) 
and on the interactions with other nodes’ processes.  

The second level feedbacks are the following: 
[2.1] Results  Environment  Results 

Environmental evaluation of node results to the environment. 
[2.2] Resources  Environment  Resources  

Environmental evaluation of procurement management and environmental issues management.  
[2.3] Human Resources  Environment  Human Resources 

Environmental evaluation of human resource management criteria and processes.  
[2.4] Objectives  Strategic Information Domains  Objectives 

Configuration of information domain strategies.  
[2.5] Objectives  Institutional Information Domains  Objectives 

Configuration of information domain institutions. 
[2.6] Objectives  Standards’ Information Domains  Objectives 

Configuration of information domain standards. 
In the proposed framework, we consider that problems are developed in cases of loss of equilibrium or 
asymmetry in communication across mechanisms. Equilibrium can be lost in cases of lesser capabilities or lost 
opportunities for learning or adaptation. Asymmetry can be developed from incomplete information or from control 
of the information flows. The capabilities of the various feedback mechanisms configure the capability maturity 
level of the node. 
The first level feedbacks continuously improve the processes that comply with the current objectives, standards 
and institutions, using the evaluation processes and collect meta-information for the evaluation system. 
The second level feedbacks use the meta-information from the first level and the existing environmental 
knowledge with probable use of benchmarking and propose the development of new objectives, institutions and 
standards.  
If some feedback falls behind, that is an indication of a deficiency in resources, institutions, capabilities, 
environmental scanning, or will. 
It is profound that the ability of a node to selectively diffuse or protect the information residing in its local memory 
depends on the corresponding abilities of the related nodes within the network 
In the following section, we review the stock market information domain under the FINE network.  
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The Stock Market Information Domain under the FINE framework  
The design of stock market information systems is not covered adequately in the literature. Very little is conveyed 
regarding the design issues, the system software and the tools applied in their development. One probable 
reason is to avoid attacks based on known flaws of these systems. Another reason is that there are no 
international institutions or regulations that demand that such information is published. There are many issues in 
stock market financial information systems development that require the attention of their stakeholders. We 
present some of these issues and we examine their possible impact using the description of the second feedback 
level in the FINE framework. Our analysis is focused on the strategic information domain with certain extensions 
to the institutional and standards’ information domains. 
Strategic information domain 
The development of the stock market information domain is a very sensitive area for economic and security 
interests.  The tendency for the development of stronger stock market nodes will accelerate with the provision of 
extra capabilities and support built in their information systems that other nodes will not be able to provide. These 
capabilities also depend on various political and strategic networks that relate to the companies decision making 
and their economic environment. The differentiation of the stock market nodes that are strategically positioned in 
the international stock market network today is already happening. There are a number of questions related to the 
operation and survival of smaller stock exchange nodes in relation to their information systems’ capabilities.   
The question of a semantic domain that will be able to describe the advanced stock market information has not 
been answered yet. Most of the currently represented information is in textual form, that is impossible to be 
processed in time by most users. Some IS are more advanced than others either in their designs or the richness 
of the provided information or the functional user interface. There are huge differences between the lower and the 
higher end of these systems.  There is a need for a higher level of semantics at the design and interface level in 
order to be able to describe and operationalise complex financial information. These leads either in the 
development of “explanation” or “translation” mechanisms that will always suffer from deficiencies, or the 
development of ontologies for the semantic web, that is formalised designs of information that can be 
incorporated in suitable IS for easier searching, processing, and interpretation. 
These ontologies must be able to face the needs of both the stock market exchanges and the customers. The 
outcome of such an effort cannot be anything else but an open design. Until now, none of the existing stock 
market IS is based on an open design. The only openness may be the use of some XML based tools and 
standards. There are a number of questions on the type of strategies that should follow by the stock markets 
around the world: 
Should they develop semantic web representations for all their financial information domains? 
If yes how is that going to be enforced? If not, who benefits from the existing asymmetry and inequality of 
information provision? 
If enforced, what will be possible results for the various stakeholders? What will be the future of smaller stock 
exchanges? If not, what will be the dynamics for possible convergence? 
Institutional information domain 
To answer the questions in the strategic information domain may require institutional or other answers. Any 
institutional measure cannot succeed unless there is sufficient knowledge capability and power to support it. 
Quality labor and sufficient capital are the main inputs for the development of a stock market information system. 
One could add knowledge, creativity, quality and standards that may not be direct derivatives of labor and capital. 
The question on where and how to complement the need for more and better input and output is crucial. We need 
to answer questions on the requirements for state support, institutional measures, and knowledge creation on an 
international basis.  
The development of a common semantic domain for advanced stock market information manipulation requires 
the cooperation of a large number of stakeholders in both public and private spaces at an international level. 
There are a major number of institutions involved that will cooperate on such a strategy only if there is a win-win 
situation for everybody. In case of widely adopted semantic designs, the customers with the lower information 
processing capability will not be as disadvantaged as they are in the current operation. On the other hand, when 
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this happen, possibly the evidence for fewer stock markets will be profound and the international stock market 
network might end in fewer larger nodes. There are a number of questions on the type of institutional measures 
that should develop: 
Will these advanced semantic domains be able to be operated by lower capability exchanges? 
What institutions will be able to enforce the development and application of new standards? 
We are currently going through the strengthening of organised hedge funds that have advanced sourcing and 
exploitation of information capabilities. When such a change happens will there be a more stable control of the 
financial markets by their stronger players? What institutions will be able to alleviate the development of oligopoly 
market structures? 
As we can see in the next paragraph, the relevant standards are already in place. There is a need for institutional 
cooperation in deciding on accepting and using these tools, and on the acceptance of common open designs for 
the stock market financial domain. The development of IS that will have common designs on a desirable scale of 
selective features and using different IS development tools can still be left in the discretion and the capability of 
the independent stock market institutions. 
Standards’ information domain 
The quality of information systems depends very much on the type of development tools being used. It is very 
important, on what tools should be used, and whether there are available quality designers and programmers to 
apply them and be able to cooperate effectively.  
Programmers can achieve the same user interface and functionality using different tools and algorithms, the 
important part is the design and the information systems environment. There are fundamental differences in the 
operating systems, the interfaces, and the structure and the capabilities of the programming tools being used 
under the different environments. 
The application of XML related tools is a unique opportunity for standardisation in financial market information 
exploitation. XML can be the vehicle for the development of the semantic financial domain. XML extensions and 
standards for the financial domain like FpML, XBRL, RIXML, ebXML, NewsML, IFX, OFX, MarketsML, ISO 15022, 
swiftML, MDDL, have been defined (Castells,  Foncillas, Lara, Rico & Alonso (2004). Tools for XML usage have 
been in use like XBRL, RIXML, and NewsML in the last few years. What is missing?  A common approach to the 
user interface domain regardless of the stock market IS that [s]he is logged in. 

Conclusions 
From the above analysis we gather that development of stock market information systems requires certain 
strategies to be followed in order to be able to maintain some level of competition on the control of information 
domains that may be monopolised in certain strategic areas of economy and security. But even if the stock 
market information systems design and application succeeds, there are great dangers for the control of 
information domains to remain oligopolised due to unequal distribution of critical masses of stakeholders, and 
other factors like distribution of wealth and usage of financial tools. It seems that for the moment there are more 
questions than answers. 
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RECENT RESULTS ON STABILITY ANALYSIS  
OF AN OPTIMAL ASSEMBLY LINE BALANCE 

Yuri Sotskov 

Abstract: Two assembly line balancing problems are addressed. The first problem (called SALBP-1) is to 
minimize number of linearly ordered stations for processing n partially ordered operations V = {1, 2, ..., n}  within 
the fixed cycle time c. The second problem (called SALBP-2) is to minimize cycle time for processing partially 
ordered operations V on the fixed set of m linearly ordered stations. The processing time ti of each operation 

V i∈  is known before solving problems SALBP-1 and SALBP-2. However, during the life cycle of the assembly 
line the values ti are definitely fixed only for the subset of automated operations V~V\ . Another subset V~ V⊆  
includes manual operations, for which it is impossible to fix exact processing times during the whole life cycle of 
the assembly line. If ,Vj ~

∈  then operation times tj can differ for different cycles of the production process. For the 
optimal line balance b of the assembly line with operation times t1, t2, …, tn, we investigate stability of its optimality 
with respect to possible variations of the processing times tj of the manual operations .Vj ~

∈   

Keywords: Scheduling, robustness and sensitivity analysis, assembly line. 

ACM Classification Keywords: F.2.2 Nonnumerical algorithms and problems: Sequencing and scheduling. 

Introduction 

A single-model paced assembly line, which manufactures homogeneous product in large quantities, is addressed 
(we use terminology given in monograph [Scholl, 1999]). The assembly line is a sequence of m linearly ordered 
stations, which are linked by a conveyor belt or other material handling equipment. Each station of the assembly 
line has to perform the same set of operations repeatedly during the life cycle of the assembly line. Set of 
operations V, which has to be processed on the assembly line within one cycle time c, is fixed. Each operation 

V i∈  is considered indivisible: An operation has to be completely processed on one station within one cycle 
time. All the m stations start simultaneously the sequences of their operations and buffers between stations are 
absent. Simple Assembly Line Balancing Problem is to find an optimal balance of the assembly line for the fixed 
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cycle time c, i.e., to find a feasible assignment of operations V into a minimal possible number m of stations. In 
[Scholl, 1999], abbreviation SALBP-1 is used for such a problem.  

In this paper, it is assumed that set V includes operations of two types. Subset V~ ⊆  V includes all the 
operations for which it is impossible to fix exact processing times for the whole life cycle of the assembly line 
(manual operations). An operation V~\V i∈  is one with operation time ti being fixed during the life cycle of the 
assembly line (automated operations). The technological factors define a partial order on the set of operations V. 
Digraph G = (V, A) with vertices V and arcs A defines partially ordered set of operations V = {1, 2, ..., n}, which 
have to be processed on the assembly line within cycle time c. Without loss of generality, it is assumed that 

},~...,,2,1{~ nV =  },2~1~{ ~ , ..., n n,   nVV\ ++= and nn~ ≤≤0 . The vectors of the operation times are 
denoted as follows: ) ..., , ,(  ~

n~21 tttt = , )(  21 nn~n~ , ..., t, ttt ++= , t = ),~( tt  = (t1, t2, ..., tn). The set of n 

operations is presented as follows: }1~~21{  , ..., nn, n, ..., , V += . If 0~ =n , then ∅= V~ . If nn =~ , then V~  = 
V. The assignment V = V1 ∪ V2 ∪ … ∪ Vm  of the set of n operations to m linearly ordered stations S = (S1, 
S2,…, Sm) (i.e., partition of set V into m mutually disjoint non-empty subsets Vk, k ∈ {1, 2, …, m}) is feasible 
operation assignment (called also line balance) if the following two conditions hold. 
Condition 1: Feasible operation assignment does not violate the precedence constraints given by digraph G = 
(V, A), i.e., inclusion (i, j) ∈ A implies that operation i is assigned to station Sk: kVi∈ , and operation j is assigned 
to station Sr: rVj∈ , such that mrk ≤≤≤1 .  

Condition 2: Cycle time c is not violated for each station Sk, k ∈ {1, 2, …, m}, i.e., sum of the processing times of 
all the operations assigned to station Sk (called station time), has to be not greater than cycle time c: 

ct
kVi

i ≤∑
∈

. (1) 

For problem SALBP-1, line balance b is optimal when it uses the minimal number of m stations and when both 
Condition 1 and Condition 2 are satisfied.  
Lemma 1: Constructing an optimal line balance for problem SALBP-1 is binary NP-hard problem even for the 
case of two stations used in the optimal line balance (S = (S1, S2)), empty precedence constraints (A = ∅), and 
fixed processing times of all the operations V processed on the assembly line (V~  = ∅).  
Lemma 1 may be easily proven by polynomial reduction of NP-complete partition problem [Garey, Johnson, 1979] 
to problem SALBP-1 with two stations and A = ∅ (see, e.g., [Scholl, 1999]).  
For the sake of simplicity, notation  

∑
∈

=
kVi

ik tVt )(  (2) 

is used for the original vector t = (t1, t2, …, tn) of the operation times. We assume that, if  ,Vj ~
∈ then operation 

time tj is a given non-negative real number: 0≥jt . The value of this operation time can vary during life cycle of 

the assembly line and can even be equal to zero. Zero operation time jt ′  will mean that operation kVj ∈ ∩V~  
will be processed (e.g., by an additional worker) in such a way that processing operation j will do not increase 
station time for Sk for the new vector t = ( t,t~′ ) = ( nn~n~ t,,t,t,,t,t …… 121 +′′′ ) of the operation times: 

∑∑
∈∈

′=′
{j}\kk Vi

i
Vi

i tt . The latter equality is only possible if jt ′  = 0.  

If V~\V i∈ , then operation time ti is given real number fixed during the whole life cycle of the assembly line. We 
assume that ti  > 0 for each operation .V\V i ~

∈  As far as the processing time of an automated operation is fixed, 
one can consider only automated operations, which have strictly positive processing times. Indeed, an operation 
with fixed zero processing time has no influence on the solution to problem SALBP-1. In contrast to usual 
stochastic problems (see surveys [Erel, Sarin, 1998; Sarin, Erel, Dar-El, 1999]), we do not assume any probability 
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distribution known in advance for the random processing times of the manual operations. Moreover, it is assumed 
that optimal line balance b is already constructed for the given vector t = (t1, t2, ..., tn) of the operation times and 
the aim is to investigate the stability of optimality of line balance b with respect to independent variations of the 
processing times of the manual operations }21{ n~,,,V~ …= . More precisely, we investigate stability radius of  an 
optimal line balance b, which may be interpreted as the maximum of simultaneous independent variations of the 
manual operation times with definitely keeping optimality of line balance b.  

Motivation and Definitions 
Problem SALBP-1 arises when a new assembly line must be installed and the internal demands and properties of 
the assembly line have to be estimated. Cycle time c is defined on the basis of customer demands in the finished 
products. The value of c may be calculated as the ratio of available operating time of the assembly line and 
production volume for the same calendar interval. This problem may also arise when cycle time c of acting 
assembly line has to be changed because of changing customer demands in the finished product.  
In the real-world assemble lines, processing times of some operations may be known exactly and fixed for a long 
time (if an operation has to be done by fully-automated or semi-automated machine). Indeed, modern machines 
and robots are able to work permanently at a constant speed for a long time. However, in some cases it is not 
realistic to assume constant processing time for an operation, if it has to be done by a human operator with rather 
simple tools. In the case of a human work, operation time is subject to physical, psychological, and other factors. 
Due to the learning of operators, the operation times during the first days (weeks, months) of a life cycle of the 
assembly line may differ from the processing times of the same operations during the later days (weeks, months). 
Moreover, some workers can leave the plant and new workers with lower or higher skills have to replace them.  
In the case of changeable operation times, it is important to know the credibility of the optimal line balance at 
hand with respect to possible variations of all or a portion of the operation times. Line balance b, which is optimal 
for the original vector t = ( t,t~ ) of the operation times, may lose its optimality or even feasibility for a new vector 

),~( ttt ′=′  of the operation times. For example, due to increasing of operation times, line balance b may become 
infeasible for cycle time c since inequality (1) may be violated. In such a case, it is necessary to look for another 
line balance and to use it for a suitable modification of production process on the assembly line. Also, line 
balance b may lose its optimality with saving feasibility. It may occur if another operation assignment bs becomes 
feasible for the new vector ),~( ttt ′=′  of the operation times and bs uses less stations than line balance b uses.  
Of course, each re-engineering of the assembly line being in process takes an additional time and other 
expenditure. So, assembly line modification has to be started, if it is really necessary: When the income from the 
re-engineering will be larger than the total expenditure caused by this re-engineering. Therefore, an evaluation of 
expenditures and benefits should be conducted before deciding whether re-engineering of the assembly line is 
necessary. However, these expenditures and benefits are difficult to evaluate before the end of the re-
engineering process. In this paper, we survey some sufficient conditions for keeping the optimality of the line 
balance being in process.  
To test whether line balance b remains feasible for the new vector ),~( ttt ′=′  of the operation times takes 

)n~(O  time (if station times are included in the input data) or )n(O  time (otherwise). Indeed, for the new 
operation times we have to verify inequality (1) for each subset ,,...,2,1, mkVk =  that includes at least one 
manual operation with changed processing time in vector .t′  In the case of feasibility of the line balance b for the 
new vector t ′ , in order to test its optimality for t ′  one has to solve NP-hard problem SALBP-1. Intuitively, it is 
clear that sufficiently small changes of the operation times nttt ~21 ,...,,  may keep line balance b optimal for the 
new vector ),~( ttt ′=′  of the operation times. Our aim is to estimate or (what is better) to calculate the largest 
simultaneous and independent variations of the operation times ,V~i,ti ∈  that do not violate the feasibility and 
optimality of the line balance b. At the stage of the design of the assembly line, there exists a lot of optimal line 
balances. Using stability analysis, one can select such an optimal line balance, which optimality is more stable 
with respect to possible variations of the operation times Viti

~, ∈ .  
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Let B denote the set of all assignments of operations V to stations S1, S2, … , Sm (for possible numbers m of the 
stations: nm ≤≤1 ), which satisfy Condition 1. Subset of set B of all operation assignments which also satisfy 
Condition 2 for the given vector t = (t1, t2, … , tn) of the operation times is denoted by B(t) = {b0 b1, … , bh} where 
bk, k ∈ {0, 1, ..., h}, means line balance k

b

kk bbb

km
V...VVV ∪∪∪=

21
. Let subset of set B(t) of all the optimal line 

balances be denoted by Bopt(t). Inclusion b ∈ Bopt(t) implies that line balance b with partition 
bbb

bm
VVVV ∪∪∪= ...

21
 satisfies Condition 1, Condition 2, and the following optimality condition for the vector 

t = (t1, t2,…, tn) of the operation times.  
Condition 3: mb = min{ kmb  : bk  ∈ B(t)}.  

Since line balance b is contained in the set B(t), we obtain b = br ∈ B(t) for some index r ∈ {0, 1,…, h}. As a 
matter of convenience, index r will be omitted for the optimal line balance b, which stability will be investigated. In 
both definitions of set B and set B(t), number m of stations is not fixed: For line balance bk from the set B(t), 
inequalities nmm ≤≤

kbb  must hold and number of stations in an operation assignment from set B has to 
belong to set {1, 2, … , n}. The question under consideration may be formulated as follows. How much can be 
modified the components of the vector t~  simultaneously and independently from each other that the given line 
balance b remains optimal?  
Let nR  ( nR+  respectively) denote the space of n-dimensional real vectors t  = (t1, t2, …, nt ) (the space of n-
dimensional non-negative real vectors) with the maximum metric, i.e., distance ),( *ttd  between vector t  ∈ nR  

and vector *t = ( **
2

*
1 ,,, nttt … ) ∈ nR  is calculated as follows: },:{max),( * Vittttd *

ii ∈−=  where *
ii tt −  

denotes the absolute value of the difference *
ii tt − . Let line balance b be optimal for the given non-negative real 

vector t = )( t,t~ =(t1, t2, …, tn) ∈ nR+  of the operation times, i.e., b )(tBopt∈ . For problem SALBP-1, the 
definition of stability radius of an optimal line balance is introduced as follows. 
Definition 1: The open ball Oρ( t~ ) with radius ρ ∈ 1R+  and center t~ ∈ n~

+R  in the space n~R  is called a 
stability ball of the line balance b )(tBopt∈ , if for each vector *t  = ( *~t , t ) of the operation times with 

*~t )~(tOρ∈ nR
~
+∩  line balance b remains optimal. The maximal value of the radius ρ of stability ball Oρ ( t~ ) of 

the line balance b is called stability radius denoted by ρb(t). 

In Definition 1, vector )(  21 nn~n~ , ..., t, ttt ++=  of the processing times of the automated operations and the 
complete vector ),...,,(),~( 21 ntttttt ==  of the operation times are fixed, while vector ),...,,(~ *

~
*
2

*
1

*
ntttt =  may 

vary within the intersection of the open ball Oρ( t~ ) nR⊂  with the space n~
+R  of the non-negative real vectors. 

Stability radius ρb(t) is equal to the minimal upper bound of independent variations iε  of the processing times ti 
of all the manual operations Vi ~

∈  which definitely keep the optimality of the line balance b, i.e., inclusion 
)( *tBopt∈b  holds with }{ iii tt ε−= ,0max*  or iii tt ε+=* .  

In the rest of this paper, we survey recent results proven in [Sotskov, Dolgui, 2001; Sotskov, Dolgui, Portmann, 
2006; Sotskov et al, 2005] on stability analysis of an optimal line balance for problems SALBP-1 and SALBP-2.  

Stability Radius of an Optimal Line Balance for Problem SALBP-1 

Let b
kV~  denote the subset of manual operations of set b

kV  and let b
kV  denote the subset of automated 

operations of set b
kV . For each index k ∈ {1, 2, …, mb}, equality bbb

kkk VVV ∪=
~  holds. The following remark is 

used in stability analysis of an optimal line balance for problem SALBP-1.  
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Remark 1: Let us consider the line balance b )(tBopt∈  being in process and the modified vector ),~( ttt ′=′  

of the operation times. If there exists subset ,b
kV  k ∈ {1, 2, ..., bm }, in the line balance b such that  

0=∑ ′
∈ b

kVi
it , (3) 

we continue to affirm that line balance b uses mb stations for the modified vector ),~( ttt ′=′  as well.  

We can argue Remark 1 as follows. In spite of equality (3) valid for the new vector ),~( ttt ′=′ , station Sk is still 
exists in the assembly line with line balance b. At very least to delete station Sk  causes additional cost and 
additional time for re-engineering the assembly line. Moreover, after deleting station Sk  we obtain another line 
balance, say, b* B∈ : V = 

{ }
∪

kimi
i

b

V
≠∈ ,,...,2,1

b =
*

*b

** bbb
m

VVV ∪∪∪ ...
21

, where .1* −= bb mm  Due to the validity of 

inequality ti > 0 for each automated operation V~V\i ∈ , equality (3) is only possible if .~bb
kk VV =   

In [Sotskov, Dolgui, Portmann, 2006], it was proven the following necessary and sufficient condition for the case 
when optimality of the line balance b ∈ Bopt(t) is unstable. 

Theorem 1: For line balance b ∈ Bopt(t) equality ρb(t) = 0 holds if and only if there exists a subset b
kV , 

}21{ bm,,,k …∈ , such that ∅≠b
kV~  and t( b

kV ) = c.  

To present a formula for exact value of stability radius ρb(t) of optimal line balance b ∈ Bopt(t) we need the 
following notation:  

,~:min { ∅≠= bbb
kV

k
δδ  k { }bm...,,2,1∈ }, (4) 

where 
b

b
b

k

k

V
Vtc

k ~
)(−

=δ  and value t(Vk) is defined in (2). It is easy to see that testing criterion given in Theorem 1 

takes O(n) time. This asymptotic bound is defined due to calculating station times b
b mpVt p ...,,2,1),( = . If 

station times are included in the input data, then testing criterion given in Theorem 1 takes O(mb) time.  
The following lower bound of stability radius has been obtained within the proof of Theorem 1 given in [Sotskov, 
Dolgui, Portmann, 2006].  
Corollary 1: If optimality of line balance b ∈ Bopt(t ) is stable, then ≥)t(bρ  min{ bb Δ,δ }, where  

}:)(min **{ BVp ∈Δ=Δ bbb  and )(
*b

pVΔ  = 
*

*

~
)(

b

b

p

p

V

cVt −
. 

Let 
)(b d

pV~ = { ui,...,i,i 21 }, where |~|
)(d

pVu b= , and indices v of operations iv are assigned in such a way that the 

following inequalities hold: 
uiii t...tt ≤≤≤

21
. It is assumed that .0

0
=it  Vector nttt +∈′′=′′ R),~(  closest to t, 

for which subset 
(d)

pV b  is feasible (inequality (1) holds for subset 
(d)

pV b  with vector ),~( ttt ′′=′′ ), can be 

obtained if for each operation 
(d)

pq V~i b∈ we set }{ )(ˆ,0max
)(d

q pji Vtt bΔ−=′′  where j and iq denotes the same 

manual operation (j = iq) and value )(ˆ )(d

pV bΔ  is calculated as follows: 

)(ˆ )(d

pV bΔ  = { }1~...,,1,0~max
)(

)(

)( 0
−=

−

−− ∑∑
=∈ d

d

αd
p

p

p

ii
Vi V:

V

tct
b

b

b

β
β

β
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Here maximum is taken among right-hand fractions calculated for  1~...,,1,0
)(
−=

d

pV bβ . We define  

{ :)V( )(
(d)

p
d bb ΔΔ ˆmax)( = }cVt

)d(

p >)( b , 

minˆ =Δb { :d )( )(bΔ  b(d) )1( −∈ bmB }. 
(5) 

In [Sotskov, Dolgui, Portmann, 2006], the following formula for calculating the exact value of stability radius ρb(t) 
has been derived.  
Theorem 2: If optimality of line balance b ∈ Bopt(t) is stable, then ρb(t) = min{ bb Δδ ˆ, } with bδ  being defined in 

(4) and bΔ̂ in (5). 
Let ⎡ ⎤a  denote the smallest integer greater than or equal to real number  a . Theorem 2 implies the following 
five corollaries.  

Corollary 2: If mb = ⎥⎥
⎤

⎢⎢
⎡

c
Vt )( , then min)( ≥tbρ { }

n
mcVt, ~

)1()( −− bbδ . 

Corollary 3: If mb = ⎥⎥
⎤

⎢⎢
⎡

c
Vt )(  and 

n
mcVt

~
)1()( −−

≤ bbδ , then b
b δρ =)(t .  

Corollary 4: If b ∈ Bopt(t), then }max,{min)( ~ iVi tt ∈≤ b
b δρ . 

Corollary 5: If b ∈ Bopt(t), then }{ ~~ max,maxmin)( jVijVi ttct ∈∈−≤bρ . 

Corollary 6: If b ∈ Bopt(t) and )m()d( B 1−∈ bb , then }{ )(,min)( )(dt bb
b Δ≤ δρ . 

Stability of an Optimal Line Balance for Problem SALBP-2 
In this section, we consider problem SALBP-2: To find an optimal balance of the assembly line for a fixed number 
of stations, i.e., to find a feasible assignment of all operations V to exactly m stations in such a way that the cycle-
time c is minimal. For problem SALBP-2, line balance br  is optimal if along with Condition 1 and Condition 2, it 
has the minimal cycle time. We denote the cycle time for line balance br with the vector t of the operation times as 
c(br, t):  

c(br, t) = max ∑
∈

=
rb

kVi
i

m t1k . 

For problem SALBP-2, optimality of line balance b = bs with vector t of the operation times may be defined via the 
following condition.  
Condition 4: c(bs, t) = min{c(br, t) : br ∈ B(t)}, where B(t) = {b0, b1, …, bh} is the set of all line balances. 
For problem SALBP-2, definition of the stability radius of an optimal line balance is introduced as follows. 
Definition 2: The closed ball Oρ ( t~ ) in the space n~R  with the radius ρ ∈ 1R+  and center t~ ∈ nR

~
+  is called a 

stability ball of the line balance b ),(tB∈  if for each vector *t = ( *~t , t ) of the operation times with 
*~t )~(tOρ∈ ∩ nR

~
+  line balance b remains optimal. The maximal value of the radius ρ of stability ball Oρ ( t~ ) of 

the line balance b is called stability radius denoted by )(t
b

ρ . 

In Definition 2, vector )( 2~1~ nnn , t, , tt  t …++=  of the automated operation times and vector 

),,,(),~( 21 ntttttt …==  of all the operation times are fixed, while vector )...,,,(~ *
~

*
2

*
1

*
ntttt =  of the 

manual operation times may vary within the intersection of the closed ball Oρ ( t~ ) with the space nR
~
+ . For each 

optimal line balance br  ∈ Bopt(t), we define a set W(br) of all subsets rb
kV~ , k ∈ {1, 2, …, m }, such that  
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∑
∈ rb

kVi
it = c(b, t). It should be noted that set W(br) may include the empty set as its element. In [Sotskov et al, 

2005], the following claims have been proven.  
Theorem 3: Let inequality ti > 0 hold for each manual operation Vi ~∈ . Then for line balance bs ∈ B(t), equality 

)(t
sb

ρ = 0 holds if and only if there exists a line balance br ∈ Bopt(t) such that condition W(bs) ⊆ W(br) does not 

hold. 
Corollary 7: If Bopt(t) = {bs}, then 0)( >t

sb
ρ . 

If there exists an index k ∈ {1, 2, …, m} such that  

∑
∈ 0b

kVi
it < c(b0,t), (6) 

then we set λ (b0)= nWVt,t)c( b
k

Vi
i

b
k

~)}}(~:max{{ 00
0

0

bb ∉− ∑
∈

. Due to (6), the strict inequality λ (b0)> 0 must hold. 

If ∑
∈ 0b

kVi
it = c(b0,t) for each index k ∈ {1, 2, …, m}, then we set λ (b0) = min{ti : i ∈ V~ }. We denote  

Δ = min{Δ(bs) : bs ∈ B \ B(t)}, where Δ(bs) = 
n

,t)c(,t)c( s
~

0bb − . Theorem 3 implies the following claim.  

Corollary 8: If 0)( >t
sb

ρ , then (t)ρ
sb

 ≥ min{Δ, λ (b0)}. 

Calculating exact value of stability radius )(t
b

ρ  is close to calculating stability radius of the optimal schedule for 
the makespan criterion (see [Sotskov, 1991; Sotskov, et al. 1998]). 

Conclusion  
In the above sections, the recent results on stability analysis of an optimal line balance are presented. We used 
the notion of stability radius, which is similar to the stability radius of an optimal schedule introduced in [Sotskov, 
1991] for shop-scheduling problems. If stability radius of an optimal line balance is strictly positive, then any 
independent changes of the operation times tj, ,~Vj∈  within the ball with this radius definitely keep the 
optimality of this line balance. On the other hand, if stability radius of optimal line balance b is equal to zero 
(Theorems 1 and 3), then even small changes of the processing times of all or a portion of the manual operations 
may deprive the optimality of line balance b. It is worth noting that conditions presented in this paper (except 
Theorem 2, Theorem 3, Corollary 1, and Corollary 8) may be tested in polynomial time, which is important for 
real-world assembly lines with large numbers of operations. Moreover, for exact value of stability radius, feasibility 
of line balance b, which is defined by the value bδ , may be tested in polynomial time due to Theorem 2 as well.  
In practice, the tendency at the design stage must be to find optimal line balance for which stability is as much as 
possible. The common objective is to assign to each station a set of operations with roughly the same total 
operation time [Bukchin, Tzur, 2000; Erel, Sarin, 1998; Lee, Johnson, 1991; Sarin, Erel, Dar-El, 1999]. Due to the 
above results, we have to defer stations with manual operations and stations without manual operations. 
Theorem 1 shows that for the station with manual operations it is desirable to have some slack between cycle 
time and station time. The larger this slack is the larger stability radius of the line balance may be. On the other 
hand, for the stations loaded by only automated operations, such a slack may be as small as possible, which 
gives the possibility to increase slacks for stations with manual operations.  
Since stability radius ρb(t) cannot be larger than c/2, one has to pay special attention to the manual operations 
with possible variations of the processing times more than c/2 (such operations may cause instability of optimality 
of the line balance being in process). At the design stage, such an operation has to be divided into shorter 
operations. If line balance will be used for a long time for assembling the same finished product, it is desirable at 
the design stage, to construct several optimal line balances, and select among them the one with the best stability 
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characteristics. To this end, it is useful to develop algorithms, which construct a set of optimal line balances 
(instead of only one optimal line balance), in order to carry out a stability analysis for them. Or, better yet, it is 
useful to include in the branch-and-bound algorithm or other algorithms used for solving problem SALBP-1 and 
problem SALBP-2 specific rules in order to construct optimal line balance with larger stability radius. In a concrete 
study, the set V~  of manual operations can be reduced (e.g., only critical manual operations may be considered) 
or, on the contrary, set V~  may be completed by some unstable automated operations. By changing the set of 
operations with variable times, the designer of the assembly line can study the influence of different operations on 
stability of optimality and feasibility of line balances.  
In [Sotskov, Dolgui, 2001], slightly different definition of stability radius of an optimal line balance has been used 
for problem SALBP-1. Namely, it was assumed that n

t
O

~

)( +⊂ R
bρ

 (as a result, such a stability radius cannot be 

greater than }~:min{ Viti ∈ ). The above Definition 1 is more appropriate for practical assembly lines. As a 
subject for future research, it is important to consider stability characteristics of an assembly line balance 
provided that for each operation time an interval of possible variation is known in advance. Such an assumption 
seems to be realistic for many real-word assembly lines.  
This research was partially supported by ISTC (Project B-986). The author would like to thank Prof. Alexandre 
Dolgui, Prof. Marie-Claude Portmann, and Prof. Frank Werner for joint research in stability analysis.  
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REALIZATION OF AN OPTIMAL SCHEDULE FOR THE TWO-MACHINE 
FLOW-SHOP WITH INTERVAL JOB PROCESSING TIMES 

Natalja Leshchenko, Yuri Sotskov 

Abstract: Non-preemptive two-machine flow-shop scheduling problem with uncertain processing times of n jobs 
is studied. In an uncertain version of a scheduling problem, there may not exist a unique schedule that remains 
optimal for all possible realizations of the job processing times. We find necessary and sufficient conditions 
(Theorem 1) when there exists a dominant permutation that is optimal for all possible realizations of the job 
processing times. Our computational studies show the percentage of the problems solvable under these 
conditions for the cases of randomly generated instances with 100≤n . We also show how to use additional 
information about the processing times of the completed jobs during optimal realization of a schedule (Theorems 
2 – 4). Computational studies for randomly generated instances with 50≤n  show the percentage of the two-
machine flow-shop scheduling problems solvable under the sufficient conditions given in Theorems 2 – 4. 

Keywords: Scheduling, flow-shop, makespan, uncertainty. 

ACM Classification Keywords: F.2.2 Non-numerical algorithms and problems: Sequencing and scheduling  

Introduction 
In scheduling theory, it is usually assumed that the job processing times are known exactly before scheduling. 
However, the real-world scheduling problems usually are not deterministic: Machines may break down, activities 
may take longer time to be executed than it is expected before scheduling, jobs may be added or canceled, etc. 
In operations research literature, there are different approaches concerning management of uncertainty in 
scheduling (see surveys [Aytug et al., 2005; Davenport, Beck, 2000; Gupta, Stafford, 2006]).  
The stochastic method [Elmaghraby, Thoney, 2000; Pinedo, 1995] for dealing with uncertainty is useful when the 
process has enough prior information to characterize the probability distributions of the random processing times 
and there are a lot of realizations of a similar process. In the particular case of the stochastic scheduling problem, 
random processing times may be controllable, and the objective is to choose the optimal processing times (which 
are under control of a decision-maker) and the optimal schedule with the chosen job processing times. For such a 
problem, the objective function depends on both the job processing times and the job completion times (see, e.g., 
[Jansen, Mastrolilli, Solis-Oba, 2005]). The current trends in the field of scheduling under the fuzziness notion 
have been presented in [Slowinski, Hapke, 1999]. In the field of operations research for the problems under 
uncertainty auxiliary criteria are often used. The most popular auxiliary criteria are criteria introduced by Wald, 
Hurwicz, and Savage (see [Shafransky, 2005] for a brief survey). 
In spite of several developments, flow-shop scheduling problem with uncertain job processing times remains 
unsolved (see [Gupta, Stafford, 2006]). In the most of these developments, Johnson’s rule and analysis methods 
play a significant role. In this paper, we consider a two-machine flow-shop scheduling problem with interval job 
processing times. A scheduling problem with interval job processing times is rather general, since most events 
that are uncertain before scheduling may be considered as factors that vary the job processing times. The 
processing time may depend on the distance between machines, the type of transport used, traffic conditions, 
intervals of availability of machines, possible machine breakdowns, emergence of new unexpected jobs with high 
priority, early or late arrival of raw materials, etc. In [Gupta, Stafford, 2006], there were discussed 21 restrictions 
involved in the classical flow-shop problem (denoted as max|| CF ) with the fixed job processing times, where 
criterion maxC  denotes minimization of a schedule length. Nine of these restrictions addressed the criterion and 
type of the processing system, but all the remaining restrictions may be overcome by using suitable intervals for 
possible variations of the job processing times. 
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Problem Setting 

We consider the non-preemptive flow-shop scheduling problem with two machines and random bounded job 
processing times (only lower and upper bounds of the job processing times are assumed to be given before 
scheduling). This problem is denoted as max||2 CtttF U

jmjm
L
jm ≤≤ .  

Two machines } ,{ 21 MMM =  have to process set of n jobs } ..., ,2 ,1{ nJ =  with the same machine route 
),( 21 M M . All the n jobs are available to be processed from time τ = 0. In contrast to deterministic scheduling 

problem, it is assumed that processing time jmt  of job Jj∈  on machine MM m ∈  is not fixed before 

scheduling. In a realization of the process, jmt  may be equal to any real value between lower bound 0≥L
jmt  

and upper bound L
jm

U
jm tt ≥  being given before scheduling. The probability distribution of the random job 

processing time is unknown.  
Thus, we address the stochastic flow-shop scheduling problem for the case when it is hard to obtain exact 
probability distributions for random bounded job processing times, and when assuming a specific probability 
distribution is not realistic. It has been observed that, although the exact probability distribution of the job 
processing times may be unknown in advance, upper and lower bounds on the job processing times are easy to 
obtain in many practical cases. In such a case there may not exist a unique schedule that remains optimal for all 
possible realizations of the job processing times and this question is considered in detail in the next section.  

If equality L
jmt = U

jmt  holds for each job Jj∈  and each machine ,MM m ∈  then problem 

max||2 CtttF U
jmjm

L
jm ≤≤  turns into a deterministic flow-shop problem (denoted as max||2 CF ) that is 

polynomially solvable due to Johnson’s algorithm [Johnson, 1954]. Permutation that is constructed by Johnson’s 
algorithm is called a Johnson's permutation. At least one optimal permutation for problem max||2 CF  is a 
Johnson’s permutation. (It should be noted however, that for the problem max||2 CF , an optimal schedule may 
also be defined by permutation that is not a Johnson’s permutation.)  

In contrast to deterministic problem max||2 CF  we call problem max||2 CtttF U
jmjm

L
jm ≤≤  as an uncertain 

scheduling problem. 

Existence of a Dominant Johnson’s Permutation for the Uncertain Flow-Shop Problem 

Let T denote a set of feasible vectors ),...,,,( 212,11,1 nn t t  t tt =  of the job processing times: 

{ }MmJjttttT U
jmjm

L
jm ∈∈≤≤=  , , |  . 

The set S of all feasible permutations (schedules) has cardinality !|| nS = . Permutation Si ∈π  dominates each 
other permutation Sk ∈π  with ik ≠  if inequality ),(),( maxmax tCtC ki ππ ≤  holds for each permutation 

Sk ∈π , where ),(max tC iπ  denotes objective value maxC  (length of a schedule) to the deterministic problem 
max||2 CF  with the fixed vector Tt∈  of the job processing times. 

We call permutation Si ∈π  a dominant Johnson’s permutation to the uncertain problem 

max||2 CtttF U
jmjm

L
jm ≤≤  if for any feasible vector Tt∈  of the job processing times permutation iπ  is a 

Johnson's permutation (so permutation iπ is optimal) for the deterministic problem max||2 CF  with this vector 
Tt∈  of the job processing times.  

We consider the case when inequality L
jmt < U

jmt  holds for each job Jj∈  and each machine MM m ∈ . 
For this case the following theorem has been proven in [Leshchenko, Sotskov, 2005]. 
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Theorem 1 Let L
jmt < U

jmt , Jj∈ , .MM m ∈  Then there exists a dominant Johnson’s permutation Si ∈π  to 

the uncertain problem max||2 CtttF U
jmjm

L
jm ≤≤  if and only if: 

a) For any pair of jobs i and j with L
k

U
k tt 21 ≤ , k = i, j (with L

k
U
k tt 12 ≤ , k = i, j, respectively) either L

j
U
i tt 11 ≤  or 

L
i

U
j tt 11 ≤  (either L

j
U
i tt 22 ≤  or L

i
U
j tt 22 ≤ ); 

b) There exists at most one job ∗j  such that U
j

L
j

U
j

L
j tttt 1221 , << , and the following inequalities hold: 

{ }L
i

U
i

U
i

L
j tttt 2111  |max* ≤≥ , { }L

i
U
i

U
i

L
j tttt 1222 |max* ≤≥ . 

Computational Results for Necessary and Sufficient Conditions of Theorem 1 

In this section, we consider randomly generated uncertain flow-shop problems max||2 CtttF U
jmjm

L
jm ≤≤  and 

answer (by experiments on PC) the question of how many uncertain instances have a Johnson’s permutation that 
is optimal for all corresponding deterministic problems max||2 CF  with feasible vectors Tt∈  of the job 
processing times. Namely, for each randomly generated instance max||2 CtttF U

jmjm
L
jm ≤≤  under 

consideration we tested whether condition of Theorem 1 hold. 
The computational algorithm was coded in C++. For the experiments, we used an AMD 3000 MHz processor with 
1024 MB main memory. For each job, the lower bound of job processing time was randomly generated in the 
range [1,1000] and the upper bound of job processing time was computed as follows: 

%)100/%1( Ltt L
jm

U
jm += .  

In each series we generated and tested 1000 instances (for each combination of n and L under consideration). 
Random instances have been generated as follows. We tested two-machine flow-shop scheduling problems with 
n ∈ {5, 10, 15, …, 100} jobs, integer processing times uniformly distributed in the range [1,1000], and L ∈ {1, 2, 
…, 10}.  

Table 1. Percentage of instances solvable due to Theorem 1 
L\n 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100 
1 94.5 85.1 70 53.5 36.9 24.9 14.7 8.2 4.8 1.9 1.3 0.6 0.3 0 0 0 0 0 0 0 
2 91.2 69.3 45.6 24.2 11.8 4.2 1.1 0.6 0.1 0 0 0 0 0 0 0 0 0 0 0 
3 87.7 58.4 28.3 10.3 3.8 1.3 0.2 0 0 0 0 0 0 0 0 0 0 0 0 0 
4 82.4 47.4 18.8 5.5 0.8 0.1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
5 75.5 37.4 11.3 2.2 0.2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
6 72.5 32.4 7.8 1.7 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
7 66.9 25 5.4 0.7 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
8 65.8 19.9 2.1 0.4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
9 63.4 18 2.4 0.5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
10 59.2 14.4 2 0.1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

Table 1 presents the percentage of instances in the series for which conditions of Theorem 1 hold. From our 
experiment, it follows that increasing simultaneously both numbers n and L decreases the number of instances 
solvable due to Theorem 1. 

Optimal Realization of a Schedule 
In Table 1, there are many cases for which percentage of instances solvable due to Theorem 1 is equal to 0, i.e., 
unique dominant permutation does not exist in each of such cases. For such instances, we propose to use 
modified Johnson’s algorithm developed in [Leshchenko, Sotskov, 2005] to construct partial strong order of jobs J 
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(we considered only the cases when strong inequality L
jmt < U

jmt  holds for each job Jj∈  and each machine 
MM m ∈ ).   

Theorem 2 Let inequality L
jmt < U

jmt  hold for each job Jj∈  and each machine .MM m ∈  The order wj →  of 
jobs Jj∈  and Jw∈  is optimal for processing jobs of set J if and only if at least one of the following three 
conditions holds: 

L
w

U
w tt 12 ≤  and  L

j
U
j tt 21 ≤ ; 

L
w

U
j tt 11 ≤  and  L

j
U
j tt 21 ≤ ; 

L
w

U
w tt 12 ≤  and  L

j
U
w tt 22 ≤ . 

 
Let us consider instances with graph of the above partial strong order when no more than two jobs are not in this 
order at any time moment (see Fig. 1 for example). 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. A graph reduction of the partial strong order constructed due to modified Johnson’s algorithm 
 
To answer the question of how many instances of the uncertain two-machine flow-shop scheduling problem have 
such form of the partial strong order (constructed due to Theorem 2), we made experiments on PC analogous to 
those presented in the previous section.  
We call pair of jobs conflict pair of jobs if they are ready for processing but their optimal order is not fixed in the 
above partial strong order (see pair of jobs 3 and 4, and pair of jobs 6 and 7 in Fig. 1). Table 2 presents the 
percentage of instances in the series where no more than one conflict pair of jobs exists at any time. As we see 
from Table 2, increasing both numbers n and L decreases the number of instances with no more than one conflict 
pair of jobs existing at any time.  
For each series we generated and tested 100 instances (for each combination of n and L under consideration). 
Random instances have been generated as follows. We tested problems with n ∈ {5, 10, 15, …, 50} jobs, integer 
job processing times uniformly distributed in the range [10,1000], and L ∈ {1, 2, 3, …, 15}. For each job, the lower 
bound of the job processing times was randomly generated in the range [10,1000] and the upper bound of the job 
processing times was computed as follows: %)100/%1( Ltt L

jm
U
jm += . We restricted the experiments by 

50≤n  due to the results presented in Table 2. 
 
Table 2. Percentage of instances for which no more than one conflict pair of jobs exists at any time (the lower 
bounds of the processing times are uniformly distributed in the range [10, 1000] with %)100/%1( Ltt L

jm
U
jm += ) 

1 2 5 

3 

4 

6 

7 

8 9 10 
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n\ L 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
5 5 8 8 16 18 25 26 20 25 29 37 40 38 36 46 
10 15 29 28 37 51 50 54 52 52 63 60 45 55 53 42 
15 32 44 48 59 63 55 48 40 45 37 38 33 33 19 23 
20 41 65 47 48 45 47 34 36 22 17 13 6 10 5 4 
25 52 63 60 42 21 18 14 8 9 8 6 5 2 1 1 
30 67 53 50 20 20 12 8 3 3 0 0 0 0 0 0 
35 68 51 33 24 10 2 1 0 0 0 0 0 0 0 0 
40 69 34 22 5 4 0 0 0 0 0 0 0 0 0 0 
45 57 35 18 9 1 0  0 0 0 0 0 0 0 0 0 
50 50 21 10 0 0 0 0 0 0 0 0 0 0 0 0 
 
For a conflict pair of jobs, the following sufficient conditions for constructing an optimal order for processing two 
jobs have been proven. If in the above partial strong order of jobs (with no more than one conflict pair of jobs at 
any time) two first jobs make conflict pair, then one can use the following sufficient conditions for optimal ordering 
of the conflict jobs. 
Theorem 3 Let jobs 1 and 2 make first conflict pair of jobs and let job 3 must be processed optimally after them. 
Then the order 21→  of jobs J∈1  and J∈2  is optimal for processing jobs from set J if at least one of the 
following three conditions holds: 

};max{};max{ 2,21,11,22,11,22,12,21,1
LLLLUUUU tttttttt ++≤++ ; 

LLUU tttt 1,31,22,12,2 };0max{ ≤−+ ; 
LLLUUUU ttttttt 1,31,21,11,22,12,21,1 };max{ ++≤++ . 

 
Let processing set of jobs J start at time 0τ = 0, and at time 01 ττ >  machine M1 completed all the jobs before the 
next conflict pair of jobs. Without lose of generality, we assume that jobs (1, 2, …, j –1) are completed on 
machine M1 in this order, jobs j and j +1 make next conflict pair of jobs, and job j +2 has to be processed optimally 
after this conflict pair of jobs. At time 1τ  we need to decide which job j or j +1 has to be processed next on 
machine M1 in order to obtain an optimal schedule. It is clear that at time 1τ  the exact processing times of jobs (1, 
2, …, j –1): 1,11,21,1 ,, −jt ..., t t , on machine M1 are already known. We assume also that at time 1τ  the processing 
times of jobs {1, 2, …, j –1} on machine M2 are also known. Thus, at time 1τ  the initial part 

),,,( 2,11,12,11,1 −− jj t t ..., t t  of the vector Tt∈ of the job processing times is already known.  

Let с1 denote the completion time of all jobs (1, 2, …, j –1) on machine M1 and с2 denote the completion time of 
all jobs (1, 2, …, j –1) on machine M2.  
Theorem 4 The order 1+→ jj  of conflict pair of jobs Jj∈  and Jj ∈+ )1( is optimal for processing jobs of 
set J if at least one of the following seven conditions holds: 

211 ctc U
j ≤+ ;  L

j
U
j

U
j tcttc 221,111 +≤++ + ;       (1) 

211 ctc L
j >+ ;   U

j
U
j

L
j

L
j tttt 2,121,21,1 +++ +≥+ ;  L

j
U
j tt 21,1 ≤+ ;   (2) 

U
j

L
j tt 21,1 >+ ;  U

j
L
j

L
j tcttc 221,111 +≥++ + ;  U

j
L
j tt 2,11,2 ++ ≥ ;    (3) 

211 ctc L
j ≤+ ;  211 ctc U

j >+ ;  L
j

U
j tt 21,1 ≤+ ; U

j
U
j

L
j

L
j tttt 2,121,21,1 +++ +≥+ ; (4) 
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U
j

L
j

L
j tcttc 221,111 +≤++ + ;  L

j
U
j

U
j tcttc 221,111 +>++ + ;  U

j
L
j tt 21,1 >+ ; U

j
L
j tt 2,11,2 ++ ≥ ; (5) 

211 ctc L
j ≤+ ;  U

j
L
j

L
j tcttc 221,111 +≤++ + ;  211 ctc U

j >+ ;    (6) 
L
j

U
j tt 21,1 >+ ;  U

j
U
j

L
j

L
j tttt 2,121,21,1 +++ +≥+ ;  U

j
L
j tt 2,11,2 ++ ≥ ; 

211 ctc L
j >+ ;  L

j
U
j tt 21,1 >+ ;  U

j
L
j tt 21,1 ≤+ ; U

j
U
j

L
j

L
j tttt 2,121,21,1 +++ +≥+ . (7) 

The experiments on PC have been realized for calculating percentage of the number of conflict pair of jobs 
resolved due to Theorem 3 and Theorem 4 (Table 3) and percentage of instances solvable exactly due to 
Theorems 3 and 4 (Table 4). It is clear that only serious of instances which has non-zero value in Table 2 were 
considered in Tables 3 and 4 (each serious with zero value in Table 2 is indicated by symbol – in Table 3 and in 
Table 4). For each series we generated and tested 1000 instances with no more than one conflict pair of jobs at 
any time (for each combination of n and L under consideration). To this end, we used conditions of Theorem 2.  
We tested problems with n ∈ {5, 10, 15, …, 50} jobs, integer processing times with lower and upper bounds 
uniformly distributed in the range [10,1000], and L ∈ {1, 2, 3, …, 15}. We restricted the experiments by 50≤n  
due to the results given in Table 2. For each job, the lower bound of the job processing times was randomly 
generated in the range [10,1000] and the upper bound of the job processing times was computed as follows: 

%)100/%1( Ltt L
jm

U
jm += .  

Тable 3. Percentage of the number of conflict resolutions due to Theorem 3 and Theorem 4 

n\L 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

5 73.53 71.21 72.89 70.73 69.91 69.19 69.03 70.32 68.88 67.25 68.28 65.96 66.16 65.17 63.47 

10 92.32 91.8 92.76 91.46 91.96 93.33 90.83 91.08 91.38 90.64 90.67 90.54 90.71 90.07 91 

15 96.97 97.41 96.85 96.13 97.12 96.89 96.31 97.12 96.8 97.04 97.31 96.14 96.62 95.96 96.07 

20 98.3 97.78 98.17 98.13 97.52 97.86 98.17 98.19 98.18 98.08 97.84 97.65 98.17 97.67 97.56 

25 98.55 99.04 99.07 98.75 98.73 98.57 98.5 98.59 99 98.73 98.63 98.55 98.68 98.52 98.19 

30 99.2 99.18 99.03 99.11 99.01 99.03 99.13 99.11 98.82 - - - - - - 

35 98.76 99.22 99.34 99.28 99.34 99.48 99.2 - - - - - - - - 

40 99.36 99.45 99.57 99.63 99.47 - - - - - - - - - - 

45 99.42 99.72 99.57 99.57 99.42 - - - - - - - - - - 

50 99.3 99.51 99.49 - - - - - - - - - - - - 

Тable 4. Percentage of the instances with all conflicts being resolved due to Theorem 3 and Theorem 4 

n \ L 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

5 78.3 75.6 77.5 75.5 74.8 73.8 73.6 74.4 74 72.3 73 70.3 71.6 70 69 
10 92.4 91.6 92.4 90.7 90.9 92.2 88.9 89 89.2 88 88.1 86.8 86.6 85.5 87.9 
15 96.7 96.7 95.8 94.5 95.1 94.6 93.3 94.2 92.7 93.6 93.6 90.5 91.6 89.1 88.9 
20 97.8 96.5 96.6 95.9 94.1 94 94.7 94.8 93.6 93 92.4 90.5 92.1 89.9 90.2 
25 97.9 98.1 97.6 96.3 95.6 94.3 93.3 93.4 94.9 93.3 92.2 91.5 92 90.7 88.1 
30 98.4 98 97.2 96.1 95.7 94.9 94.4 94.8 94 91.5 - - - - - 
35 97.4 97.4 97.2 96.3 95.9 96.4 94 - - - - - - - - 
40 98.4 97.7 97.7 97.6 96 - - - - - - - - - - 
45 98.2 98.6 97.1 96.5 94.5 - - - - - - - - - - 
50 97.5 97 95.9 - - - - - - - - - - - - 
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From Tables 3 and 4 it follows that the most randomly generated instances of the uncertain problem 
max||2 CtttF U

jmjm
L
jm ≤≤  (each of which has no more than one conflict pair of jobs at any time) are solved 

exactly during realization of the process due to sufficient conditions given in Theorems 3 and 4 (in spite of the 
uncertain job processing times before scheduling).  

Conclusion  

It is clear that in spite of uncertainty of the job processing times it is necessary to choose only one schedule for 
practical realization of the process. Theorem 1 allows obtain a dominant permutation for problem 

max||2 CtttF U
jmjm

L
jm ≤≤  before realization of the process. Indeed, such a dominant schedule (if any) is the 

best one for any feasible realization of the job processing times. If condition of Theorem 1 does not hold, then one 
can use Theorem 2, Theorem 3, or Theorem 4 for constructing optimal schedule during realization of the process 
under consideration.  
Clearly, this approach is useful if the level of uncertainty is low enough (the best results were obtained for the 
non-zero cases presented in Table 2). If level of uncertainty exceeds a certain threshold, then others approaches 
to problem max||2 CtttF U

jmjm
L
jm ≤≤  outperform the approach based on Theorems 1 – 4. If there is no 

possibility to construct one dominant schedule for problem max||2 CtttF U
jmjm

L
jm ≤≤  (i.e., conditions of 

Theorem 1 do not hold), it may be fruitful to construct more general schedule form on the basis of a partial strong 
order of jobs J (Theorem 2). Then one can consider the realization stage of a schedule for the flow-shop when a 
part of the schedule is already realized. Theorems 3 and 4 show how to use additional information about realized 
operations in order to obtain better solution than that constructed before scheduling. In such a case, a realistic 
solution process can be seen as consisting of static and dynamic phases. At the static phase, a scheduler can 
construct a family of the dominant permutations. At the dynamic phase of the decision-making, a scheduler has to 
select an appropriate schedule from such a family of the dominant permutations to react in real-time to the actual 
processing times of the already completed jobs.  
Thus, our approach falls into the category of predictive-reactive scheduling. The static phase (based on 
Theorems 1 and 2) may be considered as predictive scheduling and dynamic phase (based on Theorems 3 and 
4) may be considered as reactive scheduling (see [Aytud et al., 2005; Gupta, Stafford, 2006]). 
It is interesting to find sufficient conditions for choosing the unique permutation that is optimal for any feasible 
processing times of the remaining operations. If a scheduler cannot make right decision at time 0>τ , he (she) 
has to use one of the solution policies, which does not guarantee to find an optimal schedule for any realization of 
the remaining job processing times. The solution policy may be optimistic or pessimistic (see [Aytud et al., 2005; 
Shafransky, 2005]), or a scheduler can minimize objective function in average. For an uncertain problem it may 
be necessary to look for an optimal scheduling policy that stochastically minimizes the makespan [Ku, Niu, 1986; 
Pinedo, 1995]. To this end, it is necessary to obtain the reliable probability distributions for the random processing 
times. In general case, the choice of the job may also be based on minimization of possible loss of the objective 
function value. 
The research was partially supported by INTAS (project 03-51-5501) and ISTC (project B-986). The authors 
would like to thank Ms. Natalja G. Egorova for the help in computational experiments. 
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ACCESS RIGHTS INHERITANCE IN INFORMATION SYSTEMS  
CONTROLLED BY METADATA 

Mariya Chichagova, Ludmila Lyadova 

Abstract: All information systems have to be protected. As the number of information objects and the number of 
users increase the task of information system’s protection becomes more difficult. One of the most difficult 
problems is access rights assignment. This paper describes the graph model of access rights inheritance. This 
model takes into account relations and dependences between different objects and between different users. The 
model can be implemented in the information systems controlled by the metadata, describing information objects 
and connections between them, such as the systems based on CASE-technology METAS. 

Keywords: access control mechanisms, graph model, metadata, CASE-technology. 

ACM Classification Keywords: D.2 Software engineering: D.2.0 General - Protection mechanisms. 

Introduction 
As information systems become larger and more complex, and as the number of their users increase, there are 
growing needs for methods that can simplify and even partly automate the process of access rights assignment.  
The main problem of traditional access control mechanisms is that they don’t take into account the relations 
between information objects.  
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The technology METAS [Lyadova, 2003], [Ryzhkov, 2002] allows to create dynamically adjusted information 
systems. Means of adaptation are based on use of the metadata describing information objects and connections 
between them from the various points of view. Functioning of information system is carried out through 
interpretation metadata by MDK METAS The metadata can form a basis for realization of mechanisms of the 
rights equivalence, in particular, the mechanism of the access rights inheritance that allows to lower labour input 
of assignment of the rights the manager of system. At the same time there are problems at definition of the rights 
of access on the objects accessible on several relations from parental objects to which various rights are 
appointed. 
The model proposed in this paper take such relations in consideration and the rules for it are formulated. 
To define the inheritance mechanism we shall formally describe model of distribution of the access rights. As 
basic elements of the model are used access graph and rules of its transformation.  

Graph Model 
An information system consists of objects and subjects. Access control describes whether specific subject can 
access specific object. 
Let O is a set of objects and S is a set of subjects. G = (V, E) is a finite directed labelled graph, where V = O ∪ S 
is a set of nodes and E is a set of arcs.  
Notation vi → vj means that there is an arc (vi, vj) ∈ E in graph G. A node si ∈ S ⊆ V is called subject-node and a 
node oi ∈ O ⊆ V is called object-node. 
If vi → vj and both of these nodes are subject-nodes (or both of them are object-nodes) node vi is called parent of 
node vj and node vj is called child of node vi.  
Subject-nodes which have not got any children are called users all other subject-nodes are called groups. 
Object-nodes which have not got any children are called leaves all other subject-nodes are called roots. 
Arcs between objects present the relations between them. The arc’s direction depends on type of relationship 
between objects: 

− 1 : 0..1 ⇒ arc from “0..1” to “1”;  
− 1 : M ⇒ arc from “1” to “M”; 
− 0 : 1..M ⇒ arc from “0” to  “1..M”; 
− M : M  ⇒ bidirectional arc. 

For example, for part of the database scheme which is shown on fig. 1 the subgraph on fig. 2 is fitted. 
 

 school 

class 

pupil 

diagnosis 

1 

1 

* 

* * 
* 

 

Figure 1. Database Scheme Fragment 

O1

(school) 

O2

(class) 

O3 

(pupil) 

O4 
(diagnosis) 

 

Figure 2. Object-nodes Subgraph 

 
Each of the subjects must be connected by the arc to each of the objects. An arc between subject-node and 
object-node is called access arc. 
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An access arc’s label determines the assigned access right of this subject to the object. Assigned access right is 
determined by the information system’s administrator and it can deny or allow access to information objects.  
Access rights that take into account relations between subjects and objects are called actual access rights.  

Subject-nodes 

In this section relations between subjects are considered and the rules that can take them into account are 
formulated. Access rights that allow for relations only between subjects are called actual subject’s access rights. 
Let parent(si) = {sj ∈ S | ∃ (sj, si) ∈ E} – is a set of parents for subject-node si ∈ S. 
Let access arcs have following labels: 

− right(si, oj) ∈ {0, 1, 2, 3} is an assigned access right of subject si ∈ S  to object oj ∈ O, where 0 means 
that right is not assigned, 1 – access is denied, 2 – subject has a partial access and 3 – access is 
allowed. Partial access means that access is allowed only if certain conditions are fulfilled. These 
conditions are determined by administrator. 

− a_right(si, oj) ∈ {1, 2, 3} is an actual subject’s access right of subject si ∈ S  to object oj ∈ O, where 1 
means that access is denied, 2 – subject has a partial access and 3 – access is allowed.  

The subject‘s access rights can depend on its parents’ rights. The process of determination the actual subject’s 
rights is called subject’s rights inheritance.  
Let si ∈ S. The inheritance should be done according to the following two rules.  
Rule 1. If subject has an assigned right right(si, oj) ≠ 0 to object  oj ∈ O, the actual subject’s right is determined as  
right(si, oj),  i.e.  
 ),(),(_ jiji osrightosrighta =  (1) 

The main idea of this rule is that explicit assignment is more significant than inheritance. 
Rule 2. If an access right to object oj ∈ O isn’t assigned, i.e. right(si, oj) = 0, the actual subject’s right is 
determined as  maximum of its parents’ actual rights : 
 )),(_(max),(_

)(
jk

sparents
ji osrightaosrighta

ik∈
=

 
(2) 

If an access right to object oj ∈ O isn’t assigned and the subject hasn’t got any parents its actual right is 
determined as 1. It means that access is denied. 
Note that by definition the maximum value for a_right is 3 (that means that access is allowed).  
For finding actual subject’s rights the above two rules are recursively applied. 

Object-nodes 

In this section relations between objects are considered and the rules that can take them into account are 
formulated. Access rights that allow for relations only between subjects are called actual object’s access rights. 
Note that the same object can be connected with different objects and rights can depend on the object from which 
the access is done.  
As access rights depend on access context let define context(si, oj)  as a current access context, i.e. list of object-
nodes (path from one of the roots to current object-node). 
Parent from context is an object-node from the access context which is the parent for node oj ∈ O. Let 
c_parent(oj) is a parent for object-node oj ∈ O  from context. 
Let access arcs also have following labels: 

− o_right(si, oj) ∈ {1, 2, 3} is an actual object’s access right of subject si ∈ S  to object oj ∈ O, where 1 
means that access is denied, 2 – subject has a partial access and 3 – access is allowed.  
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Let arcs between object-nodes have the following labels: 
− inherit(ok, oj) ∈ {true, false} shows the possibility of inheritance.  Let inherit(∅, oj) = false that means 

that inheritance from empty object is forbidden.  
The process of determination the actual object’s rights is called object’s rights inheritance.  
Let si ∈ S. The inheritance should be done according to the following three rules.  
Rule 3. If subject has an assigned right right(si, oj) ≠ 0 to object  oj ∈ O, the actual object’s right is determined as  
right(si, oj),  i.e.  
 ),(),(_ jiji osrightosrighto =  (3) 

This rule is the same as the rule 1 for subjects’ rights inheritance. 
Rule 4. If an access right to object oj ∈ O isn’t assigned, i.e. right(si, oj) = 0, and inherit(ok, oj) = false where 
ok = c_parent(oj) the actual object’s right is determined as  prohibition of access,  i.e.  
 1),(_ =ji osrighto  (4) 

This rule means that if the inheritance is forbidden in current context and there are no assigned rights the access 
is denied. 
Rule 5. If an access right to object oj∈O isn’t assigned, i.e. right(si, oj)=0, and inherit(ok, oj)=true where 
ok=c_parent(oj) the actual object’s right is determined as  follows:  
 ))(_,(_),(_ jiji oparentcsrigthoosrighto =  (5) 

In order to determine actual access rights in rules 3, 4, 5 we should use a_right instead right. 

Conclusion  
Using of access rights inheritance allows to simplify the access rights assignment by automatic taking into 
account relations between object and subject. This method also permits to avoid some kind of mistakes which 
can be made by information system’s administrator. 
In addition to the means described in the given article means of the control of correctness of obvious assignment 
of the access rights for objects and their attributes are offered also [Mikov, 2003]. 
The architecture of the CASE-system METAS, the models of the metadata used in this system, and principles of 
its functioning are described in several articles [Lyadova, 2003], [Ryzhkov, 2002]. 
The system METAS is developed on the .NET platform. The technology ADO.NET, providing independence from 
DBCS, is used for access to the objects in database. 
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THE COMPUTER SYSTEM FOR THE ESTIMATION OF THE REALIZABILITY  
OF THE CREW ACTIVITY ALGORITHMS 

Boris  Fedunov, Denis Vidruk  

Abstract. When designing specification on-board algorithm (the algorithm, realized on on-board digital computing 
machine, and algorithm to activity of the crew necessary to conduct the estimation their realizing. Presented 
computer system allows in interactive mode with user to value the temporary expenseses of the operator on 
processes decision making and their realizing, participations it in process of the spying. 

Key words: the algorithms to activity of the crew, designing algorithm, realizing estimation. 

ACM Classification Keywords: B.8.2 Performance Analysis and Design Aids;  D.2.2 Computer-aided software 
engineering. 

Introduction 
During system designing of anthropocentric object onboard intelligence algorithms specifications, designers face 
with necessity of defined algorithms structure realization opportunity check. The algorithms of onboard 
intelligence intended for realization through algorithms of a crew member activity (CAA – crew activity algorithms) 
are estimated through their performance time interdictions. Correlation of the defined expenses with ones 
allowable on external conditions  projected  anthropocentric object will function, allows to determine the 
realizability of CCA designed structure. During system designing of onboard intelligence algorithms, operator 
activity algorithms  are represented as the earl (ODE – operator decisions earl), which apexes are decisions 
accepted by the operator, the beginning and the end of tracking stages, and arcs – causal relation of apexes 
[1,2]. Computer system «GRO-otsenka» is developed for automation  CAA structure estimation process. It is 
intended for use in designing system of anthropocentric object onboard algorithms of system-forming kernel 
specifications at a stage of development of their specification. 
The technology onboard algorithms specifications development includes the following stages: 
A) Development of naturally language technical document «crew – the onboard equipment» system  logic». The 
text of the document is usually structured on typical situations (TS) of functioning of projected anthropocentric 
object and their problem subsituations. [3]; 
B) Onboard algorithms specifications development, including the algorithms intended for realization on onboard 
digital computers (ODCA), and algorithms of crew activity (CAA). The design stage is supported by computer 
system "Bort" [4]; 
C) An estimation of onboard algorithms designed  specification realizability: 
ODCA - by the onboard digital computing system. 
CAA - by crew for set time. 
The stage is provided with «GRO-otsenka» and «BTsVS - otsenka» computer systems  
D) Estimation of onboard algorithms developed specification efficiency. 
The stage is provided with system of computer-imitating mathematical models [5] of anthropocentric objects 
functioning typical situations (see for example [6,7]) and imitating mathematical model of algorithms of aim 
prediction operative level [1,5] in which the crew is necessarily involved. 
Described computer system «GRO-otsenka» works in coordination with the mentioned above computer systems. 
It receives the information from computer system "Bort"in the coordinated format and prepares the initial data [8] 
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for designed CAA interpretation in the computer-imitating mathematical models [5] of anthropocentric objects 
functioning typical situations. 

«GRO-otsenka» system represents the computer integrated environment of an estimation operators decisions 
earl, containing the interface of the designer, dialogue procedures for an estimation, completeness check 
procedures and a coordination of the data, procedures of an  realizability estimation, estimation process support 
procedures. 

Structure of the activity of operator in the technical anthropocentric object  

In the anthropocentric object the operator makes decisions by the operationally appearing problem, it realizes the 
decisions accepted and participates in different operations of tracking [ 9 - 13 ]. All decisions of operator are 
classified as the π-decisions (perceptive- identification), the ρ-decisions (speech-thought) and the π-ρ-decisions 
(heuristic) [ 9,13 ]. The class of the π-decisions is characterized only by search time, perception (quantity of 
operational units of perception (OUP)) and comprehension by the operator of necessary information. The process 
of decision making occurs instantly. Each ρ-decision with the design of the activity of operator is described 
through the composition of information, on the basis of which the operator must make this decision, also, through 
the algorithm of decision making. Each decision is described: 

• by the input information: the composition of information in the information-control field of cab, on which 
the operator must make this decision; composition and the duration of voice communication, which is 
transferred to operator by cabin vocal informant and which is used with making of this decision; 

• by the structure of the decision: a quantity of operational units of perception (OUP), composition and the 
sequence of the elementary acts of decisions working out, represented by the indicative symbolism on 
the personnel cabin indicators; 

• by output information: by composition and by the sequence of manual operations, necessary for the 
realization of the accepted decision. 

With the fulfillment of the operations of tracking it is assumed, what operator works in discretely - continuous 
regime, being distracted from the operation of tracking to the period of adoption and realization of the decision 
(decisions). After abstraction the operator again returns to the process of tracking. In this case the composition 
and the description of dynamic is sectional this servo system in the stage of design in question they are absent. 
There is only an idea about the dependence of the time of finalizing by the operator (τ-tracking) of that 
accumulating in the time of its abstraction (τ-otv) of following error. According to the developed requirements each 
apex of ODE represented for the estimation can belong to one of the established types (table 1): 
 

 

Rectangles designate the algorithms of decision making with the indication of the type of 
decision (the π-decision, the ρ-decision, π-ρ-the decision). Each CAA-decision is always 
accompanied by the fragment of sequence information on the control indicators (it is possible 
vocal information, on which decision is chosen). 

 

The apex with the appropriate number, designating the accepted decision algorithms of 
realization by the operator. Each CAA-realization is compulsorily accompanied by indication of 
the utilized elements of control and their arrangement or by indication of their generalized 
description. 

 
Place of the replacement of the conceptual model of the operator behavior 
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Types of apexes are given below do not contribute time expenditures, in the general time estimation. 

 
The apex designating branching in ODE. It contains logical conditions for the actions of 
operator. It has two outputs: truth and lie. 

 

 

Apexes designating algorithms participations of operator in the work of tracking system, 
accordingly beginning and the end of the tracking. 

(+) 
Marker is placed on the arcs of earl in those places, where in the opinion of the developer of 
earl, operator can be distracted to the realization of the operation of tracking. 

Table 1: Apexes types. 

 

The apexes of earl CAA-decision and CAA-realization are characterized by time, operator spent for perception, 
comprehension, the production of decisions and fulfillment of manual operations. Apex, corresponding to the 
replacement of the conceptual model of the operator behavior, is characterized by the time of the replacement of 
this model. Between the apexes there are causal relationships (on the earl depicted as arcs). The beginning of 
the operator actions must be an operation of tracking, located in the root of earl; the activity of operator is turned 
from the root apex to the final (operation of tracking). The earl is represented with the treelike structure (one 
beginning, many ends).  

The ODE  "+" marker indicates the places of the possible (on semantics) distraction of operator to the process of 
tracking. 

All apexes of the CAA type must be accompanied by information, on which with the aid of the experimental data, 
existing in the system «GRO-otsenka», the time of apex is determined. It is necessary to afford screen of control 
indicators. on the basis of which data, necessary for the description CAA will be compiled. Apex, designating the 
beginning of tracking, must be accompanied by table or earl of the dependence of the correction time on the 
distraction time  

( )( distcor f ττ = ). 

System Characteristic 

«GRO-otsenka» system is intended for the automation of the evaluation process of the operator decisions earl 
realization. On the basis of data, entered manually by design engineer or exported from the system "Bort", 
«GRO-otsenka» system calculates ODE in the dialogue with design engineer: 

• time, which operator will expend on decision making (CAA apexes), on its realization (CAA-R apexes), 
the replacement of the conceptual model of behavior; 

• the arrangement (among the permissible points) of the points of the operator optimum switch to the 
tracking regime. 

According to this information «GRO-otsenka» system calculates time (of each branch of the introduced operator 
decisions earl) spent by operator on all forms of its activity, indicated on this branch, and the mean-square 
deviation of this time. Such calculations are done for each branch of earl and on any selected sections inside any 
branch.  

System automatically determines the ODE bottlenecks and exports the estimation results of the introduced earl 
for further processing in other programs. 
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Regimes of the design engineer work in the «GRO-otsenka» system. 
After the entering ODE into «GRO-otsenka» system the design and planning engineer fixes his attention in the 
concrete apex of ODE and selects the type of this apex from the following: 

1. «АДЭ» –  this type of apex is used for indication of the of crew activity algorithm. 
2. «Начало слежения» - this type of apex is used for the indication of the beginning of the tracking 

operation.  
3. «Конец слежения» - this type of apex is used for the indication of the ending of the tracking operation.  
4. «Разветвление» - this type of apex is used for indication of branching.  
5. «Новая концептуальная модель» - this type of apex is used for the indication of a conceptual model 

change. 
6. «Ручные операции» - this type of apex is used for the indication of manual actions realization of the 

crew CAA-R. 
Depending on the type of the selected apex, the corresponding supplementary sheet with its parameters is 
opened. There are parameters common for all types of earl apexes: "Имя" – name of the apex, "Примечание" - 
text field for any note for this apex, and the "Возможное расположение слежения" checkbox, which is placed in 
such a case of finalizing the deviation of the tracking parameters is possible after current of apex.  
 

«АДЭ» apexes type. 
If «АДЭ» apex is selected,  design engineer should select the type of the solution is used in this case. There are 
three accessible types: "π - decision", "ρ - decision" and " π-ρ decision" (page 1). 
 

 
Page 1: Properties window of earl apexes. 

 

When π-decision is selected, the edit fields for the data being entered according the estimation procedure of 
operator  time expenditures [8] are available. 
When ρ-decision is selected, the edit fields for the data being entered according the estimation procedure of 
operator time expenditures [8] are available (page 2). 
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Page 2: Estimation of CAA ρ -decision. 

 

"Elementary reports of working out decisions" data sheet is also available.  
When π-ρ-decision is selected the edit field for entering the time, spent on this decision, which is taken from the 
appropriate half-scale simulation. 
 

 
Page 3: The beginning of the tracking operation. 

 
«Начало слежения» apexes type. 
When this type of apex is selected, the edit table for entering the dependence of the finalizing time on the time of 
abstraction for the tracking is available (page 3). 
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With the "добавить строку" button it is possible to add new line into the table. Button "удалить" makes it possible 
to remove line from the table. Button "очистить" removes all lines from the table. 

Also there is a button "Вывести", which makes it possible to represent earl and button "сохранить" which allows 
to save earl as a graphic file.  
 

«Конец слежения» apexes type. 
This type of apex indicates that the tracking is finished. This type of ODE apex is logical and influences only the 
calculation of branches, without making changes in the results of time expenditures calculations. 
 

«Разветвление»  apexes type. 
This type of apex indicates branching of the earl. This type of ODE apex is logical and influences only the 
calculation of branches, without making changes in the results of time expenditures calculations. 
 

«Новая концептуальная модель» apexes type. 
This type of apex indicates the change of conceptual model. This type of apex does not have parameters 
influencing the calculating results. The time of the change of conceptual model of operator behavior is equal of 
1.2sek by default [13]. 
 

«Ручные операции» (CAA-R) apexes type. 
This apex indicates realization of the accepted decision. Design engineer should manually fulfill the 
corresponding table (name of each manual operation and the time needed for it).  

«Новая операция» button adds a new operation string into the table. «Удалить» button deletes selected 
operation string. «Очистить» button clears  all the table. 
 

Calculation of the earl parameters. 
It is necessary to be convinced that the earl is built correctly. This checking is produced by looking through 
entered ODE with visual monitoring of the following positions: 

1. The first apex of earl must have a type "Новое слежение". 

2. All apexes with the type "Новое слежение" must have the filled table of tracking. 

3. The last apex of earl must have a type "Конец слежения". 

4. Cycles are not admitted in the earl - they must be opened to corresponding branches. 

5. If the apex of graph is branching off and does not have the «Разветвление» type all apexes on the 
branch "no" they would not be considered in the calculations. 

6. If the apex of graph has the «Разветвление» type and does not have the appropriate branches  only 
existing branches ODE would be considered in the calculations. 

 

If some of requirements for the earl are not fulfilled the system will give out the corresponding warning. For 
calculating of the earl parameters the «Пересчитать ветки» button should be pressed. ODE branches will be 
calculated with the time needed for their fulfillment (including the time spent on finalizing of tracking) and its 
mean-square deviation. Parameters of branch can be examined after selecting it in the menu of the «Параметры 
ветки» division. System also provides the verification of the assigned time limitations in the section of ODE 
branch. 
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Conclusion 

The "GRO-otsenka" computer system allows to solve the problems of the realizability evaluating of designed 
ODE in the early stage of the onboard algorithms design. It  significantly facilitates the task of ODE realizability 
evaluating, it makes it possible to obtain the result of estimation and the corresponding information immediately. 
The "GRO-otsenka" system has comfortable interface and sufficient execution speed (for the solution of the 
problems of this level). It is oriented as to manual input of initial data, so to obtaining of them directly from the 
"Bort" system.  
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