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DOUBLE-WAVELET NEURON BASED ON ANALYTICAL ACTIVATION FUNCTIONS 

Yevgeniy Bodyanskiy, Nataliya Lamonova, Olena Vynokurova 

Abstract: In this paper a new double-wavelet neuron architecture obtained by modification of standard wavelet 
neuron, and its learning algorithm are proposed. The offered architecture allows to improve the approximation 
properties of wavelet neuron. Double-wavelet neuron and its learning algorithm are examined for forecasting non-
stationary chaotic time series. 

Keywords: wavelet, double-wavelet neuron, recurrent learning algorithm, forecasting, emulation, analytical 
activation function. 
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Introduction 
Recently, in the analysis tasks and the non-stationary series processing under the uncertainty conditions 
computational intelligence techniques particularly hybrid neural networks are widely used. The most important 
tasks related to signal processing are forecasting and emulation of dynamic non-stationary states of systems in 
the future. 
For solving such kind of forecasting problems a variety of neural network architectures including hybrid 
architectures are used. However they are either bulky because of their architecture (for instance multilayer 
perceptron) or poorly adjusted to learning process in real time. In most cases the activation functions for these 
neural networks are sigmoidal functions, splines, polynomials and radial basis functions. 
In addition wavelet theory is widespread [1-3] and allows to recognize the local characteristics of the non-
stationary signals with high accuracy. At the confluence of the two approaches, hybrid neural networks and 
wavelet theory, have evolved the so-called wavelet neural networks [4-18] that have good approximating 
properties and sensitivity to the characteristics changes of the analyzed processes.  
Previous studies have proposed and described [19-21] attractive features of wavelet neuron such as technical 
realization, ensured accuracy and learning simplicity. At the same time the wavelet functions are incarnated either 
at the level of synaptic weights or the neuron output, and as a learning algorithm the gradient learning algorithm 
with constant step is used. For the improvement of approximation abilities and the acceleration of the learning 
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process the present work introduces a new structure called double-wavelet neuron and learning algorithm with 
smoothing and approximation properties. 

Wavelet Analytical Activation Functions 
Various kinds of analytical wavelets can be used as the activation functions of double-wavelet neuron. Among 
them we propose to use the triangular wavelet [8] and analytic wavelets generator [9], that have large spectrum of 
properties.  

Fig. 1 shows the proposed triangular wavelet. To fulfil the standard condition ( ) 0x dx
∞

−∞
=∫ ϕ  (the main 

condition of wavelet existence), it is necessary to perform the condition 1
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. After that we 

can write the mathematical expression for this function in the following form 
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Fig. 1 – Triangular wavelet 

 
Distinctive feature of the proposed triangular wavelet is that this function can be both even and odd, according to 
the values of function parameters. Such function can be implemented in chip as an activation function of wavelet 
neuron. 
In some situation instead of triangular wavelet using a universal wavelet activation function based on analytic 
wavelet generator [9] is useful. As is known most of wavelets can be divided into the even and odd functions. 
Therefore because of the processing signal type it is necessary to choose even analytic wavelets generator 
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(here ( ( )) (cos ( ),cos 2 ( ), , cos ( ))even x k x k x k nx kϕ = K ; ia  are the spectral decomposition coefficients of 
even wavelet) or odd analytic wavelets generator 

 
1

( ( )) sin( ( )) ( ( )),
n

T
odd i odd

i

y x k b i x k b x kϕ
=

= =∑  (3) 

where ( ( )) (sin ( ),sin 2 ( ), ,sin ( ))odd x k x k x k nx kϕ = K ; ib  are the spectral decomposition coefficients of 
even wavelet.  
These analytic wavelets generators allow to get the large number of wavelet functions and to tune their 
parameters during the wavelet neuron training. 
Fig. 2 a, b show the representatives of wavelets obtained using even analytical wavelets generator (2), and fig. 2 
c, d show the representatives of wavelets obtained using odd analytical wavelets generator (3). 
 

    
а) b) c) d) 

Fig. 2 – Representatives of wavelets that obtained using analytical wavelets generator  
 

It is easy to see, that the situation shown on fig. 2 а is the most similar to the Mexican hat wavelet, on fig. 2 b – 
the Morlet wavelet, on fig. 2 c – the POLYWOG 2 wavelet, on fig. 2 d – the RASP 2 wavelet [4]. 

Structure of Double-Wavelet Neuron 
Fig. 3 introduces the structure of double-wavelet neuron that consists of nonlinear wavelet synapses which use 
analytical activation functions. 
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Fig. 3 – Generalized structure of double-wavelet neuron 

 
If a vector signal 1 2( ) ( ( ), ( ), , ( ))T

nx k x k x k x k= K  (here 0, 1, 2,k = K  is the number of sample in 
the training set or current discrete time) is fed to the input of the double-wavelet neuron shown in Fig. 4 then the 
output is described by the expression 
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and depends from the synaptic weights ( )jiw k , 0lw  as well as by the values of the used wavelet functions 
( ( ))ji ix kϕ , 0 ( ( ))l u kϕ , assuming that 00 0( ) ( ) 1iϕ ϕ• = • ≡ . 

The double-wavelet neuron is composed of two sublayers: hidden layer that contains n-wavelet synapses with 1h  
wavelet-functions in each and output layer that contains one wavelet-synapse with 2h wavelet-functions.  

In each wavelet-synapse, the wavelets that differ between each other by dilation, translation and bias factors are 
realized.  
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Fig. 4 - Architecture of double-wavelet neuron with nonlinear wavelet-synapses 

Synthesis of Double-Wavelet Neuron Learning Algorithm 
For the tuning of the output layer of double-wavelet neuron we shall use the one-step criterion  

 2 21 1( ) ( ( ) ( )) ( )
2 2

E k d k y k e k= − = , (5) 

where ( )d k  is the external training signal. 
The learning algorithm for the output layer of double-wavelet neuron on the basis of gradient approach can be 
written as 
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 0 0 0 0( 1) ( ) ( ) ( ) ( ( ))j j jw k w k k e k u kη ϕ+ = + , (6) 

or in the vector form  
 0 0 0 0( 1) ( ) ( ) ( ) ( ( ))w k w k k e k u kη ϕ+ = + , (7) 

where 
20 00 10 20 0( ) ( ( ), ( ), ( ), , ( ))T

hw k w k w k w k w k= K  is 2( 1) 1h + × vector of synaptic weights, 

20 10 20 0( ( )) (1, ( ), ( ), , ( ))T
hu k k k k= Kϕ ϕ ϕ ϕ  is a vector of activation functions, ( )e k  is a learning error, 

0 ( )kη  is a learning rate parameter which is subject to determination. 

To increase the rate of convergence of the training process it is necessary to turn from gradient procedures to the 
second-order procedures. 
We propose to use the following learning algorithm 
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where α  is the forgetting factor of out-dated information ( 0 1α≤ ≤ ). 
This algorithm has both the smoothing and approximating properties. The tuning of hidden layer is carried out in 
the same way on the basis of error backpropagation approach by using the same criterion written in the form 
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The learning algorithm for the hidden layer of double-wavelet neuron on the basis of gradient optimization has the 
form 
 0( 1) ( ) ( ) ( ) ( ( )) ( ( ))ji ji ji iw k w k k e k f u k x kη ϕ′+ = + , (10) 

or in the vector form 
 0( 1) ( ) ( ) ( ) ( ( )) ( ( ))i i i iw k w k k e k f u k x kη ϕ′+ = + , (11) 

where 
10 1 2( ) ( ( ), ( ), ( ), , ( ))T

i i i i h iw k w k w k w k w k= K  is the vector of synaptic weights, 

11 2( ( )) (1, ( ), ( ), , ( ))T
i i i i h ix k k k k= Kϕ ϕ ϕ ϕ  is the vector of wavelet-activation functions, ( )e k  is the learning 

error, ( )kη  is the learning rate. 
By analogy with (8) one can introduce the procedure 

 1

1 1

0

2

( ) ( ( )) ( ( ))( 1) ( ) ,
( )

( 1) ( ) ( ( 1)) ,

i i
i i w

i

w w
i i i i

e k f u k x kw k w k
k

k k x k

ϕ
γ

γ αγ ϕ

′⎧ + = +⎪
⎨
⎪ + = + +⎩

. (12) 

where 0 1α≤ ≤ . 
Besides the quadratic goal function (5) for the learning algorithm synthesis the goal function based on 
Trefferquote criterion, Wegstrecke criterion and hybrid criterions can be used [23-25].  

Simulation Results 
Effectiveness of performance of the proposed double-wavelet neuron and its learning algorithm (8), (12) were 
investigated in the process of solving forecasting problem and chaotic behaviour emulation of nonlinear dynamic 
system described by the equation 
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 (13) 

with initial values 0 1 20.2, 0.3, 1.0x x x= = = . 

The training set contained 10000 samples, and checking set – 500 samples. Double-wavelet neuron had 5 
synapses in the hidden layer corresponding to 5 inputs ( 4), ( 3), ( 2), ( 1),x k x k x k x k− − − −  

( ), ( 5)x k n =  with 20 wavelets in each synapse ( 20, 1 5ih i= = K ). Output layer consists of 5 wavelets in 
synapse 0WS . Initial values of synaptic weights were generated in a random way from 0.1−  to 0.1+ . 

Several criteria were used for the quality rating of forecast: 
-  mean-square error (RMSE) 

 2
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= −∑ ; (14) 

-  mean absolute percentage error (MAPE) 
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-  Trefferquote [24, 25] representing percentage ratio of correctly predicted directions to actual direction of 
the signal 
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-  Wegstrecke [24, 25], representing quality rating of the predicted model (value +1 corresponds to the 
optimal predictive model, and -1 – to the incorrect forecast) and described by the equation 
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where ( )signal k  is a sign-function in the form 
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where ( )x k  is the actual value of forecasting process, ˆ( )x k  is the forecast, N  is  the length of training set. 

Fig. 5 shows the results of forecasting process on the basis of data from test set after 10 training epoch with the 
parameter 0.99α = . 
Table 1 shows the results of forecasting process on the basis of the double-wavelet neuron compared the results 
of forecasting process on the basis of standard wavelet-neuron with the gradient learning algorithm, radial basis 
neural network and multilayer perceptron. 
Thus as it can be seen from experimental results the proposed double-wavelet neuron with the learning algorithm 
(8), (12) having the same number of adjustable parameters ensures the best quality of forecast and high learning 
rate in comparison with conventional architectures. The experimental results of multilayer perceptron and radial 
basis function network are worse because the multilayer perceptron had not time to be trained at such a small 
number of epochs and radial basis function network suffers from the curse of dimensionality.  
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Fig. 5 – Forecasting of chaotic dynamic system behaviour using the double-wavelet neuron 

 
Table 1 - The results of time series forecasting 

Criteria 
Neural network/ Learning algorithm 

Number of 
adjustable 
parameters RMSE MAPE Wegstrecke Trefferquote 

Double-wavelet neuron/ Proposed 
learning algorithm of wavelet-
synapses parameters (8), (12) 

105 0.0076 1.9% 1 99.8% 

Wavelet-neuron/ Gradient learning 
algorithm of parameters of wavelet-
synapses with constant step 

105 0.0101 3.1% 0.98 98.8% 

Radial basis function network / 
RLSE 105 0.3774 7% 0.4883 55,2% 

Multilayer perceptron / Gradient 
learning algorithm 115 0.5132 9% 0.5882 75,5 % 

 

Conclusions 
The double-wavelet neuron architecture and learning algorithm which allows to adjust its parameters are 
proposed. This algorithm is very simple in the way of its numerical implementation, possesses high rate of 
convergence and additional smoothing and approximation properties. 
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