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Abstract: In education it is very important for both users and teachers to know how much the student has 
learned. To accomplish this task, GRAPHs (the eMathTeacher-compliant tool that will be used to simulate 
Dijkstra’s algorithm) generates an interaction log that will be used to assess the student’s learning outcomes. This 
poses an additional problem: the assessment of the interactions between the user and the machine is a time-
consuming and tiresome task, as it involves processing a lot of data. Additionally, one of the most useful features 
for a learner is the immediacy provided by an automatic assessment. On the other hand, a sound assessment of 
learning cannot be confined to merely counting the errors; it should also take into account their type. In this 
sense, fuzzy reasoning offers a simple and versatile tool for simulating the expert teacher’s knowledge. This 
paper presents the design and implementation of three fuzzy inference systems (FIS) based on Mamdani’s 
method for automatically assessing Dijkstra’s algorithm learning by processing the interaction log provided by 
GRAPHs. 
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Introduction and preliminaries 

Since the late 1990s, we have developed several web applications for graph algorithm learning based on 
visualization and aimed at promoting active and autonomous learning [Sánchez-Torrubia, Lozano-Terrazas 
2001], [Sánchez-Torrubia et al. 2009 (a)] and [Sánchez-Torrubia et al. 2009 (b)].  

When designed and used under the appropriate conditions, visualization technologies have proved to be a very 
positive aid for learning [Hundhausen et al. 2002]. Learners who were actively involved in visualization 
consistently outperformed other learners who viewed the algorithms passively. Thus, when using an e-learning 
tool, the program should request a continuous user-side interaction to rule out laziness and force learners to 
predict the following step.  

All the applications we develop are designed on the basis of the philosophy underlying the eMathTeacher 
concept. An e-learning tool is eMathTeacher compliant [Sánchez-Torrubia et al. 2008] and [Sánchez-Torrubia et 
al. 2009 (a)] if it works as a virtual math trainer. In other words, it has to be an on-line self-assessment tool that 
helps students (users) to actively learn math concepts or algorithms independently, correcting their mistakes and 
providing them with clues to find the right answer. To culminate all these years of research, we have created an 
environment called GRAPHs, integrating several graph algorithms, where Dijkstra’s algorithm will be simulated.  
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When using e-learning as a teaching aid, it is very important for both users and teachers to know how much the 
student has learned. To accomplish this task, GRAPHs generates an interaction log that will be used to assess 
the student’s learning outcomes. This poses an additional problem: the assessment of the interactions between 
the user and the machine is a time-consuming and tiresome task, as it involves processing a lot of data. 
Additionally, one of the most useful features for a learner is the immediacy provided by an automatic assessment. 
On the other hand, a sound assessment of learning cannot be confined to merely counting the errors; it should 
also take into account their type. As is common knowledge, to grade a student, an instructor takes into account 
the quality of the errors and does not just add up the number of mistakes.  

Our goal then is to design an automatic assessment system that emulates the instructor’s reasoning when 
grading a Dijkstra’s algorithm simulation within GRAPHs environment. The automatic assessment will be 
performed by means of a Mamdani-type fuzzy inference system. 

Dijkstra’s algorithm 

Dijkstra's Algorithm [Dijkstra 1959] is one of the most popular algorithms in computer science. It is a graph search 
algorithm that solves the problem of finding the shortest path between a source node and every other node in a 
connected weighted graph with non-negative weights. It can also be used to find the shortest path between a 
source node and a fixed target node by stopping the algorithm when the target node has been fixed. 

Dijkstra’s algorithm (with target node) pseudocode might be described as follows: 

Input: A connected weighted graph with non-negative weights G = (V, E), where V is the set of nodes and 
E is the set of edges. A source node OV and a target node TV. 

Output: A list of nodes O, ..., T, representing the shortest path from O to T. 

Initialize Variables  
S ← V   # non-fixed nodes 
Vf ←  
D ← [0,∞,…,∞] # distances vector (n components) corresponding to [O, v1, ..., vn-1] nodes in V 
P ← [-1,0,…,0] # predecessors vector (n components) corresponding to [O, v1, ..., vn-1]  

target node found ← false 

Procedure: 
While not (target node found) do 

v ← node in S with minimum distance D(v) # D(v) = value in D corresponding to v 

S ← S - {v}, Va ← Va ∪ {v} 

If (v ≠ T) 
Adjacents ← {nodes in S that are adjacent to v} 

For (u  Adjacents) do 
If (D(u) > D(v) + w(u,v)) then: # w(u,v) = weight of the edge uv 

P(u) ← v 
D(u) ← D(v) + d(u,v) 

endif 
endfor 

else 
target node found ← true 

endif 
end while 
return shortest path = O, ...,P(P(T)), P(T), T   and   D(T) 
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Dijkstra’s algorithm constitutes a successive approximation procedure and was inspired by Bellman's Principle of 
Optimality [Sniedovich 2006]. This principle states that “An optimal policy has the property that whatever the initial 
state and initial decision are, the remaining decisions must constitute an optimal policy with regard to the state 
resulting from the first decision” [Bellman 1957]. The central idea behind the algorithm is that each subpath of the 
minimal path is also a minimum cost path. In Dijkstra’s words “We use the fact that, if R is a node on the minimal 
path from P to Q, knowledge of the latter implies the knowledge of the minimal path from P to R” [Dijkstra 1959], 
which is a formulation of Bellman’s Principle of Optimality in the context of shortest path problems. 

GRAPHs environment 

GRAPHs is an environment conceived to improve active and autonomous learning of graph algorithms by visually 
simulating an algorithm running on a graph. This environment has been designed to integrate eMathTeacher-
compliant tools [Sánchez-Torrubia et al. 2008] and [Sánchez-Torrubia et al. 2009 (a)]. It launches in Java Web 
Start, features a language selector (with English and Spanish available at the present time) and is an extendible 
system, including a kernel and series of algorithms that will exploit its functionalities. 

To ensure that algorithm learning is progressive, GRAPHs provides different algorithm simulation difficulty levels. 
At the lower levels, mouse-driven node or edge selection together with pop-up windows asking basic questions 
about the current step are the key tools used to simulate algorithms. At the more advanced levels, students will 
have to modify all the algorithm structures. Dijkstra’s algorithm (see Figure 1), with and without final node and 
also with the option of selecting any starting node, is implemented at three levels (low, medium and high). 

 

 

Figure 1. GRAPHs being used to simulate Dijkstra’s algorithm. 

During algorithm simulation GRAPHs creates an XML-based interaction log that is able to record both user errors 
and correct actions and the time taken to complete the simulation. Each tag in this file is associated with a 
specific action characterized by the error or hint message provided by the tool. 
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Fuzzy inference and automatic assessment 

Mamdani’s direct method [Mamdani 1974] has proved to be very apt for simulating human reasoning as it 
formalizes the expert’s knowledge by synthesizing a set of linguistic if–then rules. We chose this method because 
of its simple structure of min–max operations, and its flexibility and simplicity, being based, as it is, on natural 
language. Since 1996 several authors have applied fuzzy reasoning to determine the question assessment 
criterion depending on the results achieved by the student group for that question. This is usually denoted as 
“grading on a curve” methods [Bai, Chen 2008] and [Law 1996]. However, our goal is to model the reasoning of 
an expert teacher with regard to assessment, while, at the same time, outputting results automatically. Therefore, 
the goal of this paper is to design and implement a system capable of automatically assessing user interaction 
simulating Dijkstra’s graph algorithm. Students will use the GRAPHs environment (which we designed, see Figure 
1) for the simulation.  

Input data for the automatic fuzzy assessment system are taken from the interaction log that is generated by 
GRAPHs. This log records both user errors and correct actions during the simulation and the time taken to 
complete the simulation. GRAPHs has been designed subject to eMathTeacher specifications, that is, the learner 
simulates algorithm execution using the respective inputs. It is also important to highlight that, in an 
eMathTeacher-compliant tool, algorithm simulation does not continue unless the user enters the correct answer.  

Description of the input data for the system 

When simulating Dijkstra’s algorithm execution, users have to manipulate several data structures depending on 
the algorithm step that they are executing: fixed and unfixed nodes, selection of the active node and updating of 
distances and predecessors among the set of (unfixed) nodes adjacent to the active node. 

In the following we describe the structure of the interaction log file, showing the different types of user input to the 
application and their error codes. Depending on these codes we will define the errors that are to be taken into 
account in the assessment, which we will normalize for use as system input data. 

Interaction log file 

The GRAPHs implementation of Dijkstra’s algorithm offers users a choice of three execution levels: low, medium 
and high. Depending on the selected level, the pseudo code is run step by step (low), by blocks (medium) or 
executing just the key points (high). When the user completes the simulation at the selected level, GRAPHs 
generates an XML file containing each and every application input. These inputs are described by the request 
message identifier tag if they are correct or by the identifier tag of the error message that they generate if they are 
incorrect (see Figure 2). In this paper we present a system that automatically assesses the interaction log of a 
medium-level Dijkstra’s algorithm simulation. As the automatic assessment system depends on the error codes 
and they are different at each interaction level, each level will have its own fuzzy inference system (FIS) in the 
future. 

As Figure 2 shows, each of the correct and incorrect actions in the interaction is characterized by a tag that 
corresponds to its identifier tag in the properties file, enabling the internationalization of a Java application. For 
example, the <ALERT_ADJACENT_ERR>  and <ALERT_MORE_ADJACENTS_ERR> tags correspond to C2-1 
(adjacent checking) errors and the <ALERT_ADJACENT_MSG> and <ALERT_MORE_ADJACENTS_MSG> tags 
correspond to correct C2-1 actions (see Table 1). 
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Figure 2. Part of the medium-level interaction log from Dijkstra’s algorithm with final node. 

<?xml version="1.0" encoding="UTF-8" ?>  
<Algorithm Execution="22" Finished="03/02/2010 11:50:56" Level="Medium" Name="Dijkstra" Started="03/02/2010 11:28:49"> 
… (selection of initial and final nodes)… 
<Step> 
 <Number>2</Number>  
  <Iteration>0</Iteration>  
   <ALERT_FINISH_ERR>YES instead of NO, Algorithm not finished</ALERT_FINISH_ERR> 
   <ALERT_FINISH_MSG>Algorithm not finished</ALERT_FINISH_MSG>  
</Step> 
<Step> 
 <Number>3</Number>  
  <Iteration>0</Iteration>  
   <MSG_SEL_ ACTIVE_NODE_ MSG>Active Node: F</MSG_SEL_ ACTIVE_NODE_ MSG>  
</Step> 
<Step> 
 <Number>5</Number>  
  <Iteration>0</Iteration>  
   <ALERT_ADJACENT_MSG>Adjacent exists</ALERT_ADJACENT_MSG>  
</Step> 
<Step> 
 <Number>6</Number>  
  <Iteration>0</Iteration>  
   <MSG_SEL_ ADJACENT_NODE_ MSG>Adjacent Node: E</MSG_SEL_ ADJACENT_NODE_ MSG>  
</Step> 
<Step> 
 <Number>7</Number>  
  <Iteration>0</Iteration>  
   <MSG_SEL_UPDATE_MED_ERR>Update of E is incorrect</MSG_SEL_ UPDATE _MED_ERR>  
   <MSG_SEL_ UPDATE _MED_MSG>Update of E is correct</MSG_SEL_ UPDATE _MED_MSG>  
</Step> 
<Step> 
 <Number>8</Number>  
  <Iteration>0</Iteration>  
   <ALERT_MORE_ADJACENTS_MSG>More adjacents exist</ALERT_MORE_ADJACENTS_MSG>  
</Step> 
<Step> 
 <Number>9</Number>  
  <Iteration>0</Iteration>  
   <MSG_SEL ADJACENT__NODE_ MSG>Adjacent Node: A</MSG_SEL_ ADJACENT_NODE_ MSG>  
</Step> 
<Step> 
 <Number>10</Number>  
  <Iteration>0</Iteration>  
   <MSG_SEL_UPDATE_MED_MSG>Update of A is correct</MSG_SEL_UPDATE_MED_MSG>  
</Step> 
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Input data 

The data contained in the codes generated by the interaction log described in the previous subsection are 
transformed into valid FIS inputs. In order to simplify the rule set within the inference system, some errors in the 
assessment are grouped by similarity, leading to the following table. 

 

Table 1. GRAPHs outputs and assessment system inputs (* is MSG or ERR, depending on if it 
corresponds to an error or a correct action). 

Input data Error code Pseudo code action XML tags 

E1-1 C1-1 Selection of active node <MSG_SEL_ ACTIVE_NODE_*> 

E1-23 
C1-2 End of algorithm check (while condition) <ALERT_FINISH_*> 

C1-3 Final node check  (if condition) <ALERT_ACTIVE_IS_FINAL_*> 

E2-3 C2-3 Distance and predecessor update <MSG_SEL_ UPDATE _MED_*> 

E2-12 
C2-1 Set of adjacents check (for loop) <ALERT_ADJACENT_*> 

C2-2 Selection of adjacent  <MSG_SEL_ADJACENT_NODE_*> 

Time  Time taken  

 

Ei and T are normalized as follows: 






    
  

<MSG_SEL_ ACTIVE_NODE_ERR>1 1
1 1

<MSG_SEL_ ACTIVE_NODE_MSG>1 1
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<ALERT_ADJACENT_ERR> <MSG_SEL_ADJACENT_NODE_ERR>2 1 2 2
2 12

<ALERT_ADJACENT_MSG> <MSG_SEL_ADJACENT_NODE_MSG>2 1 2 2

.     &    (  & )
min  , 1

.    &    (  & )

No of tags C C errors
E

No of tags C C correct

 

(4) 


 

 
time taken

T
maximum time

 (5) 

In an eMathTeacher-compliant tool, algorithm simulation does not continue unless the user enters the correct 
answer. For this reason, when the quotient in Ei (1), (2), (3) and (4) is greater than or equal to 1, the error rate 
indicates that the learner has no understanding of the algorithm step, and the data item is truncated at 1. 

A Mamdani three-block assessment system 

The design of the fuzzy inference system is based on Mamdani’s direct method. This method was proposed by 
Ebrahim Mamdani [Mamdani 1974]. In an attempt to design a control system, he formalized the expert’s 
knowledge by synthesizing a set of linguistic if–then rules. We chose this method because of its simple structure 
of min–max operations, and its flexibility and simplicity in that it is based on natural language. The fuzzy inference 
process comprises four successive steps: evaluate the antecedent for each rule, obtain a conclusion for each 
rule, aggregate all conclusions and, finally, defuzzify. 

To better assess the different error types, we divided the FIS into three subsystems, each one implementing the 
direct Mamdani method, as below. 
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Figure 3. Diagram of FIS design. 

In Figure 3, Eaf, the output of block M1, represents the assessment of errors E1-1 and E1-23. Block M2 deals with 
errors E2-12 and E2-3 outputting Ead. The time variable T and variables Eaf and Ead, i.e. the outputs of M1 and M2, 
respectively, are the inputs for block Mf. Its output is the final assessment. 

M1 subsystem 

The M1 subsystem sets out to assess node activation and flow control by processing the errors made in the 
selection of the active node (E1-1) and in the simulation of while and if statements (E1-23). The result of the 
assessment will be given by the activation and flow error (Eaf) variable, which is the subsystem output. Figure 4 
illustrates the membership functions used for the linguistic labels of these variables. 

   

 

Figure 4. Membership functions for the linguistic labels of the variables E1-1 (a), E1-23 (b) and Eaf (c). 

M1 
E1-1 

E1-23 

E2-12 

E2-3 M2 

Eaf 

Time 

Ead Mf 
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a b 
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The selection of the active node as the node in the unfixed nodes set (E1-1) that is closest to the initial node is a 
key feature in Dijkstra’s algorithm. For this reason, the non-commission of errors of this type is rated highly 
through the absolutely small label. On the other hand, variable E1-23 represents flow control errors. Errors in such 
actions can be due to either a minor slip or a complete misunderstanding of the algorithm instructions, for which 
reason only a very small number of errors is acceptable. Otherwise, the overall understanding of the algorithm will 
be considered to be insufficient. This leads to a very high Eaf output for values of E1-23 strictly greater than 0.29. 
Additionally the errors are somehow accruable, and a build-up of either of the two types should be penalized. 

All these features are reflected in the following rule set: 

- IF E1-23 is large OR E1-1 is very large THEN Eaf is very large 

- IF E1-23 is not large AND E1-1 is large THEN Eaf is large 

- IF E1-23 is not large AND E1-1 is small AND E1-1 is not absolutely small THEN Eaf is small 

- IF E1-23 is not large AND E1-1 is very small AND E1-1 is not absolutely small THEN Eaf is very small 

- IF E1-23 is not large AND E1-1 is absolutely small THEN Eaf is absolutely small 

The AND and THEN operators have been implemented by means of the minimum t-norm, whereas the maximum 
t-conorm has been used for the OR operator and the aggregation method. The Mamdani method usually uses the 
centroid method to defuzzify the output. As discussed in the section describing Mf subsystem, this method 
generates information loss problems in the error endpoint values. For this reason, we have decided to use the 
fuzzy set resulting from the aggregation of the rule conclusions as the subsystem output. In Section “Examples of 
FIS outcomes”, we compare the results of using the aggregation sets as input for the Mf subsystem with the use 
of the centroid method to calculate a numerical output for subsystems M1 and M2. Figure 5 shows the fuzzy sets 
resulting from the application of M1 to some values of E1-1 y E1-23 and their centroids. 

         

Figure 5. Fuzzy sets resulting from the aggregation in M1  
setting E1-1=1/5, E1-23=1/10 (a) and E1-1=2/5, E1-23=0 (b) and their centroids. 

M2 subsystem 

Block M2 deals with error E2-12 (adjacent check and selection) and error E2-3 (distance and predecessor update), 
outputting Ead (adjacent management). Figures 6 and 7 illustrate the membership functions used for the linguistic 
labels of these variables. 

a b 
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Figure 6. Membership functions for the linguistic labels of the variables E2-12 (a), E2-3 (b) 

 

 

Figure 7. Membership functions for the linguistic labels of the variable Ead. 

 

Some of the rules used in this subsystem are: 

- IF E2-12 is large THEN Ead is very large 

- IF (E2-12 is large OR E2-3 is very large) AND E2-3 is not very small THEN Ead is very large 

- IF E2-12 is not large AND E2-3 is large THEN Ead is large 

- IF E2-12 is not large AND E2-3 is small AND E2-3 is not absolutely small THEN Ead is small 

- IF E2-12 is not large AND E2-3 is very small AND E2-3 is not absolutely small  THEN Ead is very small  

- IF E2-12 is not large AND E2-3 is absolutely small THEN Ead is absolutely small 

The AND, THEN and OR operators and the aggregation method are the same as in M1. Figure 8 illustrates the 
fuzzy sets resulting from the application of M2 to some values of E2-12 y E2-3 and their centroids. 

a b 
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Figure 8. Fuzzy sets resulting from the aggregation in M2  
setting E2-12=2/18, E2-3=0 (a) and E2-12=0, E2-3=3/7 (b) and their centroids. 

Mf subsystem 

The time variable T and variables Eaf (activation and flow control) and Ead (adjacent management), outputs of M1 
and M2, respectively, are the inputs for block Mf. Its output is Eval, the final assessment. 

Figure 9 illustrates the membership functions used for the linguistic labels of T, Eaf, Ead and Eval. 

         
 

 
 

Figure 9. Membership functions for Eaf (a), Ead (a), Time (b) and Eval (c). 

a b 

a b 

c 
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As is well known, Mamdani’s direct method for FIS design uses the centroid defuzzification method. We found 
that this method causes problems with the endpoint values. The absolutely small function in the consequent of 
M1 and M2 generates a slight deviation from the centroid because its area is 0. When the aggregation contains 
the above function plus other consequents whose area is different from 0, there is a very sizeable deviation from 
the centroid, and the system output is disproportionately shifted away from the target value (see Figure 8(a)). To 
remedy this problem, we have decided to do away with defuzzification in subsystems M1 and M2, and use the 
fuzzy sets generated by the aggregation of the rules of the above subsystems, M1 and M2, as Mf subsystem 
inputs [Tanaka 1997]. This corrects the defuzzification-induced information loss in both systems.  

This problem resurfaces in the output of Mf, as this output should be numerical, and, therefore, there is nothing 
for it but to apply defuzzification. As mentioned above, the membership functions of the consequent whose area 
is 0 lead to an information loss when the centroid method is used for defuzzification. The Mf subsystem has been 
designed using a crisp perfect function, which returns the output 10 (optimum result of the assessment in the 0-10 
range). To remedy the information loss generated by the perfect function, whose area is 0, the centroid has been 
replaced by a new defuzzification method. This new method [Sánchez-Torrubia et al. 2010] involves 
implementing a weighted average given by the following equation: 




 


i ii

ii

c
Eval ,  with       max , ,i j ji af adr E E T  (6) 

where rji are the maximum heights obtained in the rule conclusions whose membership function in the 
consequent is fi, and ci are defined as follows: cvbad = 0, cbad = 0.25, caverage = 0.5, cgood = 0.75, coutstanding = 0.9 and 
cperfect = 1. 

Some of the rules used in the final subsystem are: 

- IF Eaf is very large OR Ead is very large THEN Eval is very bad. 

- IF T is not right AND Eaf AND Ead are not very small THEN Eval is very bad. 

- IF T is right AND Eaf AND Ead are large THEN Eval is very bad. 

- IF T is right AND Eaf is large AND Ead is small THEN Eval is bad. 

- IF T is right AND Eaf is small AND Ead is large THEN Eval is bad. 

- IF T is right AND Eaf AND Ead are small THEN Eval is average. 

- IF T is right AND Eaf is very small AND Ead is small AND Eaf is not absolutely small THEN Eval is good. 

- IF T is right AND Eaf is small AND Ead is very small AND Ead is not absolutely small THEN Eval is good. 

- IF T is right AND Eaf is absolutely small AND Ead is small THEN Eval is good. 

- IF T is right AND Eaf is small AND Ead is absolutely small THEN Eval is good. 

- IF T is not very bad AND Eaf AND Ead are very small AND Eaf AND Ead are not absolutely small THEN 
Eval is outstanding. 

- IF T is not very bad AND Eaf is absolutely small AND Ead is very small AND Ead is not absolutely small 
THEN Eval is outstanding. 

- IF T is not very bad AND Eaf is very small AND Ead is absolutely small AND Eaf is not absolutely small 
THEN Eval is outstanding. 

- IF T is not very bad AND Eaf AND Ead are absolutely small THEN Eval is perfect. 

Figures 10 and 11 illustrates the performance surfaces of the output of the inference systems. Evalc is output by 
taking the fuzzy sets resulting from the aggregation in M1 and M2 as inputs for the subsystem Mf, whereas Evalcc 
is output by taking the centroids of the above sets as inputs for the subsystem Mf and, in both cases by using the 
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centroid method for final defuzzification. Eval is output by taking the fuzzy sets resulting from the aggregation in 
M1 and M2 as inputs for the subsystem Mf and using a weighted average (see equation (6)) to defuzzify the 
output. The surface Evalcc shown in Figure 10 (a) was calculated taking variables Eaf and Ead and setting T = 0.8. 
The surfaces Evalc and Eval shown in Figures 10 (b) and 11 respectively, were calculated taking variables E1-1 
and E2-3 and setting E1-23 = E2-12 = 0.1 and T = 0.8. 

 
 Figure 10. Performance surfaces for Evalcc (T=0.8) (a) and Evalc (b) (E1-23=0.1, E2-12=0.1 and T=0.8). 

 
Figure 11. Performance surface for Eval (E1-23=0.1, E2-12=0.1 and T=0.8). 

Examples of FIS outcomes 

Table 2 shows the assessments that the implemented FIS would output. The last three columns list the outputs of 
the three implemented systems, Evalcc, Evalc and Eval. Dijkstra’s algorithm was simulated by the students on 
several graphs to output these data.  

When E2-12 = 2/18 and E2-3 = 0, the centroid returns a disproportionately high error value (see Figure 8 (a)), as, in 
subsystem M2, the area of the absolutely small function is 0 and other rules are triggered that do produce area. 
This causes assessment Evalcc (5.6) to be much lower than Evalc (7.6) while Eval returns 8.4, as shown in Table 
2 (see row 5). Eval is the closest to the instructor’s assessment, as there is only one big mistake. 

 

a b 
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Table 2. Error rates and assessment system outputs in a 0-10 range. 
E1-1 E1-23 E2-12 E2-3 time Evalcc Evalc Eval 

0/7 0/15 0/28 0/11 0.8 10 10 10 

0/9 0/19 1/40 0/16 0.6 10 10 10 

0/9 0/19 2/40 3/16 0.8 7.7 8.1 8.9 

1/5 1/10 2/18 0 0.8 5.6 7.6 8.4 

1/9 1/19 0/40 1/16 0.7 7.1 6.8 8.1 

2/9 0/19 0/40 1/16 0.7 7.1 6.7 7.8 

1/7 0/15 0/28 3/11 0.8 5.9 5.7 6.7 

3/7 0/15 0/28 0/11 0.8 7.5 6.1 5.7 

3/7 0/15 0/28 1/11 0.8 5.9 5.1 5 

2/5 0 0 3/7 0.8 2.8 4.6 4.2 

4/9 0/19 0/40 6/16 0.8 3.3 4.6 4.1 

5/9 1/19 1/40 1/16 0.7 2.5 3.6 3.3 

5/7 0/15 0/28 3/11 0.8 0.6 1.9 1.1 

2/7 0/15 0/28 11/11 0.8 0.6 1.9 1.1 

7/7 0/15 0/28 3/11 0.8 0.6 1.8 0.9 

6/7 2/15 7/28 8/11 0.7 0.6 0.6 0 

Looking at row 11, both centroids, especially, the centroid of subsystem M2, return fairly high errors (Eaf = M1(2/5, 
0) = 0.36, see Figure 5 (b) and Ead = M2(0, 3/7) = 0.44, see Figure 8 (b)). For this reason, they trigger the rules in 
Mf whose antecedent membership functions include not very small and small, but large. This has the effect of 
shifting the consequent to the left (as the consequent in the rules that are triggered is bad) and, therefore, lowers 
the assessment disproportionately. 

Generally speaking, Eval is much closer to the instructor’s assessment than the other two implemented systems 
and the distribution of the grades is also better. The defuzzification-induced information loss due to the centroid 
method has been corrected by using the fuzzy sets resulting from the aggregation in M1 and M2 as inputs for the 
subsystem Mf and the weighted average as final defuzzification method. 

Conclusions and further work 

In this paper, we presented the design and implementation of three fuzzy inference systems, based on 
Mamdani’s direct method. These systems automatically assess the interaction log of students with the machine 
when simulating Dijkstra’s algorithm (medium-level) in GRAPHs environment. After running several tests we are 
able to state that the results of the assessment obtained by the Eval system are quite similar to the grades that a 
teacher would award. We have also examined the problems caused by information losses due to the use of the 
centroid as the defuzzification method. These problems were resolved, in subsystems M1 and M2, by using the 
fuzzy sets output by aggregation and in subsystem Mf by using a weighted average as the final defuzzification 
method. 

As the automatic assessment system depends on the error codes and they are different at each algorithm level, 
each one will have its own FIS in the future. Furthermore, in future research these systems will be integrated into 
the GRAPHs tool. 
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A SURVEY OF NONPARAMETRIC TESTS FOR THE STATISTICAL ANALYSIS OF 
EVOLUTIONARY COMPUTATIONAL EXPERIMENTS 

Rafael Lahoz-Beltra, Carlos Perales-Gravan 

Abstract: One of the main problems in the statistical analysis of Evolutionary Computation (EC) experiments is 
the ‘statistical personality’ of data. A main feature of EC algorithms is the sampling of solutions from one 
generation to the next. Sampling is based on Holland’s schema theory, having a greater probability to be chosen 
those solutions with best-fitness (or evaluation) values. In consequence, simulation experiments result in biased 
samples with non-normal, highly skewed, and asymmetric distributions. Furthermore, the main problem arises 
with the noncompliance of one of the main premises of the central limit theorem, invalidating the statistical 

analysis based on the average fitness f  of the solutions. In this paper, we address a tutorial or ‘How-to’ 

explaining the basics of the statistical analysis of data in EC. The use of nonparametric tests for comparing two or 
more medians combined with Exploratory Data Analysis is a good option, bearing in mind that we are only 
considering two experimental situations that are common in EC practitioners: (i) the performance evaluation of an 
algorithm and (ii) the multiple experiments comparison. The different approaches are illustrated with different 
examples (see http://bioinformatica.net/tests/survey.html) selected from Evolutionary Computation and the related 
field of Artificial Life. 

Keywords:  Evolutionary Computation, Statistical Analysis and Simulation. 

ACM Classification Keywords: G.3 PROBABILITY AND STATISTICS  

Conference topic: Evolutionary Computation. 

Introduction 

Evolutionary Computation (EC) refers to a class of stochastic optimization algorithms inspired in the evolution of 
organisms in Nature by means of Darwinian natural selection [Lahoz-Beltra, 2004][Lahoz-Beltra, 2008]. 
Nowadays, this class of algorithms is applied in many diverse areas, such as scheduling, machine learning, 
optimization, electronic circuit design [Lahoz-Beltra, 2001][Perales-Gravan and Lahoz-Beltra, 2008], pattern 
evolution in biology (i.e. zebra skin pattern) [Perales-Gravan and Lahoz-Beltra, 2004], etc. All methods in EC are 
bioinspired in the fundamental principles of neo-Darwinism, evolving a set of potential solutions by a selection 
procedure to sort candidate solutions for breeding. At each generation, a new set of solutions is selected for 
reproduction, contributing with one or more copies of the selected individuals to the offspring representing the 
next generation. The selection is carried out according to the goodness or utility of the solutions xi, thus 
calculating the values f(xi) which are known as fitness values. Once the selection has concluded, the next 
generation of solutions is transformed by the simulation of different genetic mechanisms (Fig. 1). The genetic 
mechanisms are mainly crossover or recombination (combination of two solutions) and/or mutation (random 
change of a solution). These kinds ‘genetic procedures’ evolve a set of solutions, generation after generation, 
until a set of solutions is obtained with one of them representing an optimum solution. Genetic algorithms, 
evolutive algorithms, genetic programming, etc. are different types of EC algorithms. However all of them share 
with some variations the following general steps: 
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1. Generate at random an initial set of solutions xi S(0). 

2. Evaluate the fitness of each solution f(xi). 

3. Select the best-fitness solutions to reproduce. 

4. Breed a new generation (t=t+1) of solutions S(t) through crossover and/or mutation and give 
birth to offspring. 

5. Replace a part of solutions with offspring. 

6. Repeat 2-5 steps until {terminating condition}. 

 

 

 

 

 

 

 

 

 

Figure 1.- Evolutionary Computation methods are based on genetic mechanisms simulation such as crossover 
and/or mutation. In (a) crossover two parental solutions represented in 1D-arrays called chromosomes (P1 and 
P2) exchange their segments (in this example, U is the one-point crossover randomly selected) obtaining two 
recombinant solutions, O1 and O2, thus the offspring solutions. However, in (b) mutation a random ‘genetic’ 

change occurs in the solution, in this example replacing or inverting in position 6 a bit value 0 by 1. 

 

However, at present EC methods lack of a general statistical framework to compare their performance [Czarn et 
al., 2004] and evaluate the convergence to the optimum solution. In fact, most EC practitioners are satisfied with 
obtaining a simple performance graph [Goldberg, 1989][ Davis, 1991] displaying the x-axis the number of 
generation, simulation time or epoch and the y-axis the average fitness per generation (other such possibilities 
exist such as the maximum fitness per generation at that point in the run).   

One of the main problems in the statistical analysis of EC experiments is the ‘statistical personality’ of data. The 
reason is that selection of the best-fitness solutions generation after generation leads to non-normal, highly 
skewed, and asymmetric distributions of data (Fig. 2). At present, there are many available techniques that are 
common in EC algorithms to select the solutions to be copied over into the next generation: fitness-proportionate 
selection, rank selection, roulette-wheel selection, tournament selection, etc. A main feature of selection methods 
is that all of them generate new random samples of solutions x1, x2 ,.., xN but biased random samples. Thus, 
solutions are chosen at random but according to their fitness values f(xi), having a greater probability to be 
chosen those xi solutions with the best-fitness values. The consequence is that EC algorithms select the solutions 
x1, x2 ,.., xN  (or sample) from one generation to the next based on Holland’s schema theory [Holland, 1992]. This 
theorem – the most important theorem in EC- asserts the following: the number m(H) of ‘short’ (distance between 
the first and last positions) and ‘low-order’ (number of fixed positions) solutions H (called schema) with above-
average fitness f(H) increase exponentially in successive generations: 

( , ). ( )
( , 1) [1 ]

( )

m H t f H
m H t p

f t
    (1) 
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where )(tf  is the average fitness of the set of solutions at time t, and  p is the probability that crossover or 

mutation will destroy a solution H. 

 

 

 

 

 

 

 

 

 

Figure 2.- Darwinian natural selection modes (see Manly, 1985). (a) Directional selection, (b) disruptive, and (c) 
stabilizing selection. Histograms were obtained with EvoTutor selection applet (see 

http://www.evotutor.org/TutorA.html). 

 

The main statement and motivation of the present paper is as follows. EC practitioners frequently use parametric 
methods such as t-student, ANOVA, etc. assuming that x1, x2 ,.., xN  sample is a sequence of independent and 
identically distributed values (i.i.d.). In such cases, the non-compliance of one of the main premises of the central 

limit theorem (CLT), invalidate the statistical analysis based on the average fitness f  of the solutions 

x1, x2 ,.., xN  :  

f = 1 2( ) ( ) ( )Nf x f x f x

N

  
 (2) 

 

In consequence, there is no convergence of  fN  towards the standard normal distribution ),0( 2N . 

We suggest that nonparametric tests for comparing two or more medians could provide a simple statistical tool for 
the statistical analysis of data in EC. Furthermore, since important assumptions about the underlying population 
are questionable and the fitness values of the solutions can be put in order, thus f(x1), f(x2) ,.., f(xN) are ranked 
data, then the statistical inference based on ranks [Hettmansperger, 1991] provide a useful approach to compare 
two or more populations. 

In the present paper and according with the above considerations, we illustrate how the statistical analysis of data 
in EC experiments could be addressed using assorted study cases and general and simple statistical protocols. 
The protocols combine the Exploratory Data Analysis approach, in particular Box-and-Whisker Plots [Tukey, 
1977], with simple nonparametric tests [Siegel and Castellan, 1988][Hollander and Wolfe, 1999][Gibbons and 
Chakraborti, 2003]. The different approaches are illustrated with different examples chosen from Evolutionary 
Computation and Artificial Life [Prata, 1993][Lahoz-Beltra, 2008].  

Performance analysis and comparison of EC experiments 

Most of the general research with EC algorithms usually addresses two type of statistical analysis (Table I).  
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Table I.- Statistical analysis protocols in Evolutionary Computation 

Performance evaluation 
Robust Performance Graph 
Statistical Summary Table 

Simulation experiments comparison 

Ke= 2 experiments 

Multiple 
Notched 
Box-and-
Whisker 

Plot 
 

Statistical 
Summary 

Table 

i j   

Mann-
Whitney 

(Wilcoxon) 
test 

i j   

Studentized 
Wilcoxon 

test 

Ke> 2 experiments 

Multiple Notched Box-and-
Whisker Plot 

 
Statistical Summary Table 

 
Kruskal-Wallis test 
Dunn’s post-test 

 

 

The evaluation of the algorithm performance is one of the most common tasks in EC experiments. In such a case, 
the evaluation could be carried out combining a robust performance graph with a statistical summary table. A 
robust performance graph is as a plot with the x-axis displaying the number of generation, simulation time or 
epoch, depicting for each generation a Notched Box-and-Whisker Plot [McGill et al., 1978]. The Notched Box-
and-Whisker Plot shows the distribution of the fitness values of the solutions, displaying the y-axis the scale of the 
batch of data, thus the fitness values of the solutions. The statistical summary table should include the following 
descriptive statistics: the average fitness or other evaluation measure (i.e. mean distance, some measure of 
error) computed per generation, the median and the variance of the fitness, as well as the minimum, maximum, 
Q1, Q3, the interquartile range (IQR), and the standardized skewness and standard kurtosis.  

Comparative studies are common in simulation experiments with EC algorithms. In such a case researchers use 
to compare different experimental protocols, genetic operators (i.e. one-point crossover, two-points crossover, 
uniform crossover, arithmetic crossover, heuristic crossover, flip-a-bit mutation, boundary mutation, Gaussian 
mutation, roulette selection, tournament selection, etc.) and parameter values (i.e. population size, crossover 
probability, mutation probability). According to tradition, a common straightforward approach is the performance 
graph comparison. In this approach, practitioners have a quick look at the plot lines of different simulation 
experiments, without any statistical test to evaluate the significance or not of performance differences. In the case 
of two experiments (ke=2) with non-normal data, the statistical comparison could be addressed resorting to a 
Multiple Notched Box-and-Whisker Plot, the statistical summary table and a Mann-Whitney (Wilcoxon) test [Mann 
and Whitney, 1947]. The statistical summary table (i.e. IQR or the box length in the Box-and-Whisker Plot) is 
important since differences in population medians are often accompanied by other differences in spread and 
shape, being not sufficient merely to report a p value [Hart, 2001]. Note that Mann-Whitney (Wilcoxon) test 
assumes two populations with continuous distributions and similar shape, although it does not specify the shape 
of the distributions. The Mann-Whitney test is less powerful than t-test because it converts data values into ranks, 
but more powerful than the median test [Mood, 1954] presented in many statistical textbooks and popular 
statistical software packages (SAS, SPSS, etc.). Freidlin and Gastwirth [Freidlin and Gastwirth, 2000] suggested 
that the median test should be “retired” from routine use, showing the loss of power of this test in the case of 
highly unbalanced samples. Nevertheless, EC simulation experiments are often designed with balanced samples. 
It is important to note that in this tutorial, we only consider the case of two EC experiments where distributions 
may differ only in medians. However, when testing two experiments (ke=2) researchers should take care of the 
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statistical analysis under heteroscedasticity. For instance, Table XIII (see 
http://bioinformatica.net/tests/survey.html) shows three simulation experiments (study case 5) with significant 
differences among variances. In such a case, if our goal were for testing the significance or not of performance of 
two simulation experiments a studentized Wilcoxon test [Fung, 1980] should be used instead the Mann-Whitney 
test. 

In the case of more than two experiments (ke>2) with non-normal data the Multiple Box-and-Whisker Plot and the 
statistical summary table can be completed making inferences with a Kruskal-Wallis test [Kruskal and Walis, 
1952]. This approach can be applied even when variances are not equal in the k simulation experiments. In such 
a case, thus under heteroscedasticity, medians comparisons also could be carried out using the studentized 
Brown and Mood test [Fung, 1980] as well as the S-PLUS and R functions introduced by Wilcox [Wilcox, 
2005][Wilcox, 2006]. However, the loss of information involved in substituting ranks for the original values makes 
this a less powerful test than an ANOVA. Once again, the statistical summary table is important, since the 
Kruskal-Wallis test assumes a similar shape in the distributions, except for a possible difference in the population 
medians. Furthermore, it is well suited to analyzing data when outliers are suspected. For instance, solutions with 
fitness values laying more 3.0 times the IQR. If the Kruskal-Wallis test is significant then we should perform 

multiple comparisons [Hochberg and Tamhane, 1987] making detailed inferences on 
2

ek 
 
 

 pairwise simulation 

experiments. One possible approach to making such multiple comparisons is the Dunn’s post-test [Dunn, 1964].  

The Box-and-Whisker plot 

The Box-and-Whisker Plot, or boxplot, was introduced by Tukey [Tukey, 1977] as a simple but powerful tool for 
displaying the distribution of univariate batch of data. A boxplot is based on five number summary: minimum 
(Min), first quartile (Q1), median (Me), third quartile (Q3), and maximum (Max). One of the main features of a 
boxplot is that is based on robust statistics, being more resistant to the presence of outliers than the classical 
statistics based on the normal distribution. In a boxplot [Frigge et al., 1989; Benjamini, 1988] a central rectangle 
or box spans from the first quartile to the third, representing the interquartile range (IQR = Q3-Q1, where 
IQR=1.35x  for data normally distributed), which covers the central half of a sample. In the simplest definition, a 

central line or segment inside the box shows the median, and a plus sign the location of the sample mean. The 
whiskers that extend above (upper whisker) and below (lower whisker) the box illustrate the locations of the 
maximum (Q3+k(Q3-Q1) and the minimum (Q1-k(Q3-Q1)) values respectively, being usually k=1.5. In 
consequence, small squares or circles (its depend on the statistical package) outside whiskers represent values 
that lie more than 1.5 times the IQR above or below the box, whereas those values that lie more 3.0 times the 
IQR are shown as small squares or circles sometimes including a plus sign. Usually, the values that are above or 
below 3xIQR are considered outliers whereas those above or below 1.5xIQR are suspected outliers. However, 
outlying data points can be displayed using a different criterion, i.e. unfilled for suspected outlier and filled circles 
for outliers, etc. Boxplots can be used to analyze data from one simulation experiment or to compare two or more 
samples from different simulation experiments, using medians and IQR during analysis without any statistical 
assumptions. It is important to note that a boxplot is a type of graph that shows information about: (a) location 
(displayed by the line showing the median), (b) shape (skewness by the deviation of the median line from box 
central position as well as by the length of the upper whisker in relation with length of the lower one), and (c) 
variability of a distribution (the length of the box, thus the IQR value, as well as the distance between the end of 
the whiskers).  
A slightly different form boxplot is the Notched Box-and-Whisker Plot or notched boxplot [McGill et al., 1978]. A 
notched boxplot is a regular boxplot including a notch representing an approximate confidence interval for the 



International Journal “Information Theories and Applications”, Vol. 17, Number 1, 2010  

 

54

median of the batch of data. The endpoints of the notches are located at the median 1.5
IQR

n
 such that the 

medians of two boxplots are significantly different at approximately the 0.05 level if the corresponding notches do 
not overlap. It is important to note that sometimes a ‘folding effect’ is displayed at top or bottom of the notch. This 
folding can be observed when the endpoint of a notch is beyond its corresponding quartile, occurring when the 
sample size is small. 
In the following site http://bioinformatica.net/tests/survey.html we describe how the statistical analysis of six 
selected study cases was accomplished using the statistical package STATGRAPHICS 5.1 (Statistical Graphics 
Corporation), excepting the Dunn test which was performed using Prisma® (Graph Pad Software, Inc.) software. 
In this web site we included the study cases explanation as well as the statistical summary Tables of this paper. 

Hands-on statistical analysis 
 

Statistical performance 

The Fig. 3 shows a robust performance graph obtained with a simple genetic algorithm (study case 1). Note how 
the performance has been evaluated based on a sequential set of Notched Box-and-Whisker Plots, one boxplot 
per generation. The dispersion measured with the IQR of the fitness values decreases during optimization, being 
the average fitness per generation, thus the classical performance measure in genetic algorithms, greater or 
equal to the median values during the first six generations. After the sixth generation some chromosomes have 
an outlying fitness value. Maybe some of them, i.e. those represented in generations 8 and 10, would be 
representing optimal solutions. The Table IV summarizes the minimum and maximum fitness, the mean fitness, 
median fitness and the IQR values per generation.  

 

 

 

 

 

 

 

 

Figure 3.- Robust performance graph in a simple genetic algorithm showing the medians (notches) and means 
(crosses) of the fitness. Squares and squares including a plus sign indicate suspected outliers and outliers 

respectively. 

The performance of the second and third study cases was evaluated using the Hamming and Euclidean 
distances. Such distances are useful when the individuals in the populations are defined by binary and integer 
chromosomes, respectively. In particular, in the study case 2, thus the experiment carried out with the ant 
population, since ants are defined by a 10 bits length chromosome, a robust performance graph (Fig. 4) is 
obtained based on the Hamming distance. The Kruskal-Wallis test (Table V) shows with a p-value equal to 
0.0384 that there is a statistically significant difference among medians at the 95.0% confidence level. Note that 
the Multiple Box-and-Whisker Plot (Fig. 4) shows an overlapping among notches. At first glance, we perceive an 



International Journal “Information Theories and Applications”, Vol. 17, Number 1, 2010  

 

55 

overlapping among the 0, 1, 2 and 3 sample times, and between 4 and 5 sample times. Table VI summarizes the 
genetic drift, thus the average Hamming distance per generation, the median and the variance of the Hamming 
distance, as well as the minimum, maximum, Q1, Q3, IQR and the standardized skewness and standard kurtosis. 
The special importance is how the genetic drift decreases with the sample time, illustrating the population 
evolution towards the target ant. Genetic drift values are related with the Hamming ball of radius r, such that with 
r=2 the number of ants with distance d(a,t)  2 increases with sample time (Table VII). An important fact is the 
similar shapes of distributions, according to one of the main assumptions of the Kruskal-Wallis test. In particular, 
for any sample time the standard skewness (Table VI) is lesser than zero. Thus, the distributions are all 
asymmetrical showing the same class of skewed tail.  

 

 

 

 

 

 

 

 

 

 

Figure 4.- Robust performance graph in the ant population evolution experiment showing the medians (notches) 
and means (crosses) of the Hamming distance. Squares and squares including a plus sign indicate suspected 

outliers and outliers respectively. 

The Fig. 5 shows the robust performance graph obtained in the third study case, thus the simulation of evolution 
in Dawkin’s biomorphs (Fig. 6).  

 

 

 

 

 

 

 

 

 

Figure 5.- Robust performance graph in the Dawkin’s biomorphs evolution experiment showing the medians 
(notches) and means (crosses) of the Euclidean distance. Squares and squares including a plus sign indicate 

suspected outliers and outliers. 

Since each biomorph is defined by a chromosome composed of 8 integer values, the performance graph is based 
on the Euclidean distance. The performance graph shows how the medians as well as the average of the 
Euclidean distances per generation (or genetic drift) become smaller as a consequence of the convergence of the 
population towards a target biomorph. Table VIII summarizes the genetic drift, thus the average of the Euclidean 
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distance computed per generation, the median and the variance of the Euclidean distance, as well as the 
minimum, maximum, Q1, Q3, IQR, and the standardized skewness and standard kurtosis. Note how in this case 
the different shape of the distributions, thus the different sign of the standardized skewness values, breaks one of 
the main assumptions in the Kruskal-Wallis test.  
 

 

 

Figure 6.- Dawkin’s biomorphs evolution during 17 generations showing T the target biomorph. 

Statistical comparisons 

Using the SGA program three simulation experiments were carried out (study case 4) representing in a Multiple 
Notched Box-and-Whisker Plot (Fig. 7) the obtained results.  

 

 

 

 

 

 

 

 

 

Figure 7.- Multiple Notched Box-and-Whisker Plot showing the medians (notches) and means (crosses) of the 
fitness in three different SGA experiments. Squares and squares including a plus sign indicate suspected outliers 

and outliers. 
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Table IX summarizes the mean, median and variance of the fitness, as well as the minimum, maximum, Q1, Q3, 
IQR, and the standardized skewness and standard kurtosis. A first statistical analysis compares the genetic 
algorithm experiment with crossover and mutation probabilities of 75% and 5% (first experiment) and the genetic 
algorithm without mutation and crossover with a probability of 75% (second experiment). Since the standardized 
skewness and standard kurtosis (Table IX) do no belong to the interval [-2, 2] then it suggests that data do not 
come from a Normal distribution. In consequence, we carried out a Mann-Whitney (Wilcoxon) test to compare the 
medians of the two experiments. The Mann-Whitney test (Table X) shows with a p-value equal to zero that there 
is a statistically significant difference between the two medians at the 95.0% confidence level. Finally, we 
compared the three experiments together, thus the first and second simulation experiments together with a third 
one consisting in a genetic algorithm with only mutation with a probability equal to 5%. A Kruskal-Wallis test was 
carried out comparing the medians of the three experiments, with Dunn’s post-test for comparison of all pairs. 
The Kruskal-Wallis test (Table XI) shows with a p-value equal to zero that there is a statistically significant 
difference among medians at the 95.0% confidence level. In agreement with the Dunn test (Table XII) all pairs of 
experiments were significant, considering the differences with the value p < 0.05 statistically significant. The 
statistical analysis results illustrate the importance and role of the crossover and mutation in an optimization 
problem. 

The statistical analysis of the three TSP simulation experiments performed with ACO algorithm (study case 5), 
was a similar to the protocol for the SGA experiments (study case 4). Fig. 8 shows the obtained results 
represented in a Multiple Notched Box-and-Whisker Plot, and Table XIII summarizes the mean, median and 
variance of the tour length, as well as the minimum, maximum, Q1, Q3, IQR, and the standardized skewness and 
standard kurtosis. In the case of the second experiment the standardized skewness and standard kurtosis do no 
belong to the interval [-2, 2] suggesting that data do not come from a Normal distribution.  

 

 

 

 

 

 

 

 

 

Figure 8.- Multiple Notched Box-and-Whisker Plot showing the medians (notches) and means (crosses) of the 
tour length in three different TSP experiments carried out with ACO algorithm. 

 

Furthermore, in agreement with Table XIII and the statistical tests we carried out for determining 

homoscedasticity or variance homogeneity, thus whether significant differences exist among the variances 2
1 , 

2
2 and 2

3 of the three ACO experiments (Fig. 9), we concluded that variances were very different. Since the p-

values for Cochran’s C test and Bartlett test were both lesser than 0.05, in particular 0.0016 and 0.0000 
respectively, we concluded that variance differences were statistically significant. Once again, a Kruskal-Wallis 
test was carried out comparing the medians of the three experiments, with Dunn’s post-test for comparison of all 
pairs. The Kruskal-Wallis test (Table XIV) shows with a p-value equal to zero that there is a statistically significant 
difference among medians at the 95.0% confidence level. In agreement with the Dunn test (Table XV) the first 
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TSP tour experiment significantly differs from the second and third TSP tours, whereas the differences observed 
between the second TSP tour and third one are not significant, considering the differences with the value p < 0.05 
as statistically significant. No matter such differences, the best tour in the first, second and third  simulation 
experiments were as follows: 5-4-3-2-1-0-9-8-7-6 with a tour length equal to 984.04, 7-5-4-3-0-1-9-2-8-6 with a 
tour length equal to 641.58, and 9-0-4-2-1-3-7-5-6-8 with a tour length equal to 576.79, respectively. 

 

Figure 9.- Three different simulation experiments performed with ACO algorithm of the popular TSP experiment 
with ten cities labeled from 0 to 9. 

 

The symbolic regression experiment (study case 6) illustrates once again the general protocol continued with the 
SGA and ACO experiments. The Fig. 10 shows the obtained results represented in a Multiple Notched Box-and-
Whisker Plot, and Table XVI summarizes the mean, median and variance of the fitness –calculated using the 
error between the approximated and the target functions-, as well as the minimum, maximum, Q1, Q3, IQR, and 
the standardized skewness and standard kurtosis. Note that the best ‘genetic protocol’ is used in the first 
simulation experiment (Fig. 10).  

 

 

 

 

 

 

 

 

 

Figure 10.- Multiple Notched Box-and-Whisker Plot showing the medians (notches) and means (crosses) of the 
fitness in six different simulation experiments carried out with a symbolic regression problem. The problem 
consisted in the search of an approximation of 3x4 – 3x + 1 function. Squares indicates suspected outliers. 
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Thus, the experiment where the method of selection is the fitness proportionate, and the crossver and mutation 
probabilities are equal to 80% and 20%, respectively. In this experiment, the best individual was found in 
generation 406 with a fitness value of 0.7143, being the evolved approximated function: 
 
mul( 
  sub( 
    add( 
      add( 
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        add( 
          add(3.3133816502639917,‐3.740923112937817), 
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    ), 
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  ), 
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          add( 
            add( 
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In agreement with the Kruskal-Wallis test (Table XVII) the obtained p-value (0.0000) means that the medians for 
the six experiments were significantly different. Since in the Dunn’s post-test (Table XVIII) for comparison of all 
pairs of simulation experiments we only obtained significant differences between the first and fourth experiments, 
and first and fifth experiments, as well as between the fourth and sixth experiments, and fifth and sixth 
experiments, then we reach the following conclusion. Even when the first, fourth and fifth experiments were 
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carried out with a crossover probability of 80%, the first experiment significantly differs of the other two 
simulations because in the experiments fourth and fifth the method of selection is the tournament approach 
instead the fitness proportionate. Surprisingly, when the method of selection is the tournament approach, the best 
performance is obtained when crossover has a low probability, only a 5% in the sixth simulation experiment, with 
a high mutation rate of 20% differing significantly from the fourth and fifth experiments where crossover had a 
high probability of 80%.  

Conclusion 

This tutorial shows how assuming that EC simulation experiments result in biased samples with non-normal, 
highly skewed, and asymmetric distributions, the statistical analysis of data could be carried out combining 
Exploratory Data Analysis with nonparametric tests for comparing two or more medians. In fact and except for the 
initial random population, the normality assumption was only fulfilled in two examples (see 
http://bioinformatica.net/tests/survey.html): in the symbolic regression problem (study case 6) and in the 
Darwkin’s biomorphs experiment (study case 3). Note that for case 3 normality was accomplished once data were 
transformed with the logarithmic transformation. In both examples the Kolmogorov-Smirnov p-value was greater 
than 0.01. The use of nonparametric tests combined with a Multiple Notched Box-and-Whisker Plot is a good 
option, bearing in mind that we only considered two experimental situations that are common in EC practitioners: 
the performance evaluation of an algorithm and the multiple experiments comparison. The different approaches 
have been illustrated with different examples chosen from Evolutionary Computation and the related field of 
Artificial Life. 

Bibliography 

[Benjamini, 1988] Y. Benjamini. 1988. Opening the box of a boxplot. The American Statistician 42: 257-262. 

[Czarn et al., 2004] A. Czarn, C. MacNish, K. Vijayan, B. Turlach, R. Gupta. 2004. Statistical exploratory analysis of genetic 
algorithms. IEEE Transactions on Evolutionary Computation 8: 405-421. 

[Davis, 1991] L. Davis (Ed.). 1991. Handbook of Genetic Algorithms. New York:  Van Nostrand Reinhold.  

[Dawkins, 1986] R. Dawkins. 1986. The Blind Watchmaker. New York: W. W. Norton & Company.  

[Dorigo and Gambardella, 1997] M. Dorigo, L.M. Gambardella. 1997. Ant colonies for the travelling salesman problem. 
BioSystems 43: 73-81. 

[Draper ans Smith, 1998] N.R. Draper, H. Smith. 1998. Applied regression analysis (Third Edition). New York: Wiley. 

[Dunn, 1964] O.J. Dunn. 1964. Multiple comparisons using rank sums. Technometrics 6: 241-252. 

[Frederick et al., 1993] W.G. Frederick, R.L. Sedlmeyer, C.M. White. 1993. The Hamming metric in genetic algorithms and its 
application to two network problems. In: Proceedings of the 1993 ACM/SIGAPP Symposium on Applied Computing: 
States of the Art and Practice, Indianapolis, Indiana: 126-130. 

[Frigge et al., 1989] M. Frigge, D.C. Hoaglin, B. Iglewicz. 1989. Some implementations of the boxplot. The American 
Statistician 43: 50-54. 

[Gerber, 1998] H.Gerber. 1998. Simple Symbolic Regression Using Genetic Programming à la John Koza. 
http://alphard.ethz.ch/gerber/approx/default.html 

[Gibbons and Chakraborti, 2003] J.D. Gibbons, S. Chakraborti. 2003. Nonparametric Statistical Inference. New York: Marcel 
Dekker. 

[Goldberg, 1989] D.E. Goldberg. 1989. Genetic Algorithms in Search, Optimization, and Machine Learning. Reading, MA: 
Addison-Wesley.  

[Hart, 2001] A. Hart. 2001. Mann-Whitney test is not just a test of medians: differences in spread can be important. BMJ 323: 
391-393. 



International Journal “Information Theories and Applications”, Vol. 17, Number 1, 2010  

 

61 

[Hochberg and Tamhane, 1987] Y. Hochberg, A.C. Tamhane. 1987. Multiple Comparison Procedures. New York: John Wiley 
& Sons. 

[Holland, 1992] J.H. Holland. 1992. Adaptation in Natural and Artificial Systems: An Introductory Analysis with Applications to 
Biology, Control, and Artificial Intelligence. Cambridge: The MIT Press. (Reprint edition 1992, originally published in 
1975).  

[Hollander and Wolfe, 1999] M. Hollander, D.A. Wolfe. 1999. Nonparametric Statistical Methods. New York: Wiley. 

[Koza, 1992] J.R. Koza. 1992. Genetic Programming: On the Programming of Computers by Means of Natural Selection. 
Cambridge, MA: MIT Press.  

[Koza, 1994] J.R. Koza. 1994. Genetic Programming II: Automatic Discovery of Reusable Programs. Cambridge, MA: MIT 
Press. 

[Kruskal and Wallis, 1952] W.H. Kruskal, W.A. Wallis. 1952. Use of ranks in one-criterion variance analysis. J. Amer. Statist. 
Assoc. 47: 583-621. 

[Lahoz-Beltra, 2001] R. Lahoz-Beltra. 2001. Evolving hardware as model of enzyme evolution. BioSystems 61: 15-25. 

[Lahoz-Beltra, 2004] R. Lahoz-Beltra. 2004. Bioinformática: Simulación, Vida Artificial e Inteligencia Artificial. Madrid: 
Ediciones Diaz de Santos. (Transl.: Spanish). 

[Lahoz-Beltra, 2008] R. Lahoz-Beltra. 2008. ¿Juega Darwin a los Dados? Madrid: Editorial NIVOLA. (Transl.: Spanish). 

[Manly, 1985] B.F.J. Manly. 1985. The Statistics of Natural Selection on Animal Populations. London: Chapman and Hall. 

[Mann and Whitney, 1947] H.B. Mann, D.R. Whitney. 1947. On a test of whether one or two random variables is 
stochastically larger than the other. Annals of Mathematical Statistics 18: 50-60. 

[McGill eat al., 1978] R. McGill, W.A. Larsen, J.W. Tukey. 1978. Variations of boxplots. The American Statistician 32: 12-16. 

[Mühlenbein and Schlierkamp-Voosen, 1993] H. Mühlenbein, D. Schlierkamp-Voosen. 1993. Predictive models for the 
breeder genetic algorithm I: Continuous parameter optimization. Evolutionary Computation 1: 25-49. 

[Perales-Gravan and Lahoz-Beltra, 2004] C. Perales-Gravan, R. Lahoz-Beltra. 2004. Evolving morphogenetic fields in the 
zebra skin pattern based on Turing’s morphogen hypothesis. Int. J. Appl. Math. Comput. Sci. 14: 351-361. 

[Perales-Gravan and Lahoz-Beltra, 2008] C. Perales-Gravan, R. Lahoz-Beltra. 2008. An AM radio receiver designed with a 
genetic algorithm based on a bacterial conjugation operator. IEEE Transactions on Evolutionary Computation 12(2): 129-
142.  

[Prata, 1993]  Prata, S. (1993). Artificial Life Playhouse: Evolution at Your Fingertips (Disk included). Corte Madera, CA: 
Waite Group Press. 

[Siegel and Castellan, 1988] S. Siegel, N.J.. Castellan. 1988. Nonparametric Statistics for the Behavioral Sciences. New 
York: McGraw-Hill. 

[Sinclair, 2006] M.C. Sinclair. 2006. Ant Colony Optimization. http://uk.geocities.com/ markcsinclair/aco.html 

[Tukey, 1977] J.W. Tukey. 1977. Exploratory Data Analysis. Reading, MA: Addison-Wesley. 

Authors' Information 

 

Rafael Lahoz-Beltra –Chairman, Dept. of Applied Mathematics, Faculty of Biological Sciences, 
Complutense University of Madrid, 28040 Madrid, Spain ; e-mail: lahozraf@bio.ucm.es 

Major Fields of Scientific Research: evolutionary computation, embryo development modeling and 
the design of bioinspired algorithms 

 

Carlos Perlaes Gravan – Member at Bayes Forecast; e-mail: soyperales@gmail.com 

Major Fields of Scientific Research: design and development of artificial intelligence methods and 
its application to decision making processes, optimization and forecasting as well as the modeling 
and simulation of biological systems 



International Journal “Information Theories and Applications”, Vol. 17, Number 1, 2010  

 

62

DECREASING VOLUME OF FACE IMAGES DATABASE  
AND EFFICIENT FACE DETECTION ALGORITHM  

Grigor A. Poghosyan and Hakob G. Sarukhanyan 

Abstract: As one of the most successful applications of image analysis and understanding, face recognition has 
recently gained significant attention. Over the last ten years or so, it has become a popular area of research in 
computer vision and one of the most successful applications of image analysis and understanding. A facial 
recognition system is a computer application for automatically identifying or verifying a person from a digital 
image or a video frame from a video source. One of the ways to do this is by comparing selected facial features 
from the image and a facial database. Biometric face recognition, otherwise known as Automatic Face 
Recognition (AFR), is a particularly attractive biometric approach, since it focuses on the same identifier that 
humans use primarily to distinguish one person from another: their “faces”. One of its main goals is the 
understanding of the complex human visual system and the knowledge of how humans represent faces in order 
to discriminate different identities with high accuracy. 

Human face and facial feature detection have attracted a lot of attention because of their wide applications, such 
as face recognition, face image database management and human-computer interaction. So it is of interest to 
develop a fast and robust algorithm to detect the human face and facial features. This paper describes a visual 
object detection framework that is capable of processing images extremely rapidly while achieving high detection 
rates. 

Keywords:  Haar-like features, Integral Images, LEM of image- Line Edge Map, Mask nn   size 

Introduction 

As the necessity for higher levels of security rises, technology is bound to swell to fulfill these needs. Any new 
creation, enterprise, or development should be uncomplicated and acceptable for end users in order to spread 
worldwide. This strong demand for user-friendly systems which can secure our assets and protect our privacy 
without losing our identity in a sea of numbers, grabbed the attention and studies of scientists toward what’s 
called biometrics. 

Biometrics is the emerging area of bioengineering; it is the automated method of recognizing person based on a 
physiological or behavioral characteristic. There exist several biometric systems such as signature, finger prints, 
voice, iris, retina, hand geometry, ear geometry, and face. Among these systems, facial recognition appears to be 
one of the most universal, collectable, and accessible systems. 

Biometric face recognition, otherwise known as Automatic Face Recognition (AFR), is a particularly attractive 
biometric approach, since it focuses on the same identifier that humans use primarily to distinguish one person 
from another: their “faces”. One of its main goals is the understanding of the complex human visual system and 
the knowledge of how humans represent faces in order to discriminate different identities with high accuracy. 

The face recognition problem can be divided into two main stages:  

 face verification (or authentication) 

 face identification (or recognition) 
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The detection stage is the first stage; it includes identifying and locating a face in an image.  

Face detection has been regarded as the most complex and challenging problem in the field of computer vision, 
due to the large intra-class variations caused by the changes in facial appearance, lighting, and expression. Such 
variations result in the face distribution to be highly nonlinear and complex in any space which is linear to the 
original image space. Moreover, in the applications of real life surveillance and biometric, the camera limitations 
and pose variations make the distribution of human faces in feature space more dispersed and complicated than 
that of frontal faces. It further complicates the problem of robust face detection. 

Face detection techniques have been researched for years and much progress has been proposed in literature. 
Most of the face detection methods focus on detecting frontal faces with good lighting conditions. According to 
Yang’s survey [Yang, 1996], these methods can be categorized into four types: knowledge-based, feature 
invariant, template matching and appearance-based. 

Knowledge-based methods use human-coded rules to model facial features, such as two symmetric eyes, a nose 
in the middle and a mouth underneath the nose. 

Feature invariant methods try to find facial features which are invariant to pose, lighting condition or rotation. Skin 
colors, edges and shapes fall into this category. 

Template matching methods calculate the correlation between a test image and pre-selected facial templates. 

Appearance-based, adopts machine learning techniques to extract discriminative features from a pre-labeled 
training set. The Eigenface method is the most fundamental method in this category. Recently proposed face 
detection algorithms such as support vector machines, neural networks [Raul, 1996] statistical classifiers and 
AdaBoost-based [Tolba, 2006]  face detection also belong to this class. 

Any of the methods can involve color segmentation, pattern matching, statistical analysis and complex 
transforms, where the common goal is classification with least amount of error. Bounds on the classification 
accuracy change from method to method yet the best techniques are found in areas where the models or rules 
for classification are dynamic and produced from machine  

learning processes. 

The recognition stage is the second stage; it includes feature extraction, where important information for 
discrimination is saved, and the matching, where the recognition result is given with the aid of a face database. 
Among the different biometric techniques facial recognition may not be the most reliable and efficient but it has 
several advantages over the others: it is natural, easy to use and does not require aid from the test subject. 

Because the face detection and recognition database is a collection of images and automatic face recognition 
system should work with these images, which can hold large volumes of computer memory that is way it’s 
necessary to investigate and develop a method / tool for optimal using volume of computer memory (that 
decrease image database volume) and implement quick face detection within database. 

In this paper investigations and study of certain methods   that helps us to develop and implemented method/tool 
, which decreases volume of face images database and use these database for face detection  and  recognition 
.To achieve the above mentioned goal we are using image LEM (Line Edge Map)  [Tolba, 2006] of image and 
Viola Jones method [Viola and  Jones, 2001]. As quantity of images in recognition database (n) is not infinite and 
we need define format for images (*.bmp, *.jpg), in this work we’ve selected n=40 and *.jpg format [Face 
Database]. As object detection and recognition algorithm we are using Haar-like features [Viola and  Jones, 
2001].  Haar-like features are digital image features used in object recognition. They owe their name to their 
intuitive similarity with Haar wavelets and were used in the first real-time face detector. 

This paper is organized as follows. Section 2 and 3 presents the Line Edge Map (LEM) of image and Viola Jones 
method (Haar like features/ classifier cascades). Section 4 presents using image LEM in Viola Jones method as 
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input image, which will decreases volume of our face images database. Section 5 shows the experimental results 
of frontal face detection using constructed face images database (LEM) and Haar-like features and conclusions 
follows in Section 6. 

Line Edge Map (LEM) 

Edge information is a useful object representation feature that is insensitive to illumination changes to certain 
extent. Though the edge map is widely used in various patterns  recognition fields, it has been neglected in face 
recognition except in recent work reported in [Takacs, 1998]. 

Edge images of objects could be used for object recognition and to achieve similar accuracy as gray-level 
pictures. In [Takacs, 1998] made use of edge maps to measure the similarity of face images and 92% accuracy 
was achieved. Takacs [Takacs, 1998] argued that process of face recognition might start at a much earlier stage 
and edge images can be used for the recognition of faces without the involvement of high-level cognitive 
functions. 

A LEM approach, proposed by [Gao, 2002], extracts lines from a face edge map as features. This approach can 
be considered as a combination of template matching and geometrical feature matching. The LEM approach not 
only possesses the advantages of feature-based approaches, such as invariance to illumination and low memory 
requirement, but also has the advantage of high recognition performance of template matching.LEM integrates 
the structural information with spatial information of a face image by grouping pixels of face edge map to line 
segments. After thinning the edge map, a polygonal line fitting process [Leung, 1990] is applied to generate the 
LEM of a face. An example of LEM is illustrated in Fig. 1. 

 

Figure 1. Used 8x8 mask for getting image LEM 

Experiments on frontal faces under controlled /ideal conditions indicate that the proposed LEM is consistently 
superior to edge map. LEM correctly identify 100% and 96.43% of the input frontal faces on face databases 
[Bern, 2002, Purdue Univ. Face Database], respectively. 

 Viola Jones method (Haar like features/ classifier cascades) 

Image sensors have become more significant in the information age with the advent of commodity multi-media 
capture devices such as digital cameras, webcams and camera phones. The data from these media sources 
(whether they are still images or video) is reaching the stage where manual processing and archiving is becoming 
impossible. It is now possible to process these images and videos for some applications in near real-time, using 
motion detection and face tracking for security systems for example. However there are still many challenges 
including the ability to recognize and track objects at arbitrary rotations. 
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Haar-like features have been used successfully in image sensors for face tracking and classification problems 
[Konstantinos, 2008, Duda, 2001 ], however other problems such as hand tracking [Shan, 2004] have not been 
so successful. Historically, working with only image intensities ((i.e., the RGB pixel values and every pixel of 
image) made the task of feature calculation computationally expensive. In [Papageorgiou, 1998]  discussed 
working with an alternate feature set based on Haar wavelets instead of the usual image intensities. Viola and 
Jones [Viola and  Jones, 2001]  adapted the idea of using Haar wavelets and developed the so called Haar-like 
features. A Haar-like feature considers adjacent rectangular regions at a specific location in a detection window, 
sums up the pixel intensities in these regions and calculates the difference between them. This difference is then 
used to categorize subsections of an image. For example, let us say we have an image database with human 
faces. It is a common observation that among all faces the region of the eyes is darker than the region of the 
cheeks. Therefore a common Haar feature for face detection is a set of two adjacent rectangles that lie above the 
eye and the cheek region. The position of these rectangles is defined relative to a detection window that acts like 
a bounding box to the target object (the face in this case). 

In the detection phase of the Viola-Jones object detection framework, a window of the target size is moved over 
the input image, and for each subsection of the image the Haar-like feature is calculated. This difference is then 
compared to a learned threshold that separates non-objects from objects. Because such a Haar-like feature is 
only a weak learner or classifier (its detection quality is slightly better than random guessing) a large number of 
Haar-like features are necessary to describe an object with sufficient accuracy. In the Viola-Jones object 
detection framework, the Haar-like features are therefore organized in something called a classifier cascade to 
form a strong learner or classifier. 

The key advantage of a Haar-like feature over most other features is its calculation speed. Due to the use of 
integral images, a Haar-like feature of any size can be calculated in constant time (approximately 60 
microprocessor instructions for a 2-rectangle feature). 

Several researchers have studied the impact of in plane rotations for image sensors with the use of twisted Haar-

like feature  [Mita, 2005]  or diagonal features fairly good performance has been achieved. These techniques 

will have little benefit for problems that are sensitive torotations, such as hand identification [Shan, 2004] which 

are not aligned to fixed angles ( , , , etc). 

Haar-like feature based classifiers like the Jones and Viola, face detector work in almost real time using the 
integral image (or summed area table) data structure that allows features to be calculated at any scale with only 8 
operations. The integral image at location x, y contains the sum of the pixels above and to the left of x, y, 
inclusive: 

,),(),(
,
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yxIjiII  (1) 

where ),( jiII is the integral image and ),( jiI  is the input (original) image (see Fig. 2 (a)). Using the following 

pair of recurrences the integral image can be computed in one pass over the original image:  
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where   .0),1(,0)1,(  yIIxS  

Using the integral image any rectangular sum can be computed in four array references (see, Fig.2b). Clearly the 
difference between two rectangular sums can be computed in eight references. Since the two-rectangle features 
defined above involve adjacent rectangular sums they can be computed in six array references, eight in the case 
of the three-rectangle features, and nine for four-rectangle features. The sum of the pixels within rectangle D can 
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be computed with four array references. The value of the integral image at location 1 is the sum of the pixels in 
rectangle A. The value at location 2 is A + B, at location 3 is A + C, and at location 4 is A + B + C + D. The sum 
within D can be computed as 4 + 1 - (2 + 3). 

However standard Haar-like features are strongly aligned to the vertical/ horizontal or  (see, Fig. 3.) and so 

are most suited to classifying objects that are strongly aligned as well, such as faces , buildings etc. 

Standard Haar-like features consist of a class of local features that are calculated by subtracting the sum of a sub 
region of the feature from the sum of the remaining region of the feature. 

 

Figure 2. (a) Sum of the integral image at point (x, y) and (b) integral image array references 

Figure 3. Upright and 45° rotated rectangle, features prototypes of simple Haar-like 

Decreasing  volume of face images database using LEM  

Edge information is a useful object representation feature that is insensitive to illumination changes to certain 
extent. If the edge detection step is successful, the subsequent task of interpreting the information contents in the 
original image may therefore be substantially simplified. However, it is not always possible to obtain such ideal 
edges from real life images of moderate complexity.  

In this section we are using nn  rectangular mask for getting LEM of image (Fig. 3). We are dividing all image 

into nn  size of rectangles (in this work n=8) and these rectangles must be smaller than the main features of 

the image details (nose, mouth, eyes in this case).  It helps us to observe all brightness points and avoid from not 
important pixels of image.  

We are using equation (3) for calculating brightness of horizontal or vertical pixels and their opposite side pixels 
(see, Fig. 4). 
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We could develop function having brightness values of horizontal and vertical sides on current rectangle, which is 
drawing lines according to brightness values (see, Fig.5).   

In order to explore the feasibility of using image LEM in face detection and recognition system we reconstructed 
all image database (as we mentioned in introduction quantity of images is 40) and get their LEMs. 

After that we used OpenCV 2.1 version (Open Source Computer Vision) for detecting and recognizing human 
faces. We used Haar classifier face detection algorithms functions in which we used 8 futures prototype in Fig. 3. 
In Fig. 6 given reconstructed images data flow for Haar classifier face detection and recognition algorithm. 

 
Figure 4.  8x8 mask and image divided with 8x8 rectangles. 

 

 
Figure 5. Getting LEM of image using 8x8 mask 

 

 
Figure 6. Reconstructed images data flow for Haar classifier 

 

We used Haar classifier face detection algorithms and developed Face detection and recognition software tolls 
(FDRT) which is using our images LEM database. Comparison results with OpenCV given in table bellow, where 

we used 40 images of 250250  pixel sizes.   
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Training database 
type 

Method/ 
Tools 

Detection and 
recognition time 

Training database 
size 

Color (RGB) OpenCV2.1 2.02msec 2Mb 

Image LEM OpenCV2.1 2.02msec 1.2Mb 

Image LEM Proposed 1.01msec 1.2Mb 

From this table we can say that training database volume reduced   ~40 % and time decreased for face detection 
and recognition. So we get image optimization and face recognition tools which can help us to optimize and 
reduce the volume of the face images database and recognition time. 

Conclusion and future work 
In a future work we will try to increase percentage of correctly recognition for real time frame moving face 
discovering and identifying automation system, which will use result of this work and will try identifying and 
recognizing faces using database with LEM of images.   
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MODELING OF TRANSCUTANEOUS ENERGY TRANSFER SYSTEM FOR AN 
IMPLANTABLE GASTROINTESTINAL STIMULATION DEVICE 

Joanna Liu C. Wu, Martin P. Mintchev  

Abstract: This study models a transcutaneous energy transmission system which can supply DC power to an 
implanted device without an external battery.  The goals of the study are to: (1) develop a model to describe the 
transcutaneous energy transmission system; and (2) use the developed model to design a transcutaneous 
energy transmission system for an implantable gastrointestinal neurostimulator.  The complete trancutaneous 
energy system includes a power amplifier, a highly inductive coupling structure, and an ac-to-dc rectifying circuit 
in the receiver. Power amplification is based on the single-ended class E amplifier concept. The power 
amplification stage is self-oscillating, and the oscillation frequency is influenced by the coupling of the coils.  The 
highly inductive coupling structure employs the stage tuning concept.  Design methods and detailed analysis are 
provided.  The proposed model is verified through the implementation of the design. 

Keywords: computer modeling, neurostimulation, gastrointestinal disorders 

1. Introduction 

1.1  Brief Introduction to the Gastrointestinal System 

The gastrointestinal (GI) tract is essentially a long tube stretching from the mouth to the anus as shown in Figure .  
It includes the esophagus, the stomach, the duodenum, the small intestine, the colon, and the rectum.  The 
functions of GI organs include digestion, absorption, secretion and motility.  The GI system is capable of digesting 
orally accepted material and extracting any useful components from it, then expelling the waste products at the 
bottom end. 

 

Figure 1:  The gastrointestinal tract 
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1.2  Gastrointestinal Motility  

Gastrointestinal motility is defined by the movements of the organs in the digestive system, related to the transit 
of content in them.  For example, on the basis of its motility patterns, the stomach can be divided into two regions.  
The upper stomach is composed of the fundus and upper corpus.  It shows sustained tonic contractions that 
create basal pressure within the stomach.  The lower stomach is composed of the lower corpus and the antrum. It 
develops strong peristaltic waves of powerful distally propagating contractions that increase in amplitude as they 
migrate towards the pylorus.  Contractions in the distal two-thirds of the stomach occur as a result of the rhythmic 
depolarization of the gastric smooth muscle cells in annular bands, originating in a region of the proximal corpus 
usually defined as the gastric pacemaker.  Control of gastric contractile activity is mediated through the 
interaction between both sympathetic and parasympathetic nervous system and the intrinsic electrical activity of 
the gastric smooth muscle [1]. These gastric slow waves propagate caudally by entraining depolarization in 
adjacent distal areas of less frequent intrinsic activity. Stronger electrical signals may be superimposed on these 
slow waves, which are known as spike activity, and have been associated with gastric contractility.   

1.3 Gastrointestinal Motility Disorders 

Digestive diseases and disorders related to abnormal GI motility patterns occur primarily in the esophagus, the 
stomach and the colon.  The symptoms related to such motility problems may range from gastroesophageal 
reflux to gastroparesis to constipation.   GI disorders are the most common gastrointestinal problems seen by 
physicians in primary care, and affect millions of people of different ages, including men, women, and children.     

Except for the gastroesophageal reflux, which will not be in the focus of the present study, the predominant 
motility disorders are gastroparesis and constipation, which are explained below in more details.  

Gastroparesis is a disease in which the stomach takes too long to empty its contents.  It is suggested to be a 
disorder of the nerves and the smooth muscles of the stomach.  The most common symptoms include nausea, 
vomiting, bloating, feeling full after small meals, and regurgitation.  The reasons that cause such a disorder are 
not fully understood, but diabetic gastroparesis has been clearly identified, and viral causes have been 
suggested. About 10-20% of gastroparetic cases are of unknown origin and etiology, and are usually labelled as 
idiopathic gastroparesis. The most common treatment of gastroparesis includes diet changes, medications, and 
in the most severe cases, parenteral nutrition and partial or total gastrectomy. 

Constipation typically refers to dry, difficult, and painful bowel movements related to abnormally delayed colonic 
transit.  The symptoms of constipation include feeling bloated, uncomfortable, and sluggish.  Constipation is one 
of the most common GI complaints in the United States. The data from the 1996 National Health Interview Survey 
show that about 3 million people in the United States have frequent constipation.  Constipation occurs when the 
colon absorbs too much water or if the colon muscle contractions are slow or sluggish.  The main reasons that 
cause constipation include lack of fiber and liquid intake, lack of exercise, medications, ignoring the urge of bowel 
movement, problems with the colon and the rectum, etc.  Because of the large population suffering from 
constipation, alternative treatments of this disorder are being investigated [26, 27, 28]. However, in severe cases 
of idiopathic constipation, partial or total colectomies remain the only presently feasible treatment providing long-
term improvements of symptoms. 

In the recent years, more and more scientific groups are interested in applying functional electrical stimulation to 
restore impaired motility in the gastrointestinal tract.  There are four distinct methods for GI electrical stimulation.  
The first method is to entrain slow wave activity in both animals [4] and humans [3] by “pacing” the organ at a 
frequency slightly higher than the intrinsic slow wave frequency, and approach similar to cardiac pacing.  The 
second method applies current stimulation at 4-40 times the intrinsic slow wave frequency and has been reported 
to have some antiemetic effect. The most recent stimulation technique is known as neural gastrointestinal 



International Journal “Information Theories and Applications”, Vol. 17, Number 1, 2010  

 

71 

electrical stimulation (NGES) [12, 13].  This approach involves voltage stimulation at 50 Hz delivered through 
matched pairs of electrodes implanted in the smooth muscle of the stomach wall. The effect of this approach has 
been shown by accelerated microprocessor-controlled gastric emptying of both solids [10] and liquids [11] in the 
stomach, as well as by increased colonic transit in both acute and chronic canine models.    

The success in the implementation of an NGES system is intimately and directly related to the development of a 
fully implantable but externally controllable multichannel device.  Powering such implanted device becomes a 
principle challenge.  There are four widely accepted techniques for powering an implanted device: (1) 
Conventional wire cord (focusing on the biocompatibility of the shielding materials), (2) stand-alone implantable 
battery, (3) radio frequency (RF, transcutaneous inductive) link technologies, and (4) a combination of (2) and (3) 
using implantable stand-alone rechargeable batteries. 

1.4 Aim of the Present Study 

The purpose of this feasibility study is to design a transcutaneous power transfer system for a neurostimulator 
design aiming at restoring impaired gastrointestinal motility.  The first mention of powering an implanted device 
through a transcutaneous inductive coupling link was in 1934 [5].  The practical attempts appeared in the late 
1970s [13].  There are two distinct paradigms for designing such a system.  One paradigm is known as a loosely 
coupled link [14] which has a low degree of coupling between the transmitting and the receiving coils, while the 
other one is highly coupled inductive link, which has a relatively high degree of coupling between the coils.  The 
highly coupled inductive link assumes transmitting and receiving coils of approximately the same size [15] and is 
the design aim of this project.  

2. Methods 

2.1 Methods of Power Supply of Implanted Devices 

In general, there are four approaches to supply the power to an implanted device: (1) conventional wire cord; (2) 
battery technologies; (3) RF technologies; and (4) a combination of (2) and (3) using rechargeable batteries.  The 
major advantage of the wire cord approach is technical simplicity.  Similar to regular devices, this approach 
employs power cords and data lines that supply all necessary electrical energy and command signals to the 
implanted device.  Problems of infection, maintenance, and cosmetics hinder the applicability of wired power and 
data transfer, and therefore, battery-based technologies have been preferred.   

Recently developed high energy density batteries increase the life-span of implantable functional devices, making 
battery-based implants preferable from commercial point of view. However, unlike the technologies of the wired or 
RF links, which supply both power, and data transmission, the single function of supplying power limits the 
applicability of battery technologies in implantable devices, since the addition of a separate power-consuming RF 
link providing device programmability would be necessary. Furthermore, batteries cannot be replaced once they 
have been implanted, and the patients need to undergo another surgery to replace the batteries. Thus, an implant 
lasting more than 3 years on a single battery could be reasonably acceptable, but designs with a lower lifespan 
would be difficult to justify.  

The RF approach is believed to be the most promising technique for implantable devices. Its advantages include 
continuous availability of high levels of power to an implanted device, and the ability to control it with the external 
device using the same RF link.  In addition, the lifetime and shelf life of the implanted devices are not restricted by 
the life of the battery [16].  The major disadvantage of this approach is the inconvenience for the patient having to 
permanently wear and external setup providing the transcutaneous link. A combination of having the RF link to 
recharge an implanted battery converts this permanent inconvenience into an intermittent nuisance. This 
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approach is typically utilized in cases where the implanted device requires power for a longer period of time than 
the time that is practical to wear an external transmitter. 

2.2 An Overview of Highly Coupling Inductive Link  

It has been discussed already that in order to avoid the possibility of infection from piercing the skin and the 
undesirable replacement of implantable power sources, transcutaneous power transfer is a preferred modality for 
implantable devices which cannot operate with implantable batteries for more than 3-4 years. This report is 
concerned with the investigation of the feasibility of utilizing a transcutaneous inductive link for an implanted 
gastrointestinal stimulation system.   

The development of the transcutaneous power technology has been ongoing for several decades.  The first 
attempts to use RF telemetry for providing power to an implanted device took place in 1934 [5].   In late 1970s 
and early 1980s, practical implantable systems for functional electrical stimulation (FES) applications first 
appeared [13, 14].  The inductive link employed was called highly coupled stagger-tuned inductive link [15].  The 
link is a radio-frequency coil system consisting of two same-sized pancake-shaped coils, oriented face-to-face.  
The primary coil is outside the body and driven by an external circuit.  The secondary coil is implanted with the 
device and connected to a receiver circuit. The coupled coils can move relative to one another as shown in Figure 
.  As they move, their link voltage gain changes.  Hence, good tolerance to axial and angular misalignment and 
coil separation is desired.  Furthermore, to obtain large stimulating output voltage for the stomach and colonic 
stimulation, link voltage gain should be maximized for the required inductive link.  Therefore, several factors 
should be taken into account when designing such an inductive link system.  These factors include: (1) size of the 
transmitting and receiving coils, (2) link efficiency, (3) link voltage gain, (4) misalignment and separation 
tolerance, (5) communication bandwidth, and (6) overall size and complexity of the both transmitter and receiver.   

According to Zierhofer and Hochkai [30], and Galbraith et al. [15], there are several advantages of developing a 
highly coupled inductive link which are applicable when designing a multi-channel gastrointestinal stimulation 
system. 
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Figure 2: Coil alignments.   
(a) Ideal alignment.  (b) Lateral misalignment.   

(c) Angular misalignment.  (d) General misalignment. 
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1. The overall voltage gain is insensitive to variations of the relative position of the coupling coils.   
2. The high coupling coefficient between the transmitter and the receiver reduces the current in the 

primary coil.  This reduces the power dissipation in the primary side due to I2R-losses.  Thus the 
overall power transmission efficiency is enhanced.   

3. The high coupling coefficient between the transmitter and the receiver reduces the magnitude of the 
required electromagnetic field, which in turn diminishes tissue heating.  

2.3 Modeling the Highly Coupled Inductive Link 

Galbraith et al (1987) [15] introduced four different combinations of highly coupled stagger-tuned inductive link.  
They were: (1) voltage in - voltage out, (2) voltage in - current out, (3) current in - current out, and (4) current in - 
voltage out.  The “voltage in - voltage out” link is an approach which can control the output gain. This approach is 
based on coupling, not geometry.  It not only corrects for lateral displacement, but also handles coil separation. 
The frequency response of such a link for various coupling coefficients k, in a frequency range of 0.5 - 3 MHz, is 
illustrated on Error! Reference source not found..  At a frequency of approximately 1.60 MHz, the variation in 
the gain is minimized, eventhough the coupling coefficient between the transmitter and the receiver varies from 
0.26 to 0.54.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3:  Voltage Gain of Stagger Tuned Inductive Link 

 

In gastrointestinal electrical stimulation the properties of the stimulated tissue are dynamically different, and 
therefore the current consumption and loading of the inductive link would vary widely.  This means that the gain of 
a transcutaneous inductive link should be stable over a wide range of coupling and loading impedances.  A highly 
coupled link of the type “voltage in - voltage out” is to be preferred, because it can control the overall gain.  The 
design procedure for such a link will be described in Section 2.5. A model of the highly coupled inductive link is 
depicted on Figure . On the primary side, the transmitter coil is tuned into a serial resonance with a capacitor Ct, 
so that appreciable coil current can be achieved from a sinusoidal voltage source.  The receiver coil is tuned into 
a parallel resonance with a shunt capacitor Cr in order to obtain a high voltage output.  

The expressions used to calculate the magnitudes of the unregulated DC load voltage and the DC power 
delivered to the load for the circuit model of Figure  are described in [20].   
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Figure 4: Simplified “Voltage in: Voltage out” circuit model of the stagger-tuned link 

 

The impedance of the receiver is: jZZZ imagrealreceiver  .  The equations used for this calculation are presented 

as follows: 

2
load

dc
load

V
P

R
  (2.3.1) 

where  Pdc is the DC power deliver to the load,  Rload is impedance of the load in the receiver,  and  

2 2
2

2 2 2 22 2
2

4 4
rload

rload load

r rload load

C RR
V I

C CR R



 

   
    

       

 (2.3.2) 

where ω is the operating frequency, Cr is the shunt capacitor in the receiver, and  
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where Rr is the equivalent series resistance of the receiver coil 
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where Rt is the equivalent series resistance of the transmitter coil, Ct is the capacitor in the transmitter, and   
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where M is the mutual inductance between the transmitter and receiver coils, and  
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In the above circuit model, the transmitter is usually powered by batteries utilizing a power amplifier.  In order to 
power the transmitter and to avoid frequent battery replacements, it is required to be relatively efficient in 
converting DC to AC (RF) power.  Class E power amplifier boasts a theoretical DC to AC conversion efficiency up 
to 95%, and is the most widely used transmitter topology used in transcutaneous power transformers.  Therefore, 
Class E topology is routinely employed for powering the transmitter.  

2.4 Class E Power Amplifier 

Converters represent the primary portion of a power system.  There are many types of converters such as (1) dc 
to ac, (2) ac to dc, (3) dc to dc, and (4) ac to ac. 

The Class E power amplifier is an inverter which converts dc to ac voltage.  It consists of a choke inductor Lchoke, 
a power MOSFET utilized as a switch, a parallel capacitor Cp, and an LC resonant circuit (Figure 2.4).  The switch 
turns on and off by a driver at a designated operating frequency fo, and the LC resonant circuit oscillates at a 
frequency ft.  If fo is equal to the resonant frequency ft, the efficiency of Class E inverter is maximal. The choke 
inductor should have a high enough inductance to assure the ac ripple on the dc supply, Icc (shown in Figure 5:  
Class E power amplifier) can be neglected [17].  In this case, the current through the choke inductor can be 
regarded as a steady current.  When the switch is on, Ct and Lt function as a resonant circuit due to Cp being 

short-circuited by the switch, where ft equals to 
  
1

2 t tCL
.  When the switch turns off, Cp, Ct, and Lt form a 

resonant circuit, where ft equals to 
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.  The advantages of Class E amplifier are zero 

power loss during the switching and high efficiency (about 95%) during the dc-to-ac power conversion.  The 
capacitance Ct and the inductance Lt can be utilized to adjust the resonant frequency fo.  There are two important 
components, Cp and Lchoke, which need to be determined.  The capacitance Cp can be calculated by: 
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where Rt is the resistance in the transmitter coil. 

The choke inductor, Lchoke, shown in Figure 5:  Class E power amplifier is usually 3 – 10 times greater than the 
inductance of the transmitter coil [18].  

Finally, the magnitude of the AC source of the transmitter, Vin (shown in Figure ) is a function of DC supply 
powering the class E topology, and is calculated according to Eq. (2.4.2) [18, 19] 
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Figure 5:  Class E power amplifier 

 

2.5 Design of the Highly Coupled Inductive Link 

2.5.1 Design Requirements  

The voltage to be delivered to the implanted device would be in the range of 10 to 20 V DC for implanted 
stimulator current drawing between 0 and 50 mA [22].  The minimum and maximum equivalent loads are 200 Ω 
and 100 kΩ respectively [20].  The design requirements are presented in Table 1.   

Design Requirement Value 

Minimum load voltage,  Vload 10 V 

Maximum load current,  Iload 50 mA 

Minimum value of load, Rloadmin 200 Ώ 

Maximum value of load, Rloadmax 100 kΏ 

Power delivered to Rload 500 mW 

Table 1:   Highly coupled inductive link design requirement 

 

2.5.2 Design Procedure 

The design procedure of a stagger-tuned inductive link is outlined in [15] and is briefly described below.   

Error! Reference source not found. shows that the minimum variation of gain of the inductive link occurs at 1.6 
MHz.  In the following procedure, it is assumed that the inductive link operates at an operating frequency of fo = 
1.6 MHz and the DC supply of the link is 9V.   

2.5.2.1   Spiral Coil Design 

In this project, the transmitter and receiver coils are both spiral coils and approximately of the same size.  The 
methods used in calculating the self-inductance of such coils and the mutual inductance between the two coils 
have been previously reported [23, 13]. The calculation of the self-inductance of the spiral coils is based on the 
assumption that the spiral coils can be modeled as coaxial circular loops of wire.   

 Icc 
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Figure 6: Geometric arrangement and notation for transmitter  
and receiver coils composed of circular concentric loops. 

 
I.  Calculation of the self-inductance of a spiral coil 

The self-inductance of a single loop of wire can be calculated by: 
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where a is the radius of the single loop, w is the radius of the wire, and μ0 is the magnetic permeability of the free 
space. 

The mutual inductance of two spiral coils whose axes are parallel can be presented by: 
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and where a and b are the radii of the two loops,  d is the distance between the two loops, ρ is the axial 
misalignment, and K and E are the complete elliptic integrals of the first and second kind, respectively.   

The self-inductance of such a coil is approximately equal to the summation of self-inductances of single loops, 
and with wire-radius w, the overall self-inductance is represented by: 
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where δi,j = 1 for i = j, and δi,j = 0 otherwise. 

 
II. Calculation of mutual inductance between two spiral coils 

The mutual inductance between primary and secondary coils can be calculated by: 
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However, Eq. (2.5.4) is valid for the case with axial misalignment only.  To calculate the exact mutual inductance 
between two coils with simultaneous axial and angular misalignments, an approximation s provided in [29]: 
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where α is the angular misalignment. Once the calculation method of self-inductance of a spiral coil and mutual 
inductance of two spiral coils is introduced, the parameters of transmitter and receiver coil orientations need to be 
determined. The constraints of the design are listed in Table 2. 

 

Coil Separation 0.5 cm - 2.0 cm 

Axial Misalignment 0 cm - ±1.0 cm 

Angular Misalignment 0º - 20º 

Diameter of transmitter and receiver coil  5 cm 

Table 2:  Highly coupled inductive link coupling constraints 

 

Matlab code was developed for calculating the self-inductances and the mutual inductance of the transmitter (Lt) 
and the receiver (Lr) coils, based on the outlined constraints. The maximum and minimum coupling coefficients, 
kmax and kmin, are then calculated according to Eq. (2.5.6) and (2.5.7), respectively.   
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Furthermore, in order to determine the optimal number of turns, the Matlab Design Tool was used to vary the 
number of turns in the transmitter and receiver coils, and to compare the performance of the resulting links.  In 
general, increasing the number of turns in the two coils reduced the variation in the load voltage, and enhanced 
the overall efficiency of the link. For this design, 10-turn spiral coils were chosen for the transmitter (nt) and the 
receiver (nr) coils.  When the space between concentric turns of the coils is approximately 1.18 mm, the geometry 
of these coils results in a self-inductance Lt, Lr = 4.07 μH, with coupling coefficients kmin = 0.26 and kmax = 0.82. 

2.5.2.2   Choosing the Operating Frequency fo   

In order to minimize the amount of magnetic field absorbed by the abdominal tissue, the frequency should be 
chosen to be as low as possible, since the absorption increases exponentially with frequency [25].  However, the 
power transfer capability of the inductive link improves with increasing operating frequency.  In addition, Error! 
Reference source not found. shows that at a frequency of approximately 1.60 MHz, the variation in the gain is 
minimized.  Therefore, the frequency of fo = 1.6 MHz was chosen as an operating frequency of the link. 

2.5.2.3   Choosing the Resonant Frequency of the Receiver, fr  

The resonant frequency of the receiver was chosen such that fr / fo > 1.  The trade off is that as fr / fo increases, the 
overall voltage output gain increases.  In other words, if the overall gain is too small, the ratio of fr / fo should be 
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moved  away from unity.  However, if the ratio of fr / fo increases, the overall gain variation also increases.  To 
determine the optimal ratio of fr / fo, Matlab Design Tool was used to vary fr / fo and to compare the performance of 
the resulting links. Figure 7 shows different performances of the links with different ratios of fr / fo.  After examining 
the magnitude and the variation of the load voltage for a set of values of fr / fo, it became apparent that for fr / fo = 
1.2, the load voltage variation was minimized.  This means the resonant frequency of the receiver was fr = 1.92 
MHz.  The value of the shunt capacitor Cr can be calculated as follows: 
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Figure 7:  Load voltage over entire design space.  (a)  fr / fo = 1.1.  (b) fr / fo = 1.2.   (c) fr / fo = 1.4. 

 

2.5.2.4   Choosing Resonant Frequency of Transmitter, ft 

Next, the resonant frequency of transmitter, ft, is calculated by Eq. (2.5.9) [11]. 
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min maxoptk k k  (2.5.11) 

and  
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With the determined tuning ratio, fr / fo,  the receiver resonant frequency was determined with Eq. (2.5.13), and the 
transmitter resonant frequency was calculated as ft =  1.12 MHz.  The tuning capacitor of the transmitter is 

2

1
t

t

c
L

  (2.5.13) 

Finally, Matlab Design Tool was used to determine the maximum and the minimum DC load voltages from the 
highly inductive link in order to specify the tolerance for the voltage regulation and other components for the rest 
of the transcutaneous energy transfer system.  The plot of the maximum and the minimum load voltages for the 
inductive link is presented in Figure 8. 

 

Figure 8: The maximum and minimum load voltage for the highly coupled inductive link. 

3. Results 

3.1 Spiral Coil Characterization 

In order to reduce the power losses in the transmission load, Litz wire was used to make the spiral coils.  Both the 
transmitter and the receiver coils were constructed using  270/46, 22 Gauge equivalent Litz wire (New England 
Electric Wire Corp., Lisbon, NH, USA).  The number of turns in both coils was 10, and space between concentric 
turns of the coils was approximately 1.18 mm. There are two methods employed to validate the coil models, as 
described in Section 2.5.2.1.  The first method is to use an LCR meter to extract the self-inductance and the 
equivalent series resistance (ESR) values from the coils.  The values extracted from RLC meter for frequencies of 
120 Hz, 1 KHz, and 10 KHz are presented in Tables 3, 4, and 5 respectively. 

 
 Measured Self-

inductance (μH) 
Calculated Self-
inductance (μH) 

Percent 
Difference (%} 

ESR (mΩ) 

Transmitter coil 4.0 4.07 1.72 170  
Receiver coil 4.05 4.07 0.49 170  

Table 3:  Self-inductance and ESR values extracted from RLC meter in 120 Hz 
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 Measured Self-
inductance (μH) 

Calculated Self-
inductance (μH) 

Percent 
Difference (%} 

ESR (mΩ) 

Transmitter coil 3.58 4.07 12.01 168  
Receiver coil 3.77 4.07 7.37 168  

Table 4:  Self-inductance and ESR values extracted from RLC meter in 1 kHz 

 
 Measured Self-

inductance (μH) 
Calculated Self-
inductance (μH) 

Percent 
Difference (%} 

ESR (mΩ) 

Transmitter coil 3.53 4.07 13.26 168  
Receiver coil 3.71 4.07 8.85 168  

Table 5:  Self-inductance and ESR values extracted from RLC meter in 10 kHz 

 

Measured values of self-inductance from the RLC meter at a low frequency (120 Hz in this case) agreed with the 
calculated values, while the percent difference between measured and calculated values increased with the 
increment of the operating frequency.  This means that the self-inductance value of a spiral coil changes when 
the operating frequency changes. Alternatively, a testing circuit, depicted in Figure , was implemented to extract 
these same values.  In the circuit, R was 10 Ohm and C was 1.78 nF.  An HP 33120A function generator was 
used to drive the circuit.  An Agilent 54621D oscilloscope measured the output voltage of the coils Vout.    If the 

resistance of the circuit was small, the resonant frequency occurred at
C

L


 1
 .  Also, the resonant frequency 

occurred when the impedance reaches maximum.  The frequencies used for characterizing the circuit varied from 
100 Hz to 3 MHz.  Matlab Design Tool was used to plot the output voltages of the coil at various frequencies 
(Figure ). 

 

Figure 9:  Serial resonant circuit for calculating the self-inductance of each coil 

function generator 

oscilloscope 

Vout 
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(a) 

 

(b) 

Figure 10:  Frequency response of spiral coils.  (a) transmitter coil;  and  (b) receiver coils. 

 

Observing Figure , the resonant frequencies of the transmitter and the receiver coils were 1.9 MHz and 2.0 MHz, 

respectively.  According to 
  C

L
f2 2

1
 , the self-inductance of the transmitter and the receiver coils can be 

calculated.  The values of the self-inductance of the coils are shown in Table 6. 

 



International Journal “Information Theories and Applications”, Vol. 17, Number 1, 2010  

 

83 

 Measured Self-inductance from 
resonant circuit (μH) 

Calculated Self-
inductance (μH) 

Percent Difference (%) 

Transmitter coil 3.52 4.07 13.5 
Receiver coil 3.50 4.07 14.0 

Table 6:  Self-inductance values extracted from parallel resonant circuit 

 

Comparison between the data from Tables 3, 4, and 5 shows that there is a gap greater than 10% between the 
measured and calculated values when frequency is higher than 1 kHz.  The values in Table 6 were extracted 
from the frequency response of the resonant circuit.  The circuit was built on a breadboard.  The breadboard 
might affect the performance of the circuit.  As a result, the difference between measured and calculated values 
in the above tables is reasonable, since the value of calculated inductance is frequency independent and the 
measured values of the self-inductance decrease with increasing the operating frequency.  To obtain a more 
accurate result at the operating frequency of 1.6 MHz, a network analyzer is recommended.    

3.2 Implementing the Highly Coupled Inductive Link  

The implementation of the highly coupled inductive link is based on the coils characterized in the previous 
section.  First, the implementation of the transmitter begins with the calculation of the component values of class 
E power amplifier according to the methodology described in Section 2.4.  The values of the choke inductor, the 
parallel capacitor, and the series capacitor are listed in Table 7 below. 

 
Component name Value 
Chock inductor, Lchock 33 μH 
Parallel capacitor, Cp 12 nF 
Series capacitor, Ct 3.3 nF 

Table 7:  Calculated values of the components in the transmitter 

 

Second, the shunt capacitor and the filter capacitor in the receiver need to be determined. The value of the filter 
capacitor Cf can be calculated according to the voltage rise time required by the stimulator unit described in [21].  
The values of both components, Cr and Cf, are presented in Table 8. 

 
Component name Value 
Filter capacitor, Cf 15 nF 
Shunt capacitor, Ct 1.2 nF 

Table 8:  Calculated values of component in the receiver 

 

3.3 Highly Coupled Inductive Link Testing 

3.3.1 DC Output Voltage with Various Load Resistance 

The measurement of the DC output voltage with various load resistances was based on a coil separation of 1.8 
cm with an axial misalignment of 0o and an angular misalignment of 0°.  The values of the resistive load varied 
from 100 Ω to 3.3 kΩ.  The measured and calculated results are present on Figure 8.  
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Figure 11:  Measured and calculated values of the highly transcutaneous inductive link  
with various load resistances. 

Figure 1 depicts the difference between the measured maximum and minimum load voltages, which is minimized 
when the operating frequency is 1.6 MHz.  However, the difference between the calculated (ideal case) and 
measured load voltages is maximized at the same frequency.  It is observed that the maximum variation between 
the measured maximum and minimum load voltages occurs at 1.4 MHz.  To optimize the transcutaneous 
inductive link, 1.5 MHz is chosen as the operating frequency for the link, instead of 1.6 MHz, which was 
discussed in Section 2.5. 

3.3.2 Coil Tolerance 

All measured and calculated results presented in this section were based on a DC power supply of 9 V in the 
transmitter, with a 1 kΩ load in the receiver.  The operating frequency of the transcutaneous inductive link was 
1.5 MHz. The voltage drop across two Schottky diodes (about 0.8 V) of the full-wave bridge in the receiver was 
also subtracted from the model.    

I. Separation Tolerance 

The transmitter and the receiver coils in the highly inductive link operate at separation range of  5 – 25mm.  Both 
calculated and measured values are plotted in Figure 12.  

 

Figure 12:  Comparison between calculated and measured coil separation tolerances  
in the highly coupled trancutaneous inductive link 
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The maximum measured and calculated values were observed when the coil separation was about 1.5 cm.  The 
variation of measured and modeled values was greater than 10%.  However, the minimum measured value was 
16 V which was within the range of desired DC load voltage (10 V – 20 V). 

Angular tolerance 

The measurement of the angular tolerance was based on the coil separation of the transmitter and the receiver 
coils of 1.5 cm.  The range of the angular misalignment was between 0° and 20°.  Measured and calculated 
results are depicted on Figure 13. 

 

Figure 13:  Comparison of calculated and measured angular misalignment tolerance  
in the highly coupled trancutaneous inductive link. 

The slope of the measured values is much higher than the slope of the calculated values.  However, the 
measured value at 18° is still within the desired DC load voltage (10 V – 20 V).  

Axial misalignment tolerance 

The measurement of the axial misalignment tolerance was based on a load resistance of 200Ω and 1.5 cm 
separation between the transmitter coil and the receiver coil.  The range of the axial misalignment was between 0 
and 1cm.  The measured and calculated results are plotted on Figure 3.5, which shows that the difference 
between the measured and the modeled values of axial misalignment is within 12%.   

 

Figure 14:  Comparison of the calculated and measured axial misalignment tolerance  
in the highly coupled trancutaneous inductive link 
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Power Transfer Efficiency  

One may be interested in the overall power transfer efficiency η of a highly coupled transcutaneous inductive link.  
Under a typical coupling condition, with a coil separation of 15 mm, and 5 mm of axial misalignment, the overall 
DC power from the transmitter was delivered to a DC load ranging from 100Ω to 3200Ω,as presented in Figure 
14.  The overall energy transfer efficiency of the transcutaneous energy transformer is presented in Figure 15. 

 

Figure 15:  Input power from the transmitter, calculated and measured power to the implanted load 
 

 

Figure 16:  Overall power transfer efficiency of the highly transcutaneous inductive link. 
 

Figure 15 reveals that the overall energy transfer efficiency is maximized at 33% when the DC load, Rload, is 
100Ω.  When Rload is 200Ω, the efficiency reaches 28%. 

Conclusion 

In this report a comprehensive design and testing of a transcutaneous energy transfer system for an implanted 
system is provided, specifically targeted for gastrointestinal stimulation. The robust modeling of the 
transcutaneous transformer has been validated through the design, implementation, and testing stages. The 
measured results for the transformer are in a good agreement with the predicted values. 
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THE PROBLEM OF SCIENTIFIC RESEARCH EFFECTIVENESS  

Alexander F. Kurgaev, Alexander V. Palagin 

Abstract:  The paper enlightens the following aspects of the problem of scientific research effectiveness: it 
formulates the main problem of growth of the scientific research efficiency; reveals the most essential attributes of 
scientific knowledge limiting  the area of optimum existence for professional scientists’ work efficiency; reveals the 
hierarchy of problem situations on a way to growth of scientists’ work efficiency; defines and grounds the solution 
of the above-mentioned problem situations. As well the given paper investigates efficiency of the chosen way.  

Keywords: scientific researches, the canonical form of knowledge, integral knowledge, cognition, knowledge 
processing system. 

ACM Classification Keywords: A.0 General Literature; J.4 Social and Behavioral Sciences; М.4 Intelligence 
Metasynthesis and Knowledge Processing in Intelligent Systems  

Introduction 

Development of the world community, a society of each state and all their components is constantly accompanied 
by uncountable set of problems, the solution of which is unknown, is inadmissibly difficult or poorly effective for 
practical embodiment. Only the part of problems of civilization’s evolution receives social recognition, is 
formulated in the obvious form and consolidates scientific, organizational, material and financial effort of society 
to their solution in the form of scientific and technical program (STP). 

The program-target method of problems’ solution is generally accepted for the world community, the separate 
states and their components. Numerous generally positive experience of STP formation and performance for 
solution of many problems is saved up, (Kuhn 1962). However together with significant positive experience of 
STP formation and performance the certain lacks in organization, as well as in actual carrying out of scientific 
research take place. 

Lacks of working organizational processes consist in some subjectivity when defining priority for scientific 
research problems and interrelation between them, as well as when managing each STP. These lacks are 
consequences of absence of the objective control mechanism for essence coordination in different documents 
(and coordination of their components among themselves) of each STP and, finally, conformity of essence of the 
received results with the planned ones. The main of the existing lacks of working processes for carrying out the 
research in STP framework is impossibility to use directly already extracted knowledge for statement and solution 
of the current and new problems in scientific and social evolution. 

The specified lacks are inherent in all researches, but they acquire special acuteness for solving problems of 
society development practice necessarily demanding interdisciplinary research. This research is complicating 
work of scientists up to almost insuperable barrier in connection with ultrahigh complexity of their specific content. 
Consequence of these lacks is loss of a part of economic effect from performance of each STP and all their set. 

Research tasks of the paper are revealing attributes of the scientific knowledge limiting area of existence for an 
efficiency optimum of the scientists’ professional work; revealing problem situations on a way of scientific 
research progress and the most essential attributes of information technologies adequate to natural processes of 
problem solving. 
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2 The characteristic of an essence for interdisciplinary research 

Extracted knowledge of the set of scientific disciplines is represented in the form of corresponding set of 
hierarchical scientific theories’ networks (theories with different level of development, formality, content-richness 
and reality coverage), elements of which are probably connected through common objects of validity.  

Theoretical knowledge functions and develops as a complex system inside disciplinary and interdisciplinary 
interactions, directed at the solution of actual problems in social science and practice’s evolution. It is well known, 
that evolutionary development of science is periodically interrupted by revolutionary changes in the scheme 
(paradigm) of cognition’s activity embodying a progressive system of ideals and norms of research (Kuhn 1962). 

Any cognitive process of problem solving has a bidirectional nature – from less to more substantial and from less 
to more general knowledge. Aspiration to the unity of knowledge at the maximal breadth of reality coverage is 
caused by the unity of the world, to the display of which in science the given knowledge is directed. Growth of 
content-richness is caused by incessant penetration of science into more and more deep essence of the reality, 
defining its more and more adequate model (Popper 1984). 

In the most general view disciplinary genesis of science includes two components: from particular theories solving 
specific problems concerning a part of the discipline’s objects – to the fundamental theory fixing the most general 
knowledge concerning all the area of a discipline, and from the fundamental theory – to particular theories 
deepening knowledge of the fundamental theory. 

Any interdisciplinary research includes: reveal of new relations between terms of original disciplines, 
establishment of the new system of laws connecting them, and synthesis of the solution pragmatists for new and 
more complicated tasks. Thus the knowledge of original disciplines may remain constant (an elementary, linear 
case of interdisciplinary interaction) and included entirely (or selectively) in a new hierarchical structure. The 
knowledge may as well undergo modification, or development due to the processes of exchange in paradigm 
installations, concepts and methods between different sciences (nonlinear interdisciplinary interaction) dictated 

by interdisciplinary character of a problem. But in all the cases there is a deepening of scientific knowledge and 
expansion or specification of the area of reality objects studied by initial disciplines. 

Nonlinear interdisciplinary interaction combined with problem orientation has already become a conventional 
norm of global evolution in modern science (Stiopin 2003). 

As a result of this process a new discipline, de facto, is formed and the iterative sequence of events repeats 
infinitely (from some disciplines through interdisciplinary research – to new disciplines with a new object of 
research) towards the approach to the integral scientific picture of the world. 

The real state of affairs in science is characterized by the following: problem situations arising during the infinite 
process of cognition continuously become complicated and include the increasing area of reality phenomena. 
Thus the greater number of the problem situations demand interdisciplinary research for their solution.  

On the basis of the stated above, it is possible to consider the following as the most essential attributes of 
interdisciplinary research: 

 Active possession of the wide range of knowledge; 

 Unification of the form of knowledge representation for different scientific disciplines with regard to the 
actual problem’s solution; 

 Non-deterministiccreative process of substantial connection of insufficiently constructive scientific 
knowledge accumulated by diverse scientific disciplines into conceptually unified new knowledge (being 
the decision of some problem), creation of which is exactly the purpose of the corresponding STP. 
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3 Statement and general characteristic of the efficiency problem in scientific research 

The current state of affairs cannot exist for a long time as it continuously complicates the scientific activity, which  
leads to constant decrease in efficiency of scientists work and which in its turn causes the reduce of new 
knowledge importance .Finally, the contribution of science into solution of urgent problems of social evolution 
decreases, threatening with the contribution’s full loss. 

On the basis of the stated, the essence of the problem of scientific research efficiency is finally reduced to the 
following problem of 0 levels: 

Achievement of socially significant growth of the scientists’ working efficiency by improvement of information 
technologies, directed at overcoming barriers on the way of scientific progress. 

The solution of this problem is exactly the key that opens a door to acceleration of scientific development rates 
and progress of society as we will not exaggerate excessively by asserting that "all components of a modern 
civilization are initially created in scientific laboratories" and that is why the we consider the given problem as the 
most important and most actual for development of science and a society. 

4 Necessity of problem solving in the form of STP 

4.1 The characteristic of the problem’s complexity  
The formulated 0-level problem is fundamental, its solution depends on the whole complex of conditions 
(scientific, organizational, material, financial and personnel), among which specific knowledge’s creativity of many 
scientific disciplines is determining. 
In the world science there is no standard constructive scientific theory of statement and effective solution of any 
scientific problems not only concerning interdisciplinary research, but also research within the framework of the 
any separate unit of science. Moreover, even the obvious statement of this problem is absent. Main causes for 
such state of affairs consist in its ultrahigh complication and complex character. Remaining the basic subject of 
the methodology of science, cognition processes and their components are investigated when solving the specific 
problems in cybernetics and mathematics, the theory of complex systems, linguistics, logic and in all a spectrum 
of computer sciences: from computer engineering up to the systems of knowledge processing and an artificial 
intellect. 

4.2 An unproductive component of the scientists’ work  

Still Aristotle was confident, that any doctrine and training are based on some earlier existed knowledge. The 
appeared or extracted knowledge is necessary for scientists and their professional work just as a pivot was 
necessary for Archimed to raise the Earth. Presence of volume of the extracted knowledge, sufficient to be a 
basis for some problem’s solution, is the only (except for necessary and sufficient attributes of a learning subject 
and conditions of its work) and objectively necessary condition of success. In the most abstract form scientific 
activity is carried out according to the iterative structure (fig. 1), where 1 – extracted knowledge, 2 - the plural 
subject of science, in particular in structure of pairs: 3 - scientists, 4 - information technologies (IT), 5 - the reality.  

This implies a direct dependence of the professional work efficiency of scientists on labor expenditures on search, 
reveal and comprehension of actually necessary fragment of extracted knowledge and operating it in the course 
of research. In its turn, the volume of all these four components of labor expenditures is determined by perfection 
of the form of representation of the becoming knowledge circulating in society, i.e. by the level of its most 
essential attributes: 

 Popularity (a range: from well-known, professional up to indeterminate knowledge); 

 Openness (a range: from obvious up to the implicit form); 

 Commonality �(it is measured by a variety of forms); 
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 Constructivity � (a range: from suitability up to ineligibility for direct use in problem solving). According to 
a standard conception about duality of the world, knowledge acquires constructivity in two displays:  
information (algorithms, knowledge bases, databases etc.) and material (patents, projects of designs 
etc.). 

 
Obviously, the global minimum of labor expenditures or the maximum of the scientists’ professional work 
efficiency exists only in a very small discrete subset (concerning cumulative extracted knowledge of all the area of 
science) of knowledge. It is represented in the single unified form, obvious, constructive and well-known 
concerning all the science (or well-known regarding disciplines to which the researched problem belongs). The 
form of knowledge meeting these conditions we shall name canonical (fig. 2).  

 

Usually, optimum conditions are absent owing to many reasons and mainly some combination of negative 
attributes of knowledge takes place: non-openness, uncertainty (general or concerning some discipline), non-
constructivity and non-commonality. In all these cases, instead of direct research of a current problem scientists 
apply efforts to search (with full or partial absence of guarantees of existence), comprehension and 
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transformation of the extracted knowledge from implicit into obvious, from unconstructive into constructive and 
from different forms into a singe unified form with reference to conditions of the current problem. 

All labor expenditures on search, comprehension and transformation of extracted  knowledge, i.e. on its multiple 
reprocessing, are unproductive concerning the solution of each of many current problems; their volume reaches 
the lion's share of cumulative labor expenditures on separate problems’ solution, and in general may considerably 
exceed labor expenditures on primary creativity of extracted knowledge. Moreover, this part of professional work 
of scientists is not only socially useless, but it even harms, as in each concrete research is carried out ad hoc (i.e. 
concerning specific conditions of the current problem), continuously increasing entropy of extracted knowledge 
in the general area of science.  

4.3 Alternative ways of problem solving  

In all the set of probable solutions of a 0-level problem there are two alternatives: evolutionary - gradual 
accumulation of positive effects and revolutionary - at the expense of paradigmatic innovations’ introduction into 
the development of information technologies of processing and distributing scientific knowledge in society. 

A number of lacks is inherent in the evolutionary way, namely: 

 As the cognitive process is not determined, and suitability of the scientific results’ content (in the modern 
form) �to the control is too low, each research brings to the common coin box two parts of knowledge – 
the part that reduces entropy of awareness about reality, and another part that increases it, according to 
the two components of the scientists’ work (productive and unproductive). At the same time the real 
state of development of a modern civilization does not add optimism for confidence in reduction of the 
common entropy of scientific knowledge while using available information technologies. Even if reduction 
takes place, it is quite obvious, that its rates do not correspond to requirements of time; 

 Now, as a result of an informational "explosion" and continuous expansion of scientific space,  the 
volume of extracted scientific knowledge has already achieved critical point in ability of scientists to 
receive actually necessary part of knowledge, its mastering and active use; 

 Indemnification of an unproductive component of scientist’s work at the expense of extensive 
development of science is unacceptable in essence�; 

 It is allowable to assert, that the present state of development of science is close to crisis. 

Thus the problem situation is obvious and it is unsolvable at the current state of affairs. As the acuteness of a 
problem situation induces to resolute actions for its solution, the specified lacks and difficulties of evolutionary 
succession of events compel to concentrate effort on development and realizations of an alternative way, 
especially as according to the general belief about no time for delay in science!  

As a whole, the way of paradigmatic innovations is quite natural, it is certified by the indisputable facts of 
development of both separate scientific disciplines and all science, and it repeatedly justified itself. Its efficiency 
(even at presence of risk) is generally accepted, provided that a new paradigm has ripened enough within the 
current one, i.e. its suitability for solving available problems (unsolvable or difficult within the limits of a current 
paradigm) and an opportunity for realization of its constructive embodiment are grounded (Kuhn 1962). 

4.4 The basic idea of the problem solving  

It is offered to change cardinally the methods of extraction, representation and use of scientific knowledge, and as 
consequence - the attitude to knowledge on the part of a society, scientists themselves and finally to science as a 
whole (Palagin and Kurgaev 2009). 

In a modern society there is a conventional belief, that the scientific knowledge (irrespective of its structure, level 
and place, time of creation and the subject-creator) is a version of raw material use of which is impossible without 
spending additional resource for its processing during new knowledge’s creativity and/or creation of more or less 
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useful material or information product. There are quite enough bases for it, which can be proved by world 
scientific practice, and all scientists submissively accept it as inevitable evil or, on the contrary, as a public 
permission for imperfection of personal working results.  

Obviously, such state of affairs does not satisfy anyone. In interaction of society and science everyone is 
interested in receiving the greatest contribution to one’s development: society from science, and science from 
society. The exit of this problem situation is only one – meet each other instead of opposition, filling with the 
constructive contents and accepting for joint realization the well-known thesis: "Science is a direct productive 
force of social progress!". It is offered to make a fundamental statement as a new paradigm’s foundation. 

The statement. Extracted knowledge in a canonical form – is the most perfect version of a fixed capital of society 

which is providing development of science and progress of the civilization. 

It has own bases even now, as the common attributes (suitability for duplication, modification, development, 
improvement of safety and comfort of life and labor, growth of social progress rates, profit formation etc.) are 
inherent in its components. Regarding the quality of the listed attributes, there is no doubt that knowledge’s 
attributes are essentially better, than attributes of  material versions of a fixed capital, and only scientific 
knowledge may determine and continuously correct civilization’s development towards its harmony with nature. In 
spite of this, it is obvious, that  in relation to modernity the suggested statement is false, as the scientific 
knowledge still does not possess the following most essential attributes of the final commodity and condition for 
its existence in society: 

 Suitability for direct use; 
 Measurability of parameters of quantity and quality; 
 A market price and cost; 
 Effective norms for the rights and duties of the manufacturer and consumers. 

The essence of the 0-level problem’s solution consists in an embodiment of necessary and sufficient conditions 
for effective functioning of the extracted knowledge as a commodity and also in stimulation of this process. The 
main means for achievement of these conditions should be the solution of the scientific problems’ set concerning 
creation of a system of new computer information technologies which are adequate to natural problem solving 
processes in science. 

4.5 Hierarchy of problem situations  

On a way of solving the 0-level problem appears a group of the 1-level problems the presence of which is 
proved by the 1-level problem situations confirmed by the facts of a modern state of science: 

 Inadequacy of modern computer knowledge processing to natural process of scientific research; 
 Difference of the form of the scientific knowledge used for the constructive problem solving and the form 

that circulates in an infrastructure of the knowledge distribution in society. 
Each of the specified problem situations of the 1st level is complex in its turn and demands carrying out the 
research of different scientific disciplines for solving the problems of the 2nd level, the presence of which is 
proved by the problem situations, in particular: 

 Insufficient constructivity of scientific knowledge, its ineligibility for direct use in solving the current and 
new problems and for practical implementation; 

 Variety of the existing forms of extracted knowledge (i.e. structures and languages of theories), inherent 
in different scientific disciplines, in comparison with the unified form of conceptually single new 
knowledge, for creativity of which a corresponding STP is generated; 

 Complexity, variety and uncertainty of natural creative processes for statement and solution of scientific 
problems, their versions and components; 
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 Inadequacy of computer information technologies, models and languages of knowledge representation 
to natural creative processes of statement and solution of scientific problems; 

 Inadequacy of the working Internet-technology to needs of scientists concerning accuracy and relevance 
of search of actually necessary scientific knowledge; 

 Production of new scientific knowledge is carried out by intensive work of creative persons who pay the 
expensive price for it , and it is sold too cheaply, almost at the price of the carrier spent for fixing this 
knowledge; 

 The level of educational methods and technologies, preparation of experts in the higher school does not 
correspond �to the modern state of science. 

The stated items prove quite sufficiently the complexity, interdisciplinary character of research of the formulated 
0-level problem. 

5 The characteristic of problem solving results 

5.1 Expected results  

As a result of research directed at the solution of the problem situations listed above, the following should be 
determined: a conceptually uniform area of extracted knowledge in canonical form and the totality of adequate 
and mutually coordinated information technologies for effective support of all components of scientific 
professional work in the sphere of any scientific problems’ constructive solution and direct practical 
implementation of new scientific knowledge. 

Analyzing the essence of causes and effects of paradigm innovations’ introduction into computer systems’ 
development, it is possible to make certain, based on many facts, that the whole evolution of computer science is 
connected with reception of precisely these results. At the time of computers’ emergence the primary attention 
was concentrated on questions of practicability of constructive calculations and achievement of record values of 
quantity indicators. Eventually among the foreground questions appeared issues of adequacy of information-

analytical support for all components of natural problem solving process in relation to scientific and practical 
problems. Nowadays the primary attention is focused on realizations of knowledge processing systems 
represented by various formal models with use of modern mathematical methods and architectural decisions, in 
particular, with hardware support of these methods. 

5.2 The characteristic of the results’ efficiency  

Due to lending a combination of the most essential creative attributes to the extracted knowledge, under 
conditions of their overall effective support by means of information technologies and rules of law, scientific 
knowledge will acquire the abovementioned but absent now attributes of a final commodity: 

 Suitability for direct use; 

 Measurability of parameters of quantity and quality; 

 A market price and cost. 

Efficiency of the solution for the abovementioned problem situations is defined by the sum of effects (different 
quality as a whole) from purchase of these and other attributes. 

5.2.1 The effect from direct use of the extracted knowledge  

This effect is formed due to the change in structure (fig. 3) of the scientists’ professional work in new (II) 
information technology in comparison with traditional (I), where labor inputs on: 1 - search, 2 - comprehension 
and transformation of the extracted knowledge in an canonical form; 3 - creativity of new knowledge (operation 
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with knowledge, theoretical and empirical knowledge, examination of hypotheses and test of results); 4 - 
embodiment in the final information product. 

 

In new information technology: 

 Labor inputs 1 for search of actually necessary knowledge are essentially smaller than in traditional 
informational technology, due to restriction of search space by knowledge in a canonical form; 

 Labor inputs 2 are optional (any benefit is possible only from their part connected to the  knowledge 
comprehension, though, mainly we are not interested in some artifact’s functioning, if only it is known 
which problem it solves and also norms of its use); 

 Labor inputs 4 are essentially reduced due to the use of technology opportunities in operating 
information in the form of knowledge. 

Granting scientists an opportunity to use knowledge directly in a canonical form creates the base that will allow 
scientists either to find time for the new problem solving, or to concentrate all their creative abilities and efforts on 
improvement (validity, deepening and generalization) of the new knowledge being the constructive solution of 
certain actual problem. That is, the new opportunity creates necessary and sufficient conditions for essential 
growth of the scientists’ professional work efficiency, rates and quality of scientific development. 

5.2.2 Effects of the knowledge parameters’ measurability – such as quantity and quality  

Quality of the extracted knowledge acquired as a result of any scientific research, is exhaustively determined in 

four-dimensional space of the most essential attributes: 

 A problem,  solution of which is a new knowledge; 

 The content of knowledge; 

 The form of knowledge; 

 A fragment of the reality to which the knowledge is distributed. 

Specific characteristics are inherent in each of these attributes: 

 The problem is determined by a closed logic formula (or its natural language equivalent) validity of which 
is a consequence of scientific research, and also by a place among other problems of science (or its 
separate discipline) in the form of structure of connections between them; 

 The contents of knowledge is determined by a cortege of <A,KB,K,X,C > sets (where A- axioms,  KB 
- basic concepts,  K- derivative concepts,  X- variables,  C- constants) and structure S built on their 
generators; 

 The form of knowledge is determined by volume (e.g. in quantity of definitions, formulas, text’s or code’s 
lines etc.) and some set of quality indicators (in particular, productivity of task solution, volume of testing, 
tasks’ examples etc.); 
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 The fragment of the reality – is a cortege of sets of objects or phenomena, to which knowledge is 

distributed, i.e. domains of X – variables, and C – constants. 

For example, on the basis of the logic formulas being the statement for different problems, it is possible to define 
some set of relations between them, in particular, the relation of following, and on the basis of structure of some 
problem’s connections with other problems – their affinity to the base or periphery (to a special, individual branch) 
of corresponding discipline and other problems’ dependence on it. 

Only for the canonical form of extracted knowledge there is an opportunity to measure indicators of quantity and 
quality of scientific results and, accordingly, assess objectively, compare and supervise scientific research results. 
In particular, due to this it becomes possible to measure the certain researches’ level of fundamentality, 
completely exclude attempts of bureaucratic dichotomy of science (for example, its division into the fundamental 
and applied) and criteria of research results’ dichotomy into obvious or implicit, constructive or unconstructive 
acquire an obvious form. 

5.2.3 Effects of adequacy 

Effects of adequacy of information technology to natural problem solving processes consist in comfort 
improvement in the scientists’ professional work at the expense of granting qualitatively new opportunities for 
individual use: 

 Direct operating with knowledge; 

 Supports of intellectually difficult processes of theoretical and empirical cognition, transformation of 
implicit knowledge into obvious, etc.; 

 Establishments of mutual understanding, partner interaction with a computer directed at problem solving. 

In its turn, a new quality of comfort comes back to scientific development as an additional (related to fig.3) 
decrease in the scientists’ labor inputs exactly into the creative component, as a more complete display of the 
deepest components of scientists’ personality intelligence concerning quality perfection of problem solving 
results, and also as a growth of appeal and prestige of scientific work in society. 

Due to structural change in the creative component of scientists’ work, in new (II) information technology we will 
obtain essential social effect (Kurgaev 2008), in comparison with traditional (I) technology (fig. 4), where 1 - 
programming and/or designing; 2 - task solving; 3 - knowledge in a canonical form (accumulated at the beginning 
of the current problem’s solution), 4 - the new knowledge acquired during the current problem’ solution. 
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Social effect is generated from two components; the first one consists in change of attitude to evaluation of the 

researchers’ work: 

 Information products created by using traditional technologies, do not accept secondary use for task 
solving, and the tasks’ statement differs from the primary one. Therefore these informational products 
are valued as quickly worn means of labor, and accordingly the labor applied to them  is qualified as not 
valuable and quickly losing its utility; 

 The new information technology is based on accumulation of knowledge in a canonical form – 
knowledge entered and verified is suitable for multiple reuses, irrespective of the specific tasks’ 
statement up to moment of change of reality or our idea about it. The labor applied for knowledge 
extraction, accumulates and acquires the quality of an intellectual capital, and the character of labor 
update coincides with the character of update of capital’s means. 

This component is estimated as the difference between total cost of the past labor applied to the extracted 
knowledge which is a basis for the current problem’s solution, and the cost of the labor applied to the knowledge 
adjustment and update. 

The second component of social effect is defined by saving social labor for problem solving by new technology 
application. 

5.2.4 Effects of attaching a market price and cost to the knowledge 

The knowledge received as a result of any of scientific research, acquires the objective price and cost only within 
market relations between manufacturers and consumers of knowledge and with strict observance of legal 
relations between them. 

Primary cost of the C-knowledge in a canonical form can be defined on the basis of different fact sheets. In 
particular, the assessment will be quite objective in the following range: 

C0 · (1 + k) ≤ C ≤ k · P, 

where C0 – the cost price of knowledge, k – average profit rate for information branch, P – the average 
consumers’ profit on the use of knowledge, cost of which is assessed. Market cost is determined by conditions of 
supply and demands. 

Obviously, that the main effect from adding a market price and cost  to knowledge  consists in involving science 
in direct participation in economic activity of society with all its positive attributes and consequences, the essence 
of which leads to more effective (in comparison with modern) use of powerful regulating mechanisms of market 
relations as additional stimulus for scientific development. 

5.2.5 Effects of assistance to positive tendencies of social development  

The abovementioned effects prove the expediency of the considered way for the specified problem situations’ 
solution and prove it more than sufficiently.  

However the main effects are seen in realization of the optimum new conditions for evolution of the positive 
civilization phenomena observed at present. These positive phenomena consist in development (in structure of 
type fig. 1) population of individual man-machine intellectual systems (IMMIS) where information technologies 
play the role of a catalyst, an amplifier of individual intelligence. Due to the possibility of continuous knowledge 
accumulation (according to fig. 4) new information technologies are means of encouragement for development of 
human creative abilities, realization of personal ambitions concerning the intellectual capital’s accumulation for 
social status improvement at the expense of it, and also are the guarantor of rights and freedoms for each  
scientist. 

In its turn, the development of IMMIS population capable of knowledge creativity in the form of end product is 
optimum for existence and development of creative IMMIS groups in which necessity of administration is 
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completely eliminated (bureaucracy is out of the question) and a basis for trust and cooperation is displaced from 
moral to professional qualities of colleagues. Due to this there appear new opportunities for socially significant 
growth of scientists’ professional work efficiency in problem solving, because owing to creative interaction in a 
working team total result of work of each creative team (measured by collective volume of knowledge) is 
essentially higher than the sum of those results for team members, which they are capable of outside of the team. 
This additional effect, under condition of efficient protection of the employees’ rights for its part, serves as a 
cementing stimulus for a creative working team, and its existence – as competitiveness in the creative society, 
which is determined by the total effect of realization for the created non-material product. 

The structure of effective knowledge and problems’ functioning in society (fig. 5) includes: 1 – extracted 
knowledge; 2, 3 – an information and material embodiment of knowledge in a canonical form; 4 – current 
problems of science and society; 5 – problems in the obvious form; 6 – set of structures built of creative IMMIS 
groups; 7 – creative IMMIS groups; 8 – administrational structure  for the managing subjects of society; 9 – 
managing subjects; 10 – educational structures; 11 – examination of the produced knowledge in novelty, 
perfection, utility; certification of knowledge, their distribution according to these features and allocation of 
knowledge in a canonical form; 12 – realization of market relations concerning knowledge; 13 – examination of 
problems in novelty, importance, urgency, and certification of problems.  

 

At fig. 5 new or essentially updated components of a (modern) information infrastructure for spread of knowledge 
are selected with blackout. The presented structure shows the interaction of its components which due to 
mutually coordinated combination of positive effects of several feedback contours creates optimum conditions for 
stimulating informational development of all society’s components – science, education and manufacture (Palagin 
and Kurgaev 2009). 
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6 Summary and Concluding Remarks 

It is proved, that: 

 The area of a maximum of scientists work efficiency is limited by extracted knowledge in a canonical 
form, i.e. obvious, constructive and presented in the unified form; 

 Paradigm innovations are expedient for development of information technologies of processing and 
distribution of scientific knowledge in society. 

It is offered to accept for implementation the new attitude to scientific knowledge (as to the most perfect version 
of a fixed capital of society) by providing the knowledge with the most essential attributes of the final commodity 
which are absent at present and creating the most favorable conditions for its existence and development in 
scientific and public practice. 

It is proved, that efficiency of results for creation of new information technologies’ system is defined by the sum 
of effects, in particular: 

 Unproductive labor expenditures of scientists are extremely reduced due to the direct use of extracted 
knowledge in a canonical form; 

 Only the canonical form of knowledge enables objective assessment (in particular, in  money 
equivalent), comparison and supervision of scientific research results; 

 Comfort of scientists’ work essentially improves due to use of the information technologies adequate to 
natural creative processes in problem solving; 

 Quality of problem solving results will be improved and appeal and prestige of scientific job in society 
grows; 

 The extracted knowledge acquires attributes of the intellectual capital owing to the realization of 
functions of  knowledge accumulation in a canonnical form; 

 With the receipt of a market price and cost by knowledge, science becomes a direct participant of the 
economic activities of society, which serves as an additional stimulus for scientific development; 

 The updated information infrastructure of knowledge functioning in society technologically provides 
productive interaction of all its components, which create the most favorable conditions for progress of 
both the science and a creative society. 
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