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INTERFERENCE MINIMIZATION IN PHYSICAL MODEL OF WIRELESS NETWORKS 

Hakob Aslanyan 

 

Abstract: Interference minimization problem in wireless sensor and ad-hoc networks is considered. That is to 

assign a transmission power to each node of a network such that the network is connected and at the same time 

the maximum of accumulated signal straight on network nodes is minimum. Previous works on interference 

minimization in wireless networks mainly consider the disk graph model of network. For disk graph model two 

approximation algorithms with )( nO  and ))ln(( 2noptO  upper bounds of maximum interference are known, 

where n  is the number of nodes and opt  is the minimal interference of a given network. In current work we 

consider more general interference model, the physical interference model, where sender nodes' signal straight 

on a given node is a function of a sender/receiver node pair and sender nodes' transmission power. For this 

model we give a polynomial time approximation algorithm which finds a connected network with at most 

)/)ln(( 2 βnoptO  interference, where 1≥β  is the minimum signal straight necessary on receiver node for 

successfully receiving a message. 

Keywords: interference, wireless networks, graph connectivity, set cover, randomized rounding. 

ACM Classification Keywords: C.2.1 Network Architecture and Design - Network topology, G.2.2 Graph Theory 

- Network problems. 

 

Introduction 

We consider interference minimization problem in energy limited wireless networks (wireless sensor and ad-hoc 
networks) where recharging or changing the energy sources of nodes is not feasible and sometimes due to 
environmental conditions not possible. In such networks it is important to consider the minimization of energy 
consumption of algorithms running on network nodes. By decreasing energy consumption we increase nodes 
operability time and as a result networks' lifetime. In different wireless sensor network (WSN) applications 
definition of networks' lifetime may be different (till all the nodes are alive, network is connected, given area is 
monitored by alive nodes, etc). In current work we tend to decrease energy consumption of nodes by decreasing 
the maximum interference of network algorithmically. Wireless communication of two nodes which is experiencing 
the third one is called interference. High interference on a receiver node (high value of accumulated signal 
straights on a node) makes difficulty to determine and accept the signals dedicated to it, this makes necessity for 
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sender node to retransmit the signal until it is successfully accepted by receiver node, which is extra energy 
consumption and should be avoided. 

Interference Minimization in Disk Graph Model of Wireless Networks 

Consider a set of spatially distributed nodes, where each node equipped with radio transmitter/receiver and the 
power of nodes' transmitter is adjustable between zero and nodes' maximum transmission level. In disk graph 
model of network assumed that by fixing a transmission power for a node we define a transmission radius/disk of 
a node, i.e. the transmitted signal is reachable and uniform in any point of transmission disk of node and is zero 
outside of it. In this model two nodes considered connected if they are covered by each others transmission disks 
and interference on a given node defined as the number of transmission disks including that node. The overall 
interference of network is the maximum interference among all the nodes forming the network. The main 
weakness of disk graph model is the assumption that the radio coverage area is a perfect circle. 

Assigning a transmission powers to a given set of spatially distributed nodes such that nodes form a connected 

network with assigned transmission powers while the interference of network is minimal called interference 

minimization problem in wireless networks. 

One particular case of interference minimization problem described above is studied in [Rickenbach, 2005]. 
Authors considered the problem in one dimensional network, where all the nodes are distributed along the 
straight line, and named it a highway-model. For this model they showed that intuitive algorithm, which connects 
each node with its closest left and right nodes, can give a bad performance. An example of network where 
intuitive algorithm has worst performance is the exponential node chain, where distance between two consecutive 

nodes grows exponentially ( 110 ,2,,22 −n
  ). They also gave two algorithms for one dimensional case of 

interference minimization problem. The first algorithm, for a given set of distributed nodes, finds a connected 

network with at most )( ∆O  interference where ∆  is interference of uniform radius network under consideration 

and is )(nO  in some network instances. The second one is an approximation algorithm with )(4 ∆O  

approximation ratio. By applying computational geometry and ε -net theory to ideas given in [Rickenbach, 2005], 

[Halldorsson, 2006] proposes a algorithm which gives )( ∆O  interference bound for maximum interference in 

two and )( ∆∆logO  for any constant dimensional network. Authors of [Aslanyan, 2010] give iterative algorithm 

based on linear program relaxation techniques which guaranties ))ln(( 2noptO  interference bound for networks 

of n  nodes, opt  here is the optimal interference value for given instance of network. Logarithmic lower bound for 

interference minimization problem in disk graph model of networks under the general distance function is proven 
in [Bilo, 2006] by reducing minimum set cover to minimum interference problem. 
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Interference Minimization in Physical Model of Wireless Networks 

Again, consider a set of spatially distributed wireless nodes, where each node has a radio transmitter/receiver 
with adjustable power level. In physical model of wireless networks we refuse the assumption that the signal 
coverage of a node is a perfect circle and assume that the signal straight on any given point (node) of network is 
a function of sender node, the node in question and the level of transmitted signal. In this model we are also 
given a constant β  which is a signal acceptance threshold, i.e. it assumed that receiver node accepts the signal 

if it's straight is at least β . By this mean two nodes considered connected if their signals' straights are at least β  

on each other. Interference on a given node defined as a sum of signal straights on that node and interference of 
networks is the maximum interference among all the nodes forming the network. 

The disk graph model can be deduced from physical model if we consider a signal straight function which for 
every node and its transmission level draws a disk and outputs a positive constant for every node within that disk 

and zero for the rest. Another example of signal straight function is αξξ ),(=),,( vudvuf  where u  and v  are 

sender and receiver nodes respectively, ξ  is the transmission power of u , [ ]2,6∈α  is the path lost exponent 

and ),( vud  is the distance between nodes u  and v  [Pahlavan, 1995]. 

Interference minimization problem defined in a same way as for disk graph model. 

Assign a transmission powers to a given set of spatially distributed wireless nodes such that nodes form a 

connected network with assigned transmission powers and the interference of network is minimal. 

Our result is a deterministic polynomial time algorithm for interference minimization problem in wireless networks 
under the physical model of wireless networks in consideration, which for given network of n  wireless nodes finds 

a connected network with at most )/)ln(( 2 βnoptO  interference. 

Formal Definitions 

Consider a set V  of n  wireless nodes spatially distributed over a given area where nodes have adjustable 

transmission power and it can be fixed between zero and nodes' maximum transmission power. For any node 

Vu ∈  denote the range of feasible transmission powers by ][0,= max
uuR ξ , where max

uξ  is the maximum 

transmission power for node u , and define a signal straight function +→× RRV uu :φ  where ),( ξφ vu  is the 

signal straight of node u  on node v  when u  uses the transmission power ξ . We assume that the signal straight 

function satisfies to following conditions   

    1.  for any uR∈21,ξξ , from 21 ξξ ≥  it follows that ),(),( 21 ξφξφ vv uu ≥   

    2.  for given +∈ Rη  it is easy to find a uR∈ξ  (if exists) such that ηξφ =),(vu   
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Suppose that for any node u  the suitable transmission power uξ  is fixed, then any two nodes u  and v  

considered connected if βξφ ≥),( uu v  and βξφ ≥),( vv u  where 1≥β  is the signal acceptance threshold of 

network. Interference on a given node u  is the accumulated signal straight of all the nodes forming the network 

),(=)( }{\ vvuVv uuI ξφ∑ ∈  and )(max=)( VIVI Vv∈  is the overall network interference. At this point interference 

minimization problem can be formulated as follows: 

Given a spatially distributed set of wireless nodes, assign a suitable transmission power to each node such that 

the network is connected and the interference of network is minimal. 

This is the formulation of interference minimization problem by transmission power assignment. 

Consider a network graph ),(= EVG  where }),(,),(,,|),{(= βξφβξφ ≥≥∈ max
vv

max
uu uvVvuvuE  i.e. in graph 

G  two vertexes/nodes are incident if their maximum transmission powers are enough for communicating with 

each other. By this mean interference minimization problem is formulated as follows. 

For a given network graph ),(= EVG  find a connected spanning subgraph ),(= EVH ′  such that the 

interference of network computed by the selected set of edges is minimal. 

Formally, having the subgraph ),(= EVH ′  it is correct to further extract transmission power for any node u  as a 

minimum power such that u  can communicate with all of its neighbors in H , 

}),( that  allfor  ),(|{= Evuvvmin uu ′∈≥ βξφξξ ξ , which avoids unnecessary interference. 

Set Covering and Interference Minimization 

In the classical set cover problem a set S  and a collection C  of subsets of S  are given, it is required to find a 

minimum size sub collection C′  of C  such that the union of sets of C′  is S . In a decision version of set cover 

problem a positive integer k  is given and the question is if it is possible to choose at most k  subsets from 

collection C  such that the union of chosen sets is S . It is well known that decision version of set cover problem is 

NP-complete and in polynomial time the optimal solution can not be approximated closer than with a logarithmic 
factor [Johnson, 1974]. Several variants of set cover problem have been studied [Kuhn, 2005; Garg, 2006; 
Demaine, 2006; Guo, 2006; Mecke, 2004; Ruf, 2004; Aslanyan, 2003]. 

Being motivated by interference minimization problem in cellular networks the minimum membership set cover 
(MMSC) problem has been investigated in [Kuhn, 2005]. In MMSC a set S  and a collection C  of subsets of S  

are given, it is required to find a subset C′  of C  such that the union of sets in C′  is S  and the maximum 

covered element of S  is covered by as few as possible subsets from C′ . In a decision version of MMSC problem 

a positive integer k  is given and the question is if it is possible to choose a sub collection of C  such that the 

union of chosen sets is S  and each element of S  is covered by at most k  different subsets. [Kuhn, 2005] 

Contains the proofs of NP-completeness of decision version of MMSC problem and non-approximability of MMSC 
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optimization problem by factor closer than )ln( nO  unless )( )loglog( nOnTIMENP ⊂ . Also, by using the linear 

program relaxation and randomized rounding techniques, [Kuhn, 2005] gives a polynomial time algorithm, which 
approximates the optimal solution of MMSC with logarithmic factor )ln( nO . 

Minimum partial membership partial set cover (MPMPSC) problem has been proposed in [Aslanyan, 2010] and 
used for developing interference minimization algorithm for wireless networks (disk graph model under 
consideration). In MPMPSC a set 21= SSS ∪ , consisting of two disjoint sets 1S  and 2S , along with collection C  

of subsets of S  are given, it is required to find a sub collection C′  of C  such that the union of sets in C′  

contains all the elements of 1S  and the maximum covered element of 2S  is covered by as few as possible 

subsets from C′ . In a decision version of MPMPSC problem a positive integer k  is given and the question is if it 

is possible to choose a sub collection of C  such that the union of chosen sets contains all the elements of 1S  and 

each element of 2S  is covered by at most k  different subsets. It is known that the decision version of MPMPSC 

problem is NP-Complete and that the deterministic polynomial time algorithm exists which approximates the 
optimal solution of optimization version of MPMPSC by logarithmic factor |}))||,{|(( 21 SSmaxlogO  which 

asymptotically matches the lower bound [Aslanyan, 2010]. The approximation algorithm for MPMPSC is achieved 
by applying the same techniques which has been applied in [Kuhn, 2005] for solving the MMSC. 

Being motivated by interference minimization problem in physical model of wireless networks we consider a 
weighted minimum partial membership partial set cover (WMPMPSC) problem which is a generalization of 
MPMPSC. In WMPMPSC a set 21= SSS ∪ , consisting of two disjoint sets 1S  and 2S , along with collection C  

of subsets of S  are given. In each subset from C  the elements of 2S  have weights in [0,1] . The same element 

of 2S  may have a different weights in different sets of C . It is required to find a sub collection C′  of C  such that 

the union of sets in C′  contains all the elements of 1S  and the accumulated, among the subsets of C′ , weight of 

a node which has the maximum accumulated weight, is as small as possible. In a decision version of WMPMPSC 
problem a positive number k  is given and the question is if it is possible to choose a sub collection of C  such 

that the union of chosen sets contains all the elements of 1S  and the accumulated, among the chosen sets, 

weight of each node is at most k . It is easy to see that in WMPMPSC we get a instance of MPMPSC when each 

node has a weight 1  in all the sets of C . This last statement proves the NP-Completeness of the decision version 

of WMPMPSC and the logarithmic lower bound for optimization version of the problem. 

LP Formulations 

Let C′  denote a subset of the collection C . To each subset CC j ∈  we assign a variable {0,1}∈jx  such that 

CCx jj ′∈⇔1= . For C′  to be a set cover for S , it is required that for each element Su ∈  at least one set jC  

with jCu ∈  is in C′ . Therefore, C′  is a set cover for S  if and only if for all Su ∈  it holds that 1≥∑ ∋ jujC x . Let 
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z  is the maximum membership over all the elements caused by the sets in C′ . Then for all Su ∈  it follows that 

zx jujC ≤∑ ∋
. Then the integer linear program MMSCIP  of MMSC problem can be formulated as: 

minimize z    

subject to  ,1≥∑
∋

j
ujC
x  Su ∈  (1) 

 ,zx j
ujC

≤∑
∋

 Su ∈  (2) 

 ,{0,1}∈jx  CC j ∈  (3) 

Integer linear program MPMPSCIP  of MPMPSC would be: 

minimize z    

subject to  ,1≥∑
∋

j
ujC
x  1Su ∈  (4) 

 ,zx j
ujC

≤∑
∋

 2Su ∈  (5) 

 ,{0,1}∈jx  CC j ∈  (6) 

 

After introducing the weight function [0,1]: 2 →× SCw , where ),( uCw j  is the weight of u  in subset jC , the 

integer linear program WMPMPSCIP  of WMPMPSC can be formulated as: 

minimize z    

subject to  ,1≥∑
∋

j
ujC
x  1Su ∈  (7) 

 ,),( zuCwx jj
ujC

≤∑
∋

 2Su ∈  (8) 

 ,{0,1}∈jx  CC j ∈  (9) 

 

By applying randomized rounding technique to MMSCIP  with relaxation of constraints (3) , [Kuhn, 2005] gives a 

deterministic polynomial time approximation algorithm with 1))(ln))((1/(1 +′+ nzO  approximation ratio for 

MMSC problem, where z′  is the optimal solution for MMSCIP  relaxation. Later on [Aslanyan, 2010] states that by 

applying the same randomized rounding technique to MPMPSCIP  with relaxation of constraints (6)  gives a 

deterministic polynomial time approximation algorithm with 1)|})||,{|max(ln))((1/(1 21 +′+ SSzO  
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approximation ratio for MPMPSC problem, where z′  is the optimal solution for MPMPSCIP  relaxation. In current 

work we state that the same randomized rounding technique can be applied to WMPMPSCIP  with relaxation of 

constraints (9)  to achieve a deterministic polynomial time approximation algorithm with 

1)|})||,{|max(ln))((1/(1 21 +′+ SSzO  approximation ratio for WMPMPSC problem, where z′  is the optimal 

solution for WMPMPSCIP  relaxation. The proof of the last statement is presented in the Appendix of this work. To 

sum up, we have the following theorem. 

 

Theorem 1. For WMPMPSC problem, there exists a deterministic polynomial-time approximation algorithm with 

an approximation ratio of |}))||,{|(( 21 SSmaxlogO 1

Approximation Algorithm for Interference Minimization in Physical Model of Wireless Networks 

 

 

Algorithm takes a network graph ),(= EVG  with n  vertices as an input and after logarithmic number of 

)log( nOk ∈  iterations returns connected subgraph GGk ⊆  where interference of network corresponding to the 

graph kG  is bounded by )/)ln(( 2 βnoptO ⋅ , where Vn =  is the number of network nodes and opt  is the 

interference of minimum interference connected network. 

Algorithm starts the work with the graph ),(= 00 EVG  where ∅=0E . On the thl  iteration, 1≥l , algorithm 

chooses a subset 1\ −⊆ ll EEF  of new edges and adds them to already chosen edge set i
l
il FE 1

1=1 = −
− ∪ . As a 

consequence of such enlargement of edge set, interference on graph vertices may increase in some value 
depending on lF . Algorithm finishes the work if the graph ),(= ll EVG  is connected otherwise goes for the next 

iteration. Below we present how algorithm chooses the set of edges 1\ −⊆ ll EEF  on the thl  iteration. Algorithms' 

quality, i.e the final maximal interference on nodes (its upper estimate) is bounded by the accumulated through 
the iterations interferences which we try to keep minimal. Let ),(= 11 −− ll EVG  is the graph obtained after the 

thl 1)( −  iteration, and has the set of connected components },,{=)( 1
1

1
11

−
−−−
lk

lll CCGC  . Denote by 

11 \ −− ⊆ ll EEH  the set of all edges which have their endpoints in different connected components of 1−lG . On 

the thl  stage of algorithm a subset of 1−lH  is selected to further reduce the number of connected components 

which finally brings us to a connected subgraph. In this way we build the collection )),(( 11 −− ll HGCT  of special 

                                                           

 

1See the Appendix A  for the proof. 
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sets as follows. Starting with 1−lH  we add to the set )),(( 11 −− ll HGCT  of thl  stage specific weighted subsets 

VCCvuT v
l

u
l

l ∪−− },{=),( 11  defined by all 1),( −∈ lHvu , where u  belongs to connected component u
lC 1−  and v  

belongs to v
lC 1− . By selection of u  and v  we have that u

lC 1−  and v
lC 1−  are different. By definition of connectivity 

nodes u  and v  can communicate with each other if their signal transmission powers uvξ  and vuξ  satisfy to 

βξφ ≥),( uvu v  and βξφ ≥),( vuv u , where β  is the signal acceptance threshold. To avoid unnecessary energy 

consumption and to reduce interference it would be right to adjust transmission powers uvξ  and vuξ  such that 

βξφ =),( uvu v  and βξφ =),( vuv u , this is possible to do because of the second property of the signal straight 

function φ . Then the noise of the link ),( vu  on any node t  can be calculated as 

),(),(=)),,(( vuvuvu tttvuw ξφξφ +  which would be the weight )),,(( tvuTw l  of node t  in the subset ),( vuT l . And 

so ),( vuT l  is a composite set which includes two labels for components u
lC 1−  and v

lC 1−  and all the vertices in V  

along with the weights, which are the interference increase on nodes if the edge ),( vu  is selected as a 

communication link. In terms of WMPMPSC the labels of connected components will compose the set 1S  and 

weighted V  will be the set 2S . 

 

Figure 1  demonstrates connected components that are input to the stage l , and the set 1−lH  of all cross 

component edges. 

 

 

Figure 1: Connected components that are input to the l -th stage of the algorithm 

p
lC 1−  

q
lC 1−  

1
1−lC  

1
1
−

−
lk

lC  
2

1−lC  

1−lH  
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 After constructing )),(( 11 −− ll HGCT  we normalize the weights of elements by dividing all the weights by the 

maximum weight )),,((max=
1),(, tvuww

lHvutmax −∈  and solve the WMPMPSC on the set VGC l ∪− )( 1  and 

collection of subsets )),(( 11 −− ll HGCT , where condition for elements of )( 1−lGC  is to be covered and for 

elements of V  is to have minimum accumulated weight. Finally, based on the solution 

)),(()),(( 1111 −−−− ⊆ llll HGCTHGCW  of WMPMPSC we build the set lF  of network graph edges, selected at the 

thl  iteration of algorithm by adding to lF  all the edges 1),( −∈ lHvu  such that )),((),( 11 −−∈ ll
l HGCWvuT  and 

multiply all the weights by maxw  to receive the real interference increase. 

Algorithm performance 

Theorem 2. On each iteration of algorithm the number of connected components is being reduced at least by 

factor of two, which bounds the total number of iterations by )log( nO .   

Proof. For each connected component )( 11 −− ∈ l
u
l GCC  of graph 1−lG  the solution )),(( 11 −− ll HGCW  of 

WMPMPSC solved at thl  iteration contains at least one set )),((),( 11 −−∈ ll
l HGCWvuT  such that ),(1 vuTC lu

l ∈−  

(as )),(( 11 −− ll HGCW  is a cover for the set )( 1−lGC ). And as each set )),((),( 11 −−∈ ll
l HGCWvuT  contains 

exactly two connected components, then by adding the edge ),( vu  to our solution, we merge those two 

connected components into one (connecting by the edge ),( vu ). So every connected component merges with at 

least one other component, which reduces the number of connected components at least by factor of 2 .  

 

Lemma 1. Network corresponding to the graph ),(= l
l FVG , where lF  is the edge set obtained on the thl  

iteration of algorithm, has interference in ))/ln(( 2 βnoptO ⋅ .  

Proof. Consider the set of connected components },,{=)( 1
1

1
11

−
−−−
lk

lll CCGC   of thl  iterative step of algorithm. Let 

optE  is the set of the edges of some interference optimal connected network for our problem (edges of connected 

network with optimal interference opt ). Then there is a subset opt
l
opt EE ⊆  which spans connected components 

)( 1−lGC  and the network of the graph ),(= l
opt

l
opt EVG  has interference not exceeding the opt . 

 

Fact 1. The maximal vertex interference due to the spanner l
optE  of )( 1−lGC  is at most opt .  

Now let us build the set collection }),)/(,({=)),(( 1
l
opt

ll
optlopt EvuvuTEGCT ∈− .  

Fact 2. )),(( 1
l
optlopt EGCT −  is a sub collection of )),(( 11 −− ll HGCT  built on the thl  iteration of algorithm and is a 

cover for )( 1−lGC , i.e. )),(( 1
l
optlopt EGCT −  is a solution for the WMPMPSC problem, with some value *z , solved 
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on the thl  iteration of algorithm, not necessary optimal.  Now consider the matrix w
optP  representing the 

transmission signals on some node w  caused by communication links of l
optE . 
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where 





 ∉=

=
               otherwise),,(

),(or   if,0

jii uuu

l
optjiw

juiu w
Euuji

P
ξφ

 

 

is the signal straight of node iu  on node w  when iu  uses the transmission power 
juiuξ  (communicates with 

node ju ).  

Fact 3. and the sum of the matrix elements will give the interference increase we count (the real interference 

increase is the sum of the maximal elements from each row) on node w  by edge set l
optE . Due to the Fact 1 and 

signal acceptance threshold β  for any vertex iu  the number of sets ),),((),( 1 wEGCTvuT l
optlopti

l
−∈  will not 

exceed the  β/opt , in other words the number of non zero elements on each row of matrix w
optP  is bounded by 

 β/opt .  

Fact 4. The interference increase on node w  by the edge set l
optE  can be calculated as w

juiuj
n
i Pmax1=∑  and 

due to the Fact 1 it doesn't exceed the opt .  

From facts 3 and 4 it follows that the sum of the matrix elements is bounded by β/2opt , which means that the 

optimal value of WMPMPSC problem solved on the thl  iteration of algorithm is bounded by β/2opt  and therefor 

by Theorem 1  the interference increase by the edge set lF  is bounded by )/ln( 2 βnoptO ⋅ . 

 

Theorem 3. The network built by WMPMPSC relaxation algorithm has at most ))/ln(( 22 βnoptO ⋅  interference. 

Proof. The proof is in combination of Theorem 2  and Lemma 1 .  
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Conclusion and Future Work 

In current work we considered the interference minimization problem in physical model of wireless networks and 
proposed a polynomial time approximation algorithm which for a given set of wireless nodes creates a connected 

network with at most )/)ln(( 2 βnoptO ⋅  interference. In some WSN applications network considered as functional 

while it is connected, therefore in future works on interference minimization the k -connectivity of network should 

be considered. Also considering the problem in Euclidean spaces, which is a realistic case for WSNs, may give a 
better approximation ratio. 

 

References  

[Shannon, 1949] C.E.Shannon. The Mathematical theory of communication. In: The Mathematical Theory of Communication. 
Ed. C.E.Shannon and W.Weaver. University of Illinois Press, Urbana, 1949. 

[Aslanyan, 2003]H. Aslanyan.  Greedy Set Cover Estimations.  Computer Science and Information Technologies (CSIT), 
:143--144, 2003.  

[Aslanyan, 2010] H. Aslanyan and J. Rolim.  Interference Minimization in Wireless Networks.  IEEE/IFIP International 
Conference on Embedded and Ubiquitous Computing (EUC 2010), :444--449, 2010.  

[Bilo, 2006] D. Bilo and G. Proietti.  On the complexity of minimizing interference in ad-hoc and sensor networks.  2nd 
International Workshop on Algorithmic Aspects of Wireless Sensor Networks, ALGOSENSORS, LNCS, 4240:13--24, 
2006.  

[Demaine, 2006] E.D. Demaine and U. Feige and M.T. Hajiaghayi and M. R. Salavatipour.  Combination can be hard: 
Approximability of the unique coverage problem.  Proceedings of the Seventeenth Annual ACM-SIAM Symposium on 
Discrete Algorithms (SODA), :162--171, 2006.  

[Garg, 1997] N. Garg and V.V. Vazirani and M. Yannakakis.  Primal-dual approximation algorithms for integral flow and 
multicut in trees.  Algorithmica 18:3-20, 1997.  

[Guo, 2006] J. Guo and R. Niedermeier.  Exact algorithms and applications for Tree-like Weighted Set Cover.  Discrete 
Algorithms, 4(4):608--622, 2006.  

[Halldorsson, 2006] M. M. Halldorsson and T. Tokuyama.  Minimizing Interference of a Wireless Ad-Hoc Network in a Plane.  
Algorithmic Aspects of Wireless Sensor Networks, ALGOSENSORS, 4240/2006:71--82, 2006.  

[Johnson, 1974] D. Johnson.  Approximation algorithms for combinatorial problems.  Journal of Computer and System 
Sciences, 9:256--278, 1974.  

[Kuhn, 2005] F. Kuhn and P. von Rickenbach and R. Wattenhofer and E. Welzl and A. Zollinger.  Interference in cellular 
networks: the minimum membership set cover proble.  11th International Computing and Combinatorics Conference, 
COCOON, LNCS, 3595:188--198, 2005.  

[Mecke, 2004] S. Mecke and D. Wagner.  Solving Geometric Covering Problems by Data Reduction.  12th ESA, LNCS, 
3221:760--771, 2004.  



International Journal “Information Theories and Applications”, Vol. 17, Number 3, 2010 

 

246 

[Pahlavan, 1995] K. Pahlavan and A. H. Levesque.   Wireless information networks. Wiley-Interscience, 1995.  

[Rickenbach, 2005] P. von Rickenbach and S. Schmid and R. Wattenhofer and A. Zollinger.  A robust interference model for 
wireless ad-hoc networks.  5th International Workshop on Algorithms for Wireless, Mobile, Ad Hoc and Sensor Networks 
(WMAN), 2005.  

[Ruf, 2004] N. Ruf and A. Schobel.  Set covering with almost consecutive ones property.  Discrete Optimization, 1(2):215--
228, 2004. 

 

Appendix A 

Here we show how randomized rounding technique used in [Kuhn, 2005] for solving the MMSCIP  can be used for 

solving WMPMPSCIP . This section mostly presents the work of [Kuhn, 2005]. 

Consider a instance ),,=( 21 wCSSS ∪  of WMPMPSCIP  and the solution vector x′  and z′  of WMPMPSCLP  relaxation 

of WMPMPSCIP . Consider the following randomized rounding scheme, where an integer solution mx 0,1∈  is 

computed by setting 



 ′=

=
otherwise           ,0

},1min{:y probabilit  with           ,1 ii
i

xp
x

α  

independently for each }{1,..., ni ∈ . Let iA  be the “bad” event that the thi  element is not covered. 

 

Lemma A1.  The probability that the thi  element remains uncovered is 

α−

∋

−∏ epAP j
iujC

i <)(1=)(  

Proof. The proof is in Lemma 1 of [Kuhn, 2005].  

Let iB  be the “bad” event that the weight of the thi  element is more than z′αβ  for some 1≥β . 

 

Lemma A2.  The probability that the weight of the thi  element is more than z′αβ  is 
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Proof. We use a Chernoff-type argument. For 0>ln= βt , we have 
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The inequality and equality in the second line results by application of the Markov inequality and because of the 

independence of the jx . The equality and inequality in the third line hold because βln=t  and xex ≤+1 . For 

the inequalities in the last line we apply xx 1)(1 −≤− ββ  for 1≥β , [ ]0,1∈x  and zijwp j
iujC

′≤∑ ∋
α),( .  

Denote the probability upper bounds given by Lemmas 1A  and 2A  by iA  and iB :  

).1)((11:=   and   )(1:= ),(
j
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In order to bound the probability for any “bad” event to occur, we define a function P  as follows 
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Lemma A3.  The probability that any element is not covered or has a weight more than z′αβ  is upper-bounded 

by ),,( 1 mppP  : 

).,,(< 1
1=1=
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n
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i

n
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∪  

Proof. The proof is in Lemma 3 of [Kuhn, 2005].  

The following shows that if α  and β  are chosen appropriately, ),,( 1 mppP   is always less than 1 . 

 

Lemma A4.  When setting 1|})||,{|max(ln= 21 +SSα , then for },3/3/{max1= '' zz+β , we have 

4/5<),,( 1 mppP  .  

Proof. The proof is in Lemma 4 of [Kuhn, 2005]. 
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Lemmas A1 − A4 lead to the following randomized algorithm for the WMPMPSC problem. As a first step, the 
linear program WMPMPSCLP  has to be solved. Then, all ix′  are rounded to integer values {0,1}∈ix  using the 

described randomized rounding scheme with 1|})||,{|max(ln= 21 +SSα . The rounding is repeated until the 

solution is feasible (all elements are covered) and the weight of the integer solution deviates from the fractional 

weight 'z  by at most a factor αβ  for },3/3/{max1= '' zz+β . Each time, the probability to be successful is at 

least 1/5  and therefore, the probability of not being successful decreases exponentially in the number of trials. 

We will now show that ),,( 1 mppP   is a pessimistic estimator and that therefore, the algorithm described above 

can be derandomized. That is, P  is an upper bound on the probability of obtaining a “bad” solution, 1<P  ( P  is 
a probabilistic proof that a “good” solution exists), and the ip  can be set to 0  or 1  without increasing P . The first 

two properties follow by Lemmas A3 and A4, the third property is shown by the following lemma. 

 

Lemma A5.  

For all i , either setting ip  to 0  or setting ip  to 1  does not increase P : 

{ }),,1,,(),,,0,,(min),,( 11111  +−+−≥ iiiim ppPppPppP  

Proof. The proof is in Lemma 5 of [Kuhn, 2005].  

Lemmas A3, A4 and A5 lead to an efficient deterministic approximation algorithm for the WMPMPSC problem. 
First, the linear program WMPMPSCLP  has to be solved. The probabilities ip  are determined as described above. 

For α  and β  as in Lemma A4, 4/5<),,( 1 mppP  . The probabilities ip  are now set to 0  or 1  such that 

),,( 1 mppP   remains smaller than 4/5 . This is possible by Lemma A5. When all {0,1}∈ip , we have an 

integer solution for WMPMPSCIP . The probability that not all elements are covered or that the weight is larger than 

z′αβ  is smaller than 4/5<P . Because all ip  are 0  or 1 , this probability must be 0 . Hence, the computed 

WMPMPSCIP -solution is an αβ -approximation for WMPMPSC. 
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