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ORIENTATION ESTIMATION WITH APPLICATIONS TO IMAGE
ANALYSIS AND REGISTRATION

David Asatryan, Karen Egiazarian, Vardan Kurkchiyan

Abstract: In this paper, a novel method for image orientation angle determination is proposed. The method is
based on the use of parameters of scattering ellipse of an image gradient field. Various problems with application
of the proposed technique are considered. The results of the experiments for determining the predominant
direction of an image are presented. Three methods of image orientation angle (OA) estimation are compared. It
is shown that the method based on scattering ellipse technique is more precise than the histogram-based
methods. The term of the "backlash” of image rotation algorithms is submitted and a method for “backlash”
estimation is proposed. The “backlash” can be used for determination of the quality of arbitrary rotation algorithm.
It is also shown that the proposed technique can be applied to the problems related to the Horizon line tracking.

Keywords. Image registration, orientation angle, directionality, reqularity, gradient, rotation, scattering ellipse.

ACM Classification Keywords: Image Processing and Computer Vision

Introduction

Image registration is the process of determining the correspondence between all the points in two images of the
same scene. Registration of the images is requires in image analysis applications that involve two or more
images of a scene. The reference and the referred image could be captured at different times, using different
devices, from different angles etc.

The principal problem which is being solved by image registration methods is to find a geometric transformation
such that the referred (or template) image becomes similar to the reference image. Successive solution of this
problem depends on prior knowledge, available about possible type of deformations of referred image, which
could be arrived due to the method of image capturing. Therefore there are huge numbers of image registration
methods, described in the scientific literature. We can refer to [1-2], devoted to the survey on image registration
methods and applications as well.

The most of registration procedures include image rotation operation, which is performed by the appropriate
interpolation technique. The rotation can be performed in two ways. The first way is based on the scanning a set
of possible values of rotation angle and performing the image rotation at each value. Then the image of maximal
similarity with the reference image is considered as a referred one. The second way is based on preliminary
estimation of the difference of orientation angles of the reference and referred images, and rotation the referred
image at that angle.

There are a variety of techniques in the literature to estimate orientation angle, including methods using image
gradients [3], directional histograms [4], discrete Radon transform [5, 6], modified Radon Transform [7] etc.
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In this paper, the second way is considered, therefore a technique for image OA based on using scattering ellipse
of image gradient field and related parameters is proposed. The gradient field is obtained by Sobel operator.

The proposed method is based on determination of the scattering ellipse of an image gradient field. The main
axis of that ellipse is used for image predominant direction angle determination. In the present paper, the results
of various experiments are given, which allows to compare different estimators of image rotation angle, some
rotation methods and determinate the “backlash” of rotation algorithm.

Method

The method originates in a new approach to the problem of image quality assessment, described in [8].
According to that approach the measure for quality assessment is based on the usage of the image gradient
magnitude distribution. Such measure gives the results similar to the human visual system. But the image
gradient field also contains information on image orientation, notably the dominant direction (see, for example,

[3))-

Let [ ={I(m,n)} be a Gray Scale image of size M x N , where I(m,n) is the pixel intensity with
coordinates (m,n), m=0,1,..,M—1, n=0,,..,N—1. Let's denote by matrixes |G, (m,n)| and
|G, (m,n)| the horizontal and vertical gradients of an image at the point (m,n), by F(m,n)| the gradient

magnitude, and by |A(m, n)| the gradient angle, where

F(m,n) = /G2 (m,n) + G2 (m,n) , (1)
— GV (Il'l, 1’1)
|A(m, n)|| = [arctg G (mn)| (2)

Consider the gradient field as a two-dimensional sample from random variable with the elements
G(man) :[GH(man)aGV(man)]' (3)

Define the scattering ellipse of gradient field (3) as the solution of equation with respect to the variables
(2,2, ) [9]as follows

1 (gH _MH)Z _ 2pHV(gH _HHXgV _“V) . (gv _lvlv)2 _?
2 2 ' 2 c (4)
1-puv Oy OGuOy Ov

where p,, Uy, o4, Oy are the sample mean and sample standard deviation of the horizontal and vertical

components of the gradient field, p,;, is the correlation coefficient between them, C is a constant. The large

axis of the ellipse coincided with the line of orthogonal regression, and the slope angle o is determined by
formula as follows
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*
2%pyy ' (5)

tgo =
oot (o7 o3 | +4ply

We assume that the angle o is measured from the horizontal axis anticlockwise as it is shown in Figure 1.

Figure 1. An image scattering ellipse and the orientation angle.

Image orientation angle determination

In this section the results of some experiments, using the technique above, are given and analyzed.
Let T be an original image, I, be the image 1 rotated by an angle o using certain rotation algorithm.

Described method of image orientation angle estimation can be applied to certain problem, which is arisen during
the registration process, such as:

o determination of an image orientation angle with respect to some prior fixed direction;

e determination of difference between orientation angles of two different parts of an image;

e determination of the rotation angle shift between two different images of the same scene;

e error analysis of different rotation algorithms;

o Horizon line tracking, etc.

Fadg
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; 57 y
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T
“\.,l
id
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Figure 2. Determination of the predominant direction of the images.
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Experiment 1. Determination of the predominant orientation angle of an image. Three images with predominant
orientations, which could be distinctly estimated by visual analysis, are shown in Figure 2. Using the above
described method we estimate the angle values which are given below the images. We can see that these values
quite correspond to the visual estimation results.

Figure 3. Pisa Tower. The chosen parts of the image are separated by rectangles.

Experiment 2. Determination of the Pisa Tower leaning angle. It is known that the Pisa Tower is leaned at an

n

angle of 5.5 degrees (see Figure 3). We can estimate this angle by subtraction of orientation angle aur of the

S

Tower and orientation angle ot the building on the left of the Tower.

Appropriate areas of image are chosen to increase the estimation precision, as it is shown in Figure 3. The left
part is of size 450x180 pixels, and the right part is of size 450x620 pixels. As a result of estimating by formula (5)

we obtain as =90.5°, ar =85.1°, ap—oar =5.4°.
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Comparison of orientation angle estimating methods

In this section we compare different methods for OA estimation. Image rotation is performed by algorithm,
described in [10].

A

Experiment 3. Error determination for orientation estimation algorithm. Let ouo be the orientation angle of original

image 1. Rotate the image I by an angle o and estimate the orientation angle o, of the image I, . Angle

A A

o — Lo can be interpreted as the error of orientation estimation algorithm. This approach allows comparing
various estimation algorithms by values of mean-square error (MSE) at different rotation angles.

Table 1. Samples of texture images and histograms given by algorithms 2 and 3.

A

In this experiment we compare three methods of orientation angle estimation:
e Method using the scattering ellipse orientation (Method 1);
e Method based on histogram of individual gradient angle (Method 2);
e Method based on histogram of the gradient magnitude, whereby for the angle o (Method 3), by formula
as follows

n 0 otherwise

Hea) {Z > F(m,n), if A(m,n)=a |

where A(m,n) is the gradient direction, determined by formula (5).

Table 1 shows samples of selected images and corresponding histograms (rows 2 and 3) determined by above
specified algorithms. It can be noted that the algorithm 3 provides the histogram with less variation; therefore it
can be considered as more precise estimation of the rotation angle.
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Table 2. The mean square error of rotation angle estimation using different methods.

Angle o, | Estimation method

degree 1 2 3
5 0.739 3.250 | 3.540
10 1.283 4366 | 3.810
15 1.651 4573 | 4419
20 2.132 4034 | 6.965
25 2.342 6.888 | 6.271
30 2.544 8.562 | 6.365
35 2477 7522 | 7.265
40 2.273 5.028 | 5.405
45 1.934 4414 | 3.282

Rotation of 15 selected images by angles from 5° to 45° by discrete of 5° was performed. The results are given in
Table 2. We can see that the algorithm 1 is the most precise and MSE is equal to 1-2 degrees, while other
algorithms are worse.

Determination of the “backlash” of an image rotation algorithm

Experiment 4. Determination of the “backlash” for rotation algorithms. The term “backlash” we introduce to
describe the results of application of various methods of image rotation, when at first the image is rotated by an
angle o, and then it is rotated in backward direction by the same angle. In ideal case the last image will coincide
with the original image. But because of distortions due to inevitable application of certain interpolation or other
processing technique these images will differ. This difference we call “backlash” of rotating algorithm.

The “backlash” of estimation algorithm includes the following steps:

Step 1. Rotate image I by an angle o.

A

Step 2. Estimate the rotation angle by subtracting the orientation angles of images I, and 1. Let o be the result

of subtracting.
Step 3. Rotate the image I, by anangle —a.. Let I, _, be the resulted image.

Step 4. Estimate the rotation angle of image I, _, by subtracting the orientation angles of images I, _, and I.

A

The result «» of subtracting is interpreted as the “backlash” of rotation algorithm.
We consider three algorithm of image rotation:

e Using B-spline interpolation technique by [10];

o Using Bi-linear interpolation technique;

o Using Cubic spline interpolation technique.
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The MSE of “backlash” for each rotation algorithm applied to the same 15 images are collected in Table 3. We
see that there are no significant differences between MSE values for these algorithms, in spite of the differences
of used interpolation technique. We also can note that the MSE values don't depend on rotation angle.

Table 3. MSE of “backlash” for various rotation algorithms.

Angle Algorithm

Qo 1 2 3

degree
5 0.418 0.592 | 0.69
10 0.439 0.618 | 0.706
15 0.442 0.639 | 0.658
20 0.441 0.623 | 0.638
25 0.439 0.661 0.650
30 0.438 0632 | 0.712
35 0.439 0.644 | 0.661
40 0.439 0.642 | 0.804
45 0.441 0623 | 0.673

Experiment 5. Determination of the “backlash” for rotation angle estimation algorithm. Here the same 15 images
above are rotated using the Algorithm 1 by different angles. Table 4 includes the MSE for specified estimation
technique applied to “backlash” determination.

Table 4. MSE of the “backlash” for different estimation methods.

Angle o, | Estimation method
degree 1 2 3
5 0.696 4960 | 1.299
10 0.706 2179 | 1.847
15 0.658 2.844 | 2.031
20 0.638 4496 | 2.062
25 0.650 4998 | 0.935
30 0.712 4398 | 0433
35 0.661 5.054 | 1.346
40 0.804 4313 | 0.968
45 0.673 5.500 | 1.118

We see that the method based on scattering ellipse properties is better.
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Horizon line tracking

Experiment 6. Horizon line tracking is an important task for certain applications of image processing methods,
such as structural interpretation of seismic images, underground object tracking, coast line determination by
remote sensing, flight control of small unmanned aircraft etc. In these cases the central problem is image
orientation angle estimation. The knowledge of image orientation angle allows to rotate the image anticlockwise
at that angle and to get the image of “normal” orientation, i.e. as if it was taken in the horizontal plane.

An image example containing the sky-ground border (or Horizon line) is shown in Figure 4a. The predominant
direction of orientation is estimated by proposed method and resulted to ~60°. A fragment of the image after
rotating by angle of 60° counterclockwise is shown in Figure 4b. The residual orientation angle of Figure 4b is
equal about 1°.

Figure 4. Image with sky-ground border taken at unknown viewpoint. a - original, b- a fragment of rotated image.

Conclusion

In this paper, a new technique for image orientation angle estimation is proposed. The idea is based on using the
slope angle of the main axis of the scattering ellipse of image gradient field. By using the proposed technique
some problems related to image orientation determination are considered and the results of numerical
experiments are described. Two more methods of orientation angle estimation based on gradient angle histogram
are compared with that. The effectiveness of the proposed method is shown. The term of image rotation algorithm
“backlash” is submitted and a method for “backlash” estimation is proposed. The “backlash” method is used for
determination of the quality of arbitrary rotation algorithm. It is also shown that the proposed technique can be
applied to the problems related to horizon line tracking.
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PREDICTIVE MODELING OF SPATIAL REDISTRIBUTION IN DYNAMICAL MODELS
OF GLOBAL VEGETATION PATTERNS UNDER CLIMATE CHANGE

Nelli Ajabyan

Abstract: The paper discusses stability concepts and methods of stability investigation in models describing the
climate-biosphere interaction for a hypothetical zero-dimensional model. The climate-biosphere model proposed
by [Svirezhev-& von Bloh, 1997], exhibited interesting features concerning the stability and sensitivity to
perturbations of the global system. The work is focused on the determination of transition times between the
equilibriums due to random perturbations. In investigate bifurcations in the model to describe complex behavior in
the model with multiple equilibriums. Global vegetation pattern dynamics strongly depends on production and
hence evolutionary models must explicitly use this concept. We have shown analytically that GVP dynamics could
demonstrate complex behavior with multiple equilibria, chaotic dynamics associated with them as well as

transition zones between consequent states.
Keywords: global vegetation pattern, modeling

ACM Classification Keywords J.2 PHYSICAL SCIENCES AND ENGINEERING, G.1.7 Ordinary Differential

Equations: Chaotic systems

Introduction

Global vegetation pattern dynamics strongly depends on production and hence evolutionary models must
explicitly use this concept. The description of global vegetation dynamics explicitly including the production as
parameter was suggested in [Svirezhev Y. 2000]. In this model the influence of different factors on vegetation
dynamics on concentrated in the function that describes the dependence of production on them. The evolution of
GVP under climate change is described by the change of model parameters. It was shown that using the
formalism of Lotka-Volterra model for competing species it revealed possible to construct some discrete
structures remaining meanwhile in the framework of a continuous model description. In this work we will

investigate bifurcations in the same model to describe complex behavior in the model with multiple equilibria.

Competition models, including diffusive Lotka-Volterra models, proved to be subject of intensive exploration
recently. The neutral stability theory has been widely applied to modeling of species richness in tropical forests.

One model developed by Tilman [Tilman, 1994] was used to give alternative explanation to that of neutral theory.
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Bampfylde [Bampfylde, 2005] adapted Tilman’s competition model to gain deeper understanding of mechanisms

for coexistence of many species exhibited in rain forests.

Vandermeer [Vandermeer, 2004] provided examples demonstrating complicated patterns in tree species
distribution of tropical rain forests. He proposed that transient dynamics represents the continual shuffling among
various basins of attraction under perturbation caused by disturbance events repeatedly affecting the forest. The
most interesting point here, as it is noted in [Bampfylde, 2005], is finding empirical evidence since the recruitment
limitation (defined as the failure of species to colonize a suitable vacant site) is acute in forests when generation

times are many decades.

An attempt is made for analytical investigation of special class of Lotka-Volterra competition models directed to
description of global vegetation pattern proposed by Svirezhev [Svirezhev, 2000]. The state variables are
interpreted as different types of vegetation which correspond to the density of living biomass of a selected type
at some geographical point (x, y). We study the change of dynamics of model with respect to discrete values of
parameters with further analysis of stability under continuous in some vicinity of a selected value. Under this
condition the model can be described by ordinary differential equations. A movement in the transition zone
between types of vegetation then is determined in parametric space rather than considering solutions of partial
differential equation system. The most important is GVP map, which represents a geographical distribution of
different types of vegetation. As it is indicated in [Svirezhev Y. 2000] the map is a space of discrete structure. To
interpret the results we will use the approach developed for the original model, based on definition of a mapping

from parameter space to geographical points.

The complex behavior is formally determined in the general dynamic model with three species when unperturbed
system can itself possess chaotic orbits. The third component is included in the model as a pseudo-type designed
to integrate different disturbances in the system, examples of which present seasonal growth of parasite insects
or insect invasion, consequences of fires that cause a relatively long term impact on the change of dynamics. The
resulting system hence is a dynamic system of one predator with two competing species as a resource type. In
this model free spaces which occur after some events can be latter occupied by the species with faster response
to occurrence of fruiting conditions. In a long term scale later it can be replaced by the second competitor, thus
moving the border between species. The latter is not necessarily a straight line on a specific spot but could be a

line of wavelike form.

The method of investigation is based on identifying invariant sets of the dynamical system. The smallest of them
are the equilibria. The stability of an equilibrium can change in result of bifurcations as parameters of the system
change. New invariant sets defined in result through a prescribed tuning of multiple parameters in the system.
These sets are idealizations but are associated with a range of definite behavior in case of slightly weaker
assumptions on parameters than the tuned ones. In more than two-dimensional case the invariant sets are
destroyed by local or global bifurcations. Local bifurcations may generate periodic solutions or new homoclinic or

heteroclinic cycles, while global destroy links between two invariant sets. It has been recognized recently (see, for
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example, J. Porter, 2004, Magnitski 2004) that heteroclinic cycles are associated with bursting and intermittent
behavior, as well as give rise to chaotic dynamics. In general the trajectories escape from the invariant sets when
small symmetry-breaking terms are considered or under stochastic perturbations. A weakly broken symmetry
gives rise to intermittent dynamics in some nearby invariant region, while noise may allow the trajectories to “jump
across” the invariant space. Due this process of potential random switching the partition of phase space and

definition of transitions through it is very important for predicting the behavior of the system

Routes to chaos and parameter combinations in which there exist alternative limit cycles need detailed

examination to reveal whether the jumps in dynamics will be attained in a real system.

1. Model description

To consider dynamics of two-species model we assume, following approach in [Svirezhev Y. 2000], that types of
vegetation are ordered along a special coordinate x, for instance along a meridian. Then the model is described

by the following system:

OB,

a_tl =B (&,(x)—y,,B, —7,B,)

OB

a_;:Bz(gz(x)_%lBl —V»B,) (1.1)

where &, (x) = &,(T(x). H(x)) = g,(T(x). H(x)) - m, = g,(x) —m,

We will further adapt the model by assuming &; being a parameter that can vary in some limits, but we exclude
direct indication of dependence from spatial coordinate x. Then the species compete for a site the characteristics
of which are specified by &; . In this system one type of vegetation could replace the other or they could coexist,
the dynamics of whole area is determined by the dynamics of spots, the system is similar to that of the

metapopulation model. The next change consists in introduction of scaled variables defined by the following:

Y12

yuB, — Bi a, = Yn=¥n=1
Vi

B 5B _Tn _ _

Vb, —> b2 a, y Vio =0y, Vo1 =4
11

However we will use the same notation B; for the sake of simplicity, then the model is described by the following

autonomous system of ordinary differential equations

dB

7; = B/(&,-B,—a,B,)

dB

—2=B,(¢,-a,B —B,) (1.2)

dt
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The state (0, 0) is a steady state for (1.2). i.e. dead spaces without any vegetation or free gaps are assumed in

this model. The non-trivial equilibria of the system are:

1. {B",00  BY =g

2. {B",0y BV =¢,
3.(B?, B BO = &y — ¢ BY = &~ a4

l1-a,a, l1-a,a,

From the linear stability conditions the first equilibrium is a stable node if both & are negative since the
eigenvalues of the system at this equilibrium are A;=¢; and it is unstable if ;are positive. In fact positive values
provide growth for both competitors, which is limited by carrying capacity of a spot or growth thresholds for the

competing species.

The origin is dead space if ¢ are zero; when they are negative the system to asymptotically stable but dead
biomass state. The eigenvalues calculated for the second fixed point (B0} are

A =& —ae,, 4 =-¢,

The table summarizes the description of stability regions for the state {BS),O}

g, >0 & <a,&, asymptotically stable coexistence
g >0

& > a,é&, saddle point unstable B+ is dominant

& =a,&, the stability is determined by nonlinear part
&, <0 A, >0 unstable species coexistence
g >0 A4 >0
&, <0 A, >0 saddle point unstable B+ dominant
£ <0 A =& +a,8,

A, <0, a,|¢&, |<e¢

a, &, > ¢ A, > 0,4, >0 both species develop

g, >0 A, <0, 2, >0 asymptotically stable |¢ | < a,¢,
g <0

a, &, <ég unstable
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By symmetry we can simply describe the state {B", 0} eigenvalues for which are 4, = —¢,, 4, = &, —a,&,

asymptotically stable

1. ¢ >0,¢, <a,g
2. ¢,<0,¢, <0,4, >0 Unstable

3. ¢, <0 saddle pointif &, > a, | &, | otherwise A, >0

The characteristic equation for ( B1<2) , Béz) ) is

2+ &(a,-1)—¢&(a -1

+M =0
a,a,—1
ag’ a,e; & (a,a, +1)
Where M = ¢, ¢, + + +
a,a,—1 a,a, -1 a,a, —1

Then the bifurcation parameteris: M, =0 if a, = a, #1

The parameter can become zero under

1 [M?
&, =—¢ &a,=a,, M, =¢ +¢,—(a,& +a,&,),4, :_EM" + 4c -M

The system will have purely imaginary eigenvalues +i+/ M at p=0, since the values a, = a, =1

are restricted and interspecific competition parameters are always positive M will be always positive, but it can

become zero only at g/ =0 for both .

Thus when ¢; take values on the straight line / the limit cycle arises from Hopf bifurcation (Figure 1.).

We can check the conditionM >0 where OReA(u)

o o =g +¢&, —(a,& +a,8,).
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e

: 3

Figure 1.

For the points in part | the expression will be positive, then the system has a stable focus, while in the upper part

I it will become negative, hence A; >0. This means that at u=0oscillatory solutions occur in the system with an
. . . 2 . o
amplitude proportional to \/; and the period 7 ~ ? , Where 4, = p£i9. At g =0 this point becomes a

point of center type and it is attracting from one side and repelling from the other. In the vicinity of the limit cycle

the system can be brought to the normal form defined as

Bi =-9B, +[p+(B] + B}))B,

B> =—9B, +[p+(B? + B})|B,

where the signs + ,— stand for subcritical and supercritical bifurcations accordingly. By estimating the nonlinear
component for B; it is possible to prove that the bifurcation is supercritical in large interval of parameter values.

The corresponding transition is soft since a continuous change occurs.

Consider the transition in the system for the particular case with parameter values determined by

Yp=0a,=2,7,=a =2
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26, —¢&
2 1 2)
—,B§

The system in nontrivial equilibrium (B, B{?), B® = = 2¢, — &, has Jacobi matrix

-T¢ +4¢, g —2¢g,

3 3

8¢, —10
—~2(2¢, - &,) %

dB
d_tl:Bl(gl - B, -2B,)
dB
d; =B,(¢, —2B, - B,)
JE) 12¢, —17¢, N 82 +44e; —106¢,s, _

3 9

The eigenvalues are

172 -122, \/{1751 “12e, jz 8257 +442 1062,z 03

A= 6 9

From (3) it is clear that bifurcation of the limit cycle is possible if 17¢, =12¢&,
At this point the has a pair of imaginary eigenvalues given by

A, = +&i4/21,6 , where &, = %81 = L4e,

The necessary conditions for Hopf bifurcation hold, the imaginary part will not turn to zero unless &, # 0.

2. Routes to chaos in two-species dynamic model with disturbance factors.

To consider dynamics of two-species model we assume, following the approach in [Svirezhev, 2000], that types
of vegetation are ordered along a special coordinate x, for instance along a meridian. We will further adapt the
model by assuming &; being a parameter that can vary in some limits, but we will exclude direct indication of
dependence from spatial coordinate x. Then the species compete for a site the characteristics of which are

specified by «;. In this system one type of vegetation could replace the other or they could coexist, the dynamics
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of whole area is determined by the dynamics of spots, the system is similar to that of the metapopulation model.

The next change consists in introduction of scaled variables defined by the following:

- q.=r2
1
y1uB, — Bi Y Vi =Vn=1
- a, =7v,, =a
VB, = B> alz% 2 =2 Y T4
1

However we will use the same notation B; for the sake of simplicity, then the model is described by the following

autonomous system of ordinary differential equations:

B, = B,(¢, — B, —a,B,) 2.4).
B, =B,(¢,-B,—a,B))

To define shifts in dynamics of the two-species model generated by factors that can make severe impact such as
fires we introduce a new variable B, . We assume B, time dependent, dynamics of which is given by the

equation

[ f3(By,By)dt

B,(t)z e

We assume B, of the order & but are interested in impact on the system dynamics provided on relatively short

time intervals. Since f; is a vanishing function of order & we will apply averaging and write

B, (t) = " {const +% [ £:(B,,B,)dt}
0

The three variable systems now can be written in the form

B,=B (& —B,-a,B,-y,;,B;)

B,=B,(¢,-B,—a,B, —y,,B;) (2.2).

By=B (B -73B, —7:B,)

The parameters y ., characterize the strength of B, impact on species B, , 7, the species survival potential.

The state (0,0,0) is a steady state for ( 2.2). i. e. dead spaces without any vegetation or free gaps are assumed in

this model. The parameter £ can be positive and then has interpretation in terms of intensity of the impact, while
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negative values correspond to the damping rate of the disturbance. We will show that one of the equlibria of the

system is a saddle-focus, while two others can be stable, unstable nodes or saddle-nodes.

The three equilibria of the system along B, = 0 are:

L{B",0,0,, 2.{0,B,0}, 3.{B,B,0}

&, —a,E £ — 0,
Where BV =¢,, BV =g, B =225 p& 217 %
l-aa,

l-aa,
The eigenvalues for the first equilibiumare 4, = S —y,6,, 4, =¢,, 4, =& —a,&,.

From these expressions we can see that the eigenvalues are always real, but the signs are determined from

relations among B, ¢, &,.

The characteristic equation of the system for a non-trivial equilibrium can be easily defined from the linear stability

matrix evaluated at {B+, B, 0}.

A&, — €& a 48, — & s T4,
1 27 713 1
—a,a, —aa, —aqa,
a& — & a,& — & . & a8 (2.3)
7 1 V23 1 .
-aa, -aa, —aa,
& —a & & a, &
1 —4é) ) 44
0 0 B-7s —7
l-aa, l-aa,

It is evident that the system has one real eigenvalue A, and two complex-conjugate A4,,

v (g —a,&e,)+yy,(e, —aE)
23=ﬂ_ 31\¢1 292 31\¢2 191

A,=pti8
l-aa, ’
Wherelgz 1 (_M, p:—l g(-a)+e,(1-a,) (2.4)
2(1-aya,) 2 l1-aa,

M = 4(1—a1a2)[816‘2 (I+a,a,)—a,g —azgzz]—(gl —&, +ag —a,&,)’,

We assume a, =1&a, =1, M > 0.
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The emergence of a two-dimensional stable manifold is a consequence of the stable limit cycle existence in the

_a21 &, . This relation means that &, and &, must have

. . , 1
two-dimensional system with parameter values &, =
a,

different sings providing a; are positive. Let's remind that &, (x) is &,(x) = g,(x) —m, present the difference
between the annual productivity and mortality. The shift of border means that destructive process prevails over
reproductive. However, by translating the origin into point (Bl(z), Béz), 0) more transparent conditions for
variables in the transition zone. Let B, , B, be

B =B, —-B?

B, =B, - B

Clearly, new B, could be either positive or negative, but we can include as the direction of shift. Suppose the
shift from the forest to steppe or to bare soil temporarily, it is possible to write explicitly

B =B, -BY?
B, =B, + B}”

Then the Jacobian matrix (2) will take the form

E, —a,&
(2) 1 292
€ —a,B, — 713 1
—a,a,
. £, — €,
a,B, &, Va3 1
—aa,
E, —a & E, —a, €
1 265 2 1€1
0 0 B =7 ey
l-aa, l-aa,

Shil'nikov's theorem states the existence of Smale’s horseshoe and related chaotic irregular dynamics in the
vicinity of the robust saddle- focus, 4, > 0& p < 0. As it is emphasized in [[Magnitski, 2004, p. 92] this

theorem does not prove the existence of an invariant set specific the horseshoe mapping. Following the
elaboration in [Magnitski 2004] we bring the model equations to the form

Bl = pB,—9B,+P(B,,B,,B;)
B =9B,+pB,+0(B,,B,,B,) (2.5)

By =A,B, +R(B,,B,)
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where P, Q, R some functions containing the components from the second power. The system has two manifolds:

a stable and unstable ones. The chaotic dynamics emerges in case| p| <A unless the speed of

movement away from the fixed point on unstable manifold is greater than the speed of attraction to the point.

Fig. 2 illustrates the change of trajectories in the phase space (adopted from [Magnitski, 2004]).

Let D be some region on the surface of the cylinder, the points in which are specified with two variables &,6,

where 0<¢& <86,

0| <@, is the angle between the old position of some point q and the transferred one.

Since the linear approximation is valid inside the cylinder the solutions of the three-dimensional system are
defined by

Bi=r exp(pt)sin(9t + )
Bi=r exp(ot) cos(9 + 0)
B = Eexp(pr)sin( A1)

On the starting point the movement along the separatrix will bring some point g from D to a new area D; situated
on the upper surface of the cylinder. The size of the region is restricted by a cycle of a diameter
el

J
g = Zr(fj .On the following transition the central point p of D1 makes transition to the original position q.
h
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The mapping of the whole D1 to new D, can be approximated by a spiral lying inside the cycle with the diameter of
ld

N
k fold the one of Dy, i.e. &, = 2727{%)

o

When &, <2¢& and small & the spiriling curve will remain in D while at == <1 change &, > 2¢& specific for
3

the horseshoe mapping occurs.

In the limit & — 0 a countable number of horseshoes appear, but introduction of small perturbations will leave a

finite number of horseshoes persistent.

Let us select two strips V4,V2in the population area each containing the points that belonged to the state at initial
moment, this could be biomasses with values in some attracting zone of the limit cycle then the second picture
we can present the set of points survived after two steps of the iteration process. There can be a sequence of
iterations from the formal point of view. In the model the iteration correspond to some shifts that then could occur
in reverse direction. Under decay or some slow recovery from the disturbance can the species can return in time

run to some state close to the initial or with a distorted shape of the border.

Another version of Shilnikov's theorem is valid for the case p > 0,4, <0, where the condition for the

emergence of chaotic dynamics is p < ||

The point now is to consider the behavior of the system with p = A, . The case with both p, A, positive

corresponds to the emergence of a unstable focus, in fact this means that the third component is not disturbing, it
could be even fruiting. It is not feasible for GVP model in this approach and we will not take it into account. Thus
we shall consider the conditions under which the trajectories of the system will “jump” across the invariant
subspace of saddle focus stuck to another state, thus bringing the original model to destruction of the existing
pattern and replacing it by new one. The boundary which has just been the intersection of the stable and unstable
manifolds in the consequence of perturbations now will become a connection between two fixed points. To define
the properties of the heteroclinic cycle separatrix that emerges in result of this new non local bifurcation. Let us

consider the change in parameter values that can push the system to a new bifurcation.

The transition along the connecting manifold can correspond either to substantial growth for one of the species or
the number and size of free spots growth. The opportunities for further “recolonization” of the spot depend
however from the selected species potential to react on new conditions and not only the absence of the

competitor, as well as disturbing factor.
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From the expressions for Bl(z) , Béz) it is easy to conclude that the system can potentially come to (0, Bé” ,0)
when &, — a,&, ortothestate (B”,0,0) incases, = a,s,.
Another point is made by a change in the sign of M, after which the system will have real eigeinvalues. Consider
first the type of the equilibrium {0, B{",0} .
Letsput & =¢, —a,&, thenthe eigenvalues are:

A =0, ==&, = f—rye,
Assuming &, >0, >0, > y,,&, the state will be a saddle node with two-dimensional stable node and
one-dimensional unstable.
There are two points in the system: a saddle-focus with one-dimensional unstable and two-dimensional stable
and a saddle-node with the contrary. Based on numerical investigations it can be concluded [Magnitski 2004, p.
93] that the contour connecting these two points is not robust. An irregular dynamics is observed in the

neighborhood of the bifurcation point with infinitely many stable and unstable limit cycles. A special closed
contour connecting the saddle focus with saddle —-node emerges at g —0- From the model point of view this

means that the presence of a disturbing factor will continue to provide impact bringing to oscillations in the
system.

To consider global bifurcations let's introduce two parameters: & for the difference between p and As, ds2and

dy for the coefficients at in the nonlinear part of the normal form and write the equations in the form:

Bi =-9B, + pB, +d,,(B] + B;)B,

B> =—9B, + pB, +d, (B} +B})B,, §=A,—p, B} +B} =1’

B3 = (6 + p)B,

When ¢ = 0 Hopf bifurcation is supercritical unless d1,2 and dz,l are negative, when the signs of djchange

(under the impact of disturbance) the bifurcation will become subcritical. The bifurcation diagram (Fig. 3) shows

the scheme for the upper part of parameter space partition, with 33 >(.
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Fig.3. The part of the conic surface shows the region where Silnikov’s type chaotic dynamics emerges. The

bisectors divide the quadrants to the parts based on restrictions A, =—p, 4; = p  .Region Il is marked

with Hopf bifurcation.

The chaotic dynamics is associated with some type of local or global bifurcation. When & is small and As is
negative the limit cycle created by Hopf bifurcation surrounding the nontrivial equilibrium on the phase portrait of
the system persists. With a change in A3 and, hence the increasing disturbance, a saddle-focus bifurcations take
place. At the border (line /1) in some small part defined. While the region enlarges a new closed loop encircling
both saddle focus and saddle node equilibrium emerges. At the saddle node one of the eigenvalues of the system

is negative and the second is positive. After the saddle-node gets destroyed, the new emergent dynamics with
{Bfl),O} makes the equilibrium relatively stable, but with only one of the species survived. When the

destabilizing impact of B; decreases or even disappears, the new distribution will depend on several factors.



326 International Journal “Information Theories and Applications”, Vol. 17, Number 4, 2010

Thus, if a small collection of the removed species seedlings remains and the survivors can use new beneficial

conditions (such as free gaps, for example) the system has an opportunity to restore the primary border.

Fig.4.The line shows the border between the part covered with the woods and the steppe.

Conclusion

We have shown analytically that GVP dynamics could demonstrate complex behavior with multiple equilibria,
chaotic dynamics associated with them as well as transition zones between two consequent states. The main
parameter of the model is defined by distinct values of productivity function. A new variable has been integrated
to the system; only general assumptions are made with respect to this function characterization. We model the
competition between the destabilizing effects caused by some event with stabilizing potential of the two-species
system. We illustrate that in case the strength of destabilization is weak (with respect to existing resource, i.e.
biomasses and their potential to renew and survive) and then damping takes place the chaotic dynamics is
revealed that can provide a distortion of the borderline or an essential shift, which however will not bring the

system to the origin with corresponding dead space in the model.
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A METHOD OF CONSTRUCTING PERMUTATION POLYNOMIALS OVER FINITE
FIELDS

Melsik Kyureghyan, Sergey Abrahamyan

Abstract: In this paper we consider the problem of characterizing permutation
polynomials of the shape P(x) = x + yf(x) + & g(x) + tl(x) over the field F,; that is, we

seek conditions on the coefficients of a polynomial which are necessary for it to

represent a permutation.

Keywords: finite field, permutation polynomial, linear translator.

Introduction

Let g be a power of a prime number and F» be the finite field of order g™ > 1. Recall that any
mapping of a finite field into itself is given by polynomial. A polynomial F(x) is called
a permutation polynomial of Fgn if it induces a permutation on F.n. These
polynomials were first explored in the research of Betti [Betti,1851], Mathieu and
Hermite [Hermite 1863] as a way of representing permutations. A general theory was
developed by Hermite [Hermite 1863] and Dickson [Dickson 1896], with many subsequent
developments by Carlitz et.al. The construction of permutation polynomials over any
finite fields is a challenging mathematical problem. Interest in permutation polynomials
stems from both mathematical theory as well as practical applications such as cryptography. Recent
papers [Betti,1851]- [Markos 2011] highlight a method of construction of permutation
polynomials. The given article considers permutations of the form x +yf(x) + 46 g(x) +

Tl(x) over Fy .
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Preliminaries

Let’s start with recalling some definitions and basic results that will be helpful to derive our main result.

Definition1  Let f: F,n > F,and c € F,. We say thata € F;n is a c linear structure of the function

fif f(x+a)—f(x)=cforall x € Fyn.
Note that if a is a c-linear structure of f, then necessarily ¢ = f(a) — f(0).

Definition 2 Define F(x) = G (x)°H (x) composition of the mapping G with H.

Proposition1 ([Kyureghyan G. 2011] Proposition1) Let «,f € IF:;n, a+pf#0 and a,b,c €

Fq, ¢ # 0. If a is an a-linear translator and g is a b-linear translator of a mapping f: Fyn — F,

q»
then a + B is an (a + b)-linear translator of fand c-ais a (c-a)-linear translator of f. In
particular, if A*(f) denotes the set of all linear translators of £, then A(f) = A™(f) U {0} is an F-

linear subspace of IFn.

Proposition 2 ([Kyureghyan G. 2011] theorem3) Lety € F» be a b-linear translator of f:[Fn —
Fgand ##- 1 then the inverce maping of the permutation Zr=x+y/xis

F1(x) = x — ().

b+1

Proposition 3 ([Kyureghyan G. 2011] theorem8) Lety € FFn be a b-linear translator of f: F,n —
Fg.

(@) Then F(x) = x + yf(x) is a permutation of [Fn if b # —1.
(b) Then F(x) = x + yf(x) is a g-to1 mapping of Fyn if b = —1.

Proposition 4 ([Kyureghyan G. 2011] theorem10) Lety,d € Fyn. Suppose y is a b, -linear
translator of f: F,n — [F, and a b,-linear translator of g: F,n — FF,, and moreover § is a d,-linear

translator of f and a d,-linear translator of g. Then

F(x) =x+yf(x) +8g(x)
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is a permutation of Fn, if by # —1 and d, — :1?1 # —1, or by symmetry, if b, # —1 and d; —
1
dyb;

Constructing Permutation

In this section we characterize permutation polynomials of the form

P(x)=x+yf(x)+6g(x)+tl(x)

Theorem1

Let F(x) =x+yf(x) + g(x) be apermutation polynomial in F,n. Supposey isa b, —linear
translator of f: Fgn — Fy and a b, —linear translator of g: Fgn — F, moreover & isa d; —linear

translator of f andad, —linear translator of g.

Then the inverse mapping of the permutation F(x) = x + yf(x) + 6g(x)

is Fl(x)= x— (f(X) —d, g(x)(b1+1)—b2f(x)) Y _ g(x)(b1+1)—b2f(x)5

A bi+1 A
where A=A+d,)(b; +1) —d;b,.
Proof
Consider
by +1)—b by+1)—b
F(x)o<x_<f(x)_dlg(x)( 1+A) zf(x)>b111_g(x)( 1+A) zf(x)6>
b;+1)—b
=x—<f(x)—d19(x)( +A) zf(x)>b11;1
_ 9B+ 1) —haf ()
A
by +1)—b by+1)—b
+yf<x_<f(x)_d1g(x)( 1+ zf(x)>b1y+1_g(x)( 1D zf(X)6>

+og (x B <f(x) IIGIC Dk bzf(X)) R FIOIC DRLTIO 5)
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Taking into account that, y and & respectively is a b, and d, linear translators of f: Fqn — F, and

b, , d, linear translators of g: Fgn — Fy  we get

F(x)°G~(x)°H 1 (x)
g(x)(by + 1) — by f (x) o g(x)(by + 1) — by f (x) s

_ &
=X _b1+1y 1 (b, + DA 1

b, b;+1)—0>b b,+1)—b
+yf(x) — blf-l(-xl) y +diby 9(x) ((bl-:_ 1)) y 2f (%) y —d,y g&x)( +A) 2f (X) y
19008 — 1; ixibf 5+ dib, g(x)(b(lbj j)l)—Abzf(x) 5 _q, 9B ;11) — b, f(x)

Composing similar members we have

_ 1 by g(x)(by +1) — by f(x) 1 by
_x+yf(x)<1_b1+1_b1+1)_ 1 A (1_b1+1_b1+1)y
g 1+1)—b2f(x); A dib, \

A (b1+1_1_d2+b1+1)_

Theorem2
Lety,d,7,€ Fqn .Suppose y,d,7, is a respectively by, dy, c;-linear translators of f: Fgn — F and

by, dy, ¢, Hlinear translators of g: Fgn — Fy and bs, d3, c3 -linear translators of I: Fgn — Fy. Then

Px)=x+yf(x)+6gx)+1l(x)

is a permutation polynomial of Fyn  if

(1)

1. b1 i _1,
2. d,— Zfl +—1 2)

bscy ( bzc1) ( dibs—dzb;—d3 )
. C3— —(cy, — -1
3. ¢ bi+1 2 p,+1/ \(1+dy)(b;+1)—d;b; * (3)
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Proof

G(x) = x + yf(x)- is a permutation polynomial in  F,» by Proposition3 and condition(1).

We show that H(x) = x + 6 (g (x)(blg?l_bﬁ (x)) is also permutation polynomial.
1

For convenience denote h(x) = L&XC1tD=b2/()

h(x + 6u) = g(x + u) bz (x +6u) = g(x) +d bz (x) + dyw) =
x+du) =gx+du b1+1fx u) =g U b1+1(fx) u) =
dib,
B h(x)+(d2_b1+1)u

So, § is a (d —M) Jinear translator of h:F,n — E, . As d, — 2292 = ( then according to

' 2 pi+1 Tt a- 2 pyt1 g
proposition3  H (x) — is also permutation polynomial in  Fgn.
In accordance with proposition 2

-1 _ 8 h(x) _ 8 h(x) __ 8h(x)(b; +1)
H ' (x) =x— o iz — X T GripGD-diby A -

2 bq+1 b1 +1

It is easy to see that

-1 -1 — 3 9@+ D)-bf () _ v gx)(bi+1)—bof (%) o,
G )oH @) = x—(f) — dy ) L ; 5.

Now we consider P(x)oG~*(x)oH 1(x)

_ _ g 9B+ -bf(x)\ v g (bi+1D)—byf(x)
= (x+yf(0) + 6 g(x)o (x = (F(x) — o, LROERIE) T 8 5))

g)(b1+1) =bf(x)\ v  gl)(b1+1)—bf(x)
+Tl<x—<f(x)—d1 7 >b1+1_ 2 5)
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d1b2

Since by # =1 and d, — T~ —1, so according to proposition 4

F(x) =x+yf(x)+6 g(x)
is permutation polynomial in Fgn. So by theorem1 we can imply that (1) = x,and we have

P(x)oG 1t (x)oH *(x) =

by +1)—b b b, +1)—b
s T<l(x) _ <f(x) _ g, S0 +A) zf(x)> . g(x) (b, +A) 2f (%) d3>
Denote
I(x) — (f(x) _ dlg(x)(bﬁi)—bzf(x)) bfj-l B y(x)(b1+/11)—bzf(x) d, = k(x) .

So P(x)oG 1(x)oH (x) = x + tk(x)

. _ b3C1 _ 1( _ bzcl)( d1b3—d3b1—d3 ) .
We showthat 7is a c3 it a\2 ") \ G mr—a.n, linear translator of

k(x) € Fgn = F, .

- £+ ) ) — Wh(x +Tu) =

d1b3 (h(x) + (02 - %) u)

k(x+tu) =1(x + tu) —

d;(by + 1) b,cq ) ) _
A (h(x)+(cz b+ 1)%) T Fesu b1+1f() b1+1
d1b3 dybs b,ycq d3(bs + 1) d3(by +1) ( bcy )
h(x) + (2 b1+1) R A KA by
‘k(x)+[c3_b1+1_ (b + DA ( 2_b1+1)_7(C2_b1+1) u=
=k(x)+[c _&_( _ bzc1)( dibs — d3by —ds )]u
3 b]_ + 1 2 b]_ + 1 (1 + dZ)(bl + 1) - d1b2
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In accordance proposition3 and (3) P(x)oG " (x)oH~*(x) is a permutation polynomial in Fgn. As
H(x) and G(x) is also permutation polynomials in Fyn,then P(x) also will be a permutation

polynomial in Fgn .

Conclusion

In recent years in cryptography and coding theory permutations are applied very often. So it is important
to propose new methods for generating permutation polynomials. Method for constructing permutation

polynomials of the shape P(x) = x + yf(x) + & g(x) + 11(x) is given.
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SYSTEM OF INTELLIGENT SEARCH, CLASSIFICATION AND DOCUMENT
SUMMARISATION FOR INTERNET PORTAL

Vyacheslav Lanin, Dmitriy Tsydvintsev

Abstract: The article presents a description of alleged approaches to the implementation of data processing
subsystem on Internet portal. Main problems are connected with exponential growth in number of documents,
lack of semantic indexing and unstructured nature of information. In proposed approach, user receives an
effective intelligent means of finding electronic documents on the basis of semantic indexing, automatic
classification and cataloging of documents with construction of semantic links between them and automatic
summarization of documents with the use of knowledge. The proposal is to increase the effectiveness of working
with electronic documents with the help of intelligent analysis, for which agent-based and ontological approaches
are used. In accordance with the proposed approach, ontology is used to describe data semantics of the
document and its structure. Ontology is a central concept in process of document analysis. Through the use of
ontologies the required data can be obtained; we know where to find information and how it can be interpreted.
Ontology Repository contains three levels of ontologies. At the first level there are ontologies describing objects
which are used in a particular system and which take into account system features. At the second level there are
objects described in terms of the first level that are invariant to the domain. Objects of the third level describe the
most general concepts and axioms, by which the lower levels objects are described. The third and second levels

can be divided into two parts: a description of structures and description of the documents themselves.

Keywords: ontology, agent, multi-agent systems, intelligent search, semantic indexing, document analysis,

adaptive information systems, CASE-technology.

ACM Classification Keywords: H.2. Database Management: H.2.3. Languages - Report writers;

H.3.3. Information Search and Retrieval — Query formulation.

Introduction

An exponential growth in the number of electronic documents is currently underway, and it clearly shows that
traditional mechanisms for processing of electronic documents cannot cope with needs of user. This trend is
evident both on Internet and in corporate networks. Currently, so-called information portals (thematic and
corporate) become more and more popular, and their main objective is a consolidation of information and

knowledge.
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One of these solutions is a research portal — information-analytical system for the collection and analysis of data
about innovation activity of regions to support effective management decisions (Research portal “Innovative
development of regions"). Data for analysis is extracted from heterogeneous unstructured or semistructured data
sources, in particular, Internet resources, as well as operational databases. According to the plan, the system
must provide integration, coordination, aggregation and maintenance of previously disconnected data. Also it
should support the various forms of data visualization and analysis, customized to the needs of users. From this it
follows that the search and processing of unstructured text data from different sources in different formats, is

becoming one of the main functions of the system under development.

Thus, the relevance of the problem is caused by the following reasons:

—  Exponential growth in the number of documents that make it impossible to process data by traditionnal
methods without loss of quality;

— Lack of semantic indexing, which does not allow for intelligent document processing in full;

— Unstructured nature of the information; the traditional mechanisms of its processing and analysis can't
be used.

Consider these problems in more detail.

The exponential growth of information contained in the Internet is the reason for continuing increase in difficulty of
finding relevant documents (Fig.1) and organizing them into a structured within the meaning of storage [6]. It
becomes more and more difficult for user to find the necessary information; traditional search engines become

ineffective.

Most technologies of working with documents focus on the organization of effective work with information for the
person. But often ways to work with electronic information simply copy methods of working with paper-based
information. In a text editor, there are wide range of different types of text formatting (presentation in human
readable form), but little or no ability to transfer the semantic content of the text, i.e. no semantic indexing. To
effectively address the search problem we need to expand our notion of a traditional document: the document

should be linked with knowledge to interpret and process the data stored in the document.

Unstructured information constitutes a significant part of modern electronic documents (Fig. 2). Data Mining
systems work with structured data. Unstructured content requires using Text Mining systems. In fact, they solve

the same problem for different types of data, so it is assumed that these systems will converge in a "single point".
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Text Mining allows to identify previously unknown relationships and correlations in the existing text data [5]. An
important task of Text Mining technology is to derive from the text its characteristic elements or properties that
can be used as document metadata, keywords or annotations. Another important task consists in assigning the
document to certain categories of a given scheme of systematization. Text Mining also provides a new level of
semantic search of documents. The possibilities of modern Text Mining systems can be applied in knowledge
management to identify patterns in the text, to automatically "push" or post information on profiles of user interest,

to create surveys of documents.

Tools and approaches of Text Mining will help to implement the intellectual capabilities of the portal when working

with electronic documents.

The Approach to Semantic Indexing

Human factor has a great influence on the effectiveness of search process. User often is not ready for a long
waiting of search results, for viewing and analyzing large amounts of resulting sample. In addition, most users
ineffectively use search software, and usually, they ignore the advanced search capabilities, and make only short
types of queries. Improvement of the electronic documents processing requires the availability of metadata
describing the structure and semantics of documents. One of possible approaches to the description of
information embodied in the document is an approach based on ontologies. Ontology is a knowledge base of a
special type, which can be "read" and understood, alienated from the developer and / or physically separated by

its users [4].

As an approach to semantic indexing has been chosen ontological approach [1], in which the ontology can
describe both structure and content of the document, i.e. ontology is used to describe the semantics of the
document data and its structure. Given the nature of solved targets in this paper we will concretize the notion of
ontology. We assume that ontology is a specification of certain domain, which includes a glossary of terms
(concepts) domain and a set of connections between them which describe how these terms relate to each other
in a particular subject area. In fact, in this context ontology is a hierarchical conceptual framework of the subject

area.

Ontology of document is used to analyze the document; due to it the required information can be obtained from
the document: we know where to search for data and how it can be interpreted. If you represent documents using
ontologies, the problem of matching ontologies and existing document is reduced to problem of search ontology
terms in the document. As a result, the system needs to answer the question: Does this ontology describe the
document or not. The latter question can be answered in the affirmative, if in the comparison process all the
concepts included in ontology are found in document. Thus, the initial problem reduces to problem of finding

general concepts in the text on the basis of formal descriptions.
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Ontology repository contains three levels of ontologies. At the first level there are ontologies describing the
objects used in a specific system and taking into account its peculiarities. The second level describes the objects
that are invariant to the subject area. Objects of the second level are described in terms of objects of the first
level. This is reflected in the relations of inheritance and metonymy. The objects of the third level describe the
most general concepts and axioms, by which objects at the lower levels are described. The third and second
levels can be divided into two parts: the description of structures and description of the documents themselves,

with the documents described in terms of structures.

To address the problem of allocation of general concepts an agent-based approach is proposed on the basis of
formal description [2]. This approach will satisfy the requirements of the search process, if all the advantages of

multi-agent systems are realized in process of construction of the system.

When using this approach, for each node of the ontology, which contains a general concept, an agent is created
which looks for this particular concept. In this approach, the agent is considered as a system aimed at achieving a
particular purpose, capable of interaction with the environment and other agents. To be intelligent, the agent
should have a knowledge base. Thus, to identify active agents in the system, you must choose a way to describe

the knowledge base, the nature of interaction with the environment and cooperation.

Knowledge base of agent for finding find common concepts of the ontology can be also conveniently presented in
the form of ontology. To enable the user to add new templates it is necessary to select the basic concepts for the

formation of general ones.

One of the most important properties of agents is sociality, or the ability to interact [2]. As mentioned above, the
agent is created for each node of the ontology, which contains a general concept. According to the accepted

classification of agents it is intentional agent.
This agent is designed to address two problems:

1. It breaks the entire list of available templates concepts into separate components and runs simple search

agents for searching of derived components.
2. Assembles results from all the lists submitted by agents of the lower level.

The agents at a lower level mentioned above are called reflex agents. They get a template, and their goal
becomes finding phrases in the text covered by this template. Search results for agents of all levels shall be

recorded on the "bulletin board".
At this point in other systems the instruments of ontological nature are used in the following areas:
— WordNet in conjunction with the vector and Boolean models of information retrieval;

— Traditional information retrieval thesauri in combination with various statistical models;

— Thesaurus for automatic indexing in Boolean models of documents searching, in problem of automatic
headings and automatic annotation.
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Ontologies will form a core of portal metadata when working with electronic documents. Clearly defined subject

area allows creating sufficiently detailed ontologies, which can be used by all its subsystems.

Automatic Abstracting

Currently, there are two approaches used for automatic summarization. A traditional approach (quasi
abstracting), which is used by such systems as Microsoft Office, IBM Intelligent Text Miner, Oracle Context, is
based on allocation and selection of text fragments from the source document and connection them in a short
text. On the other side, there is approach based on knowledge, which involves preparation of summaries and

transfers the basic idea of the text, perhaps even in other words.

Quasi abstracting is based on the allocation of specific fragments (usually sentences). For this purpose, a method
of comparison of phrasal templates chooses blocks with the greatest lexical and statistical relevance. There are a
model of linear weights is used in most implementations of the method. The analytical phase of this model is a
procedure of appointing the weighting coefficients for each block of text in accordance with such characteristics
as location of this block in the original, frequency of appearance in the text, frequency of use in key proposals, as
well as indicators of statistical significance. So, there are three main directions, often used in combination:

statistical methods, positional methods and indicator methods.

The main advantage of this model lies in the simplicity of its implementation. However, the selection of sentences
or paragraphs, not taking into account the relationship between them, leads to the formation of disconnected

essays. Some proposals may be omitted, or there can be "hanging" words or phrases in them.

To implement the second method, some ontological reference is needed, reflecting the views of common sense
and the concepts of targeted subject area, to make decisions during the analysis and to determine the most

important information.
Method of forming a summary suggests two basic approaches.

The first approach relies on the traditional linguistic method of parsing sentences. This method is also uses
semantic information to annotate parse trees. Comparing procedures directly manipulate the trees to remove and
rearrange the parts, for example, by reducing the branches on the basis of certain structural criteria, such as
brackets or embedded conditional or subordinate sentences. After this procedure, the parse tree is greatly

simplified, becoming, in essence, a structural "squeeze” of the original text.

The second approach for compiling a summary roots in artificial intelligence systems and relies on natural
language understanding. Parsing is also part of such a method of analysis, but the parse tree in this case is not
generated. On the contrary, there are conceptual representative structures of all the initial information are formed,
which accumulate in the text knowledge base. As the structures, formulas of predicate logic or such

representations as a semantic network or frame set can be used.
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Automatic summarization is necessary for the developed portal. When user is searching, it is necessary to

present him a document annotation, by which he can decide on the usefulness of this document.

Classification and Cataloging of Documents

The task of automatic classification and cataloging of documents is the task of partitioning the incoming stream of
text into thematic substreams according to predetermined headings. Automatic cataloging of electronic

documents, and documents posted on Internet in particular, is complicated because of the following reasons [8]:

A large array of documents;

An absence of special structures for tracking the emergence of new documents;

Optionality of the author's classification of electronic documents (as opposed to print publications) through
annotation, attribution of the qualifier codes, etc.;

A problem of tracking changes in documents.

As for automatic abstracting, there are two opposite approaches to cataloging. The methods based on knowledge
are the most effective, but it's difficult to implement them. When cataloging the texts on the basis of knowledge
preformed knowledge bases are used. They describe language expressions, corresponding to a particular
category, and rules for the selection of headings [5]. Another class of methods for automatic categorization of

texts is the methods of machine learning, which can use manually pre-cataloged texts as training examples.

When implementing a system of automatic cataloging of the portal, it is necessary to solve two problems:

- Establishment of a mechanism for introduction and description of categories, as some expression on the
basis of words and terms in documents. The problem can be solved on the basis of expert descriptions of
categories or on the basis of machine learning methods with the help of pre-cataloged collections of
documents.

— Analysis of linguistic material and context of words’ using. It requires an extensive knowledge of the
language and subject area.

Conclusion

The above approaches are used in the development of an electronic document management subsystem of
research portal. Its distinctive feature is focus on the explicit knowledge representation by using ontologies. This
approach will allow us to realize intelligent services for searching and processing of electronic documents related

to the portal and gathered from different sources.

As a result, the following tasks will be solved by creating the research portal:

- Semantic indexing of documents and intelligent retrieval of data corresponding to users' queries and the
specific subject area;
- Extracting information from unstructured documents;
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- Intellectual classification and cataloging and automatic summarization of retrieved documents;

- Maintaining a history of electronic documents.

The implementation of the subsystem will significantly reduce complexity to find useful information, its analysis

and possible use in research.
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WAVELET TRANSFORM IN INVESTIGATIONS OF STUDENTS EDUCABILITY
DEPENDENTLY ON DEGREE OF GRAPHICAL SKILLS AUTOMATION OF WRITING
PROCESS

Olga Kozina, Nataliya Bilous, Mykola Zapolovskij, Vladimir Panchenko

Abstract: Application of 2-level 2-D Haar Discrete Wavelet Transform of images with special words repeated by
hand is offered. Metric of similarity for images with pattern words and images with students' written words like
analog of proposed patterns is considered. A new approach to objective assessment of educability like
dependence on level of graphic skills of process of writing is offered. Experiment is revealed the presence of
statistic significant correlation between average score in special academic subjects group or in other words

between special educability and level of graphic writing skills automation for high school students.
Keywords: educability, process of writing, 2-D discrete wavelet transform, image similarity

ACM Classification Keywords: .5 PATTERN RECOGNITION and K.3.2 COMPUTER AND INFORMATION
SCIENCE EDUCATION

1 The degree of automation of movements in writing process like a feature of the higher nervous

activity

Process of writing is a complex activity and all divisions of the cerebral cortex participate in its formation.
Psychophysical basis of process of writing is the interaction of different analyzers — speech-motor, auditory,
visual, hand-motor. The interaction of such mental activities as thinking, memory, attention, imagination, external
and internal speech occurs during writing. Process of writing is a complex motor skill, which includes technical,
graphical and spelling skills. Graphic skills reflect the ability to write symbols by hand on paper quickly and clearly
and spelling skills reflect knowledge how to apply hand-written characters and the abilities to use these rules
during process of writing for the reflecting of its content. Technical skill is manifested in the ability to hold the right
techniques and methods of writing, such as proper position of the body during process of writing or the location of

paper, etc. The technical and graphic skills define a character and features of the handwriting of a person.

The process of writing according to its psychological content from the outset is a conscious act to be formed in
the special education arbitrarily and requires a number of special operations for its implementation in contrary to

spoken language which assimilated across the imitating of another person's speech.

The type of coordination of movements during process of writing that acquired in learning and the degree of

automation of these movements greatly influence on the number and nature of deviations appeared during
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writing, from the typical patterns of writing of characters and symbols. Insufficient degree of automation of
movements during process of writing will be manifested in significant changes in the implementation of characters
and their compounds than it is happening in the cases with a sufficient degree of automation of these movements
[Kornev 1999, Bernstein 1990].

Processes of excitations and inhibitions are main nervous processes taking place in development of writing. Ratio
of the basic properties of these processes (power, balance, mobility) affects the formation of writing. Type of
higher nervous activity, depending on the degree of dominance first or second signaling system in it and the
degree of precision transfer of temporal links the first signaling system in the second one, which may be different
for individuals, may affect the ability of that person more or less successfully imitate of handwriting features of
another person. |. Pavlov identifies three main types of people depending on the predominance of the first or

second signal system in the brain [Bernstein 1990]:

a) the artistic style, characterized by a predominance of the first signaling system;

b) the thinking style, characterized by a predominance of the second signaling system;
c) the average type, characterized by a relative balance of both signaling systems.

Other things being equal, person with a predominance of the first signaling system in the state more accurately
imitate the handwriting of another person and demonstrate in his process of writing to the significant set of
handwriting features of another person than those with a predominance of the second signal system. It is known
that persons with a more precision transfer of temporal links the first signaling system in the second signaling
system able to fully and comprehensively recognize the signs of his and others' handwriting and successfully

imitate the handwriting of another person [Kornev 1999].

Thus, individual differences in process of writing to different persons are a reflection not only of external learning

environments, but also characteristics of their higher nervous activity.

2 organization of the experiment to identify the statistical relationship between educability and

the level of graphical skills automation of writing process

Pavlov's research showed that education is the formation of temporary connections in the cerebral cortex of the

brain, and skill — the system of these bonds [Podlasiy 2003].

On the one hand, the motor component of process of writing requires considerable conscious effort and attention
when writing, distracting him from more important tasks associated with given semantic task. On the other hand,
it's known that productivity of education is directly proportional to level of educability and stability of attention of
students, and it also depends on the level of their memory. Addition, the student achievements are directly
proportional to educability depending on the strength of attention. Therefore, if we assume that student

estimations reflect student's achievements and student with higher scores has greater educability, then the level
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of automation of the motor components of process of writing is a reflection of the level of attention, therefore, the

level of educability that is the main hypothesis will be tested experimental.

Distinguish between general educability — the ability of mastering any material and special educability — learning
ability of certain types of material (of various sciences, academic subjects, practices). The first type of educability

is an indicator of the total talents of the individual while the second one is an indicator of only special.

To identify the statistical relationship between each type of educability and the level of graphical skills of writing
process works from 18 third-year students of Computer and Information Technologies Faculty in the National
technical university «Kharkiv Politechnical Institute» (Ukraine) were analyzed. Forms with patterns of words with
different lengths in native language were given for students in several weeks. One part of such sheets is shown in

Figure1a.

Spelling and fonts of handwriting patterns are conform to the norms of the Ministry of Education and Science of
Ukraine and were taken from handwriting patterns for primary classes. Students were not aware of the purpose of
the experiment, in other words they were not aware that the quality of this works will be compared with their
educability. For students the problem had formulated such: as precisely as possible to repeat the handwriting
patterns of words and to continue write to string the same words in the shortest time. Then an average score was
calculated from previous 4 sessions for each student. Moreover, all subjects were divided into two groups - the

general and special subjects. Each group of academic subjects is corresponds to general or special educability.

Fig.1. Examples of experimental materials: a — part of a sheet-pattern, b — part of a sheet-result
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Table 1. Groups of academic subjects

General subjects

Special subjects

High Mathematics Programming
Ukraine History Basics of Computer Technology
Physics Computer-aided design

Engineering Graphics

Discrete Mathematics

Theory of electro-magnetic circuit

System Programming

Philosophy. Logic

Applied theory of digital automata

Foreign Language

Computer electronics and circuitry

History of Science and Technology

Computing Algorithms and Data Structures

Cultural Studies, Ethics , Religious studies

Databases

Sport

Computers Architecture

Thus, the level of automation of graphical and motor skills of process of writing reinforced by the ability to

properly carry out the assigned trivial tasks are compared with two values of average scores on general and

special academic subjects.

3 Processing of experimental data

20 repeated and 20 own written three-, four- and five-symbols words for each student were selected from all
obtained materials. To assess the level of graphical skills automation of writing process measure of similarity
between the proposed handwriting patterns of word and both repeated word and own written same word are
analyzed. Digital variants of experiment materials was received by scanning of the completed student sheets with

experimental results and clean patterns sheets with same resolution. Algorithm for primary processing of digital

images has been developed and implemented in Matlab. The sense of the algorithm is as follows:

- alignment of contours on patterns sheets and results sheets;

- subdividing of whole sheets on disjoint sub-images with patterns of every words;
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- select a base point on the processed results sheet which will be left down vertex of the allocated area of interest

with equal size dimensions to pattern sub-image of corresponding word (Figure 2);

- convert the result sub-image with analyzed word into grayscale.
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Fig. 2. Selection of interest area into results sheet

After primary processing the task of experiment results processing are considered as a problem of quantitative

comparison of pattern and result sub-images with corresponding word through a specific metric called similarity

measurement. A high similarity value between two images means a high level of graphical skills automation of

writing process.

To images recognizing and to their similarity estimation Fourier Transform and discrete wavelet transform are

successfully used [Bebis 2006, Pretto 2010, Rakhmankulov 2008].

As presented in [Burrus 1998] the Fourier Transform gives the spectral content of the whole signal, but it gives no

explicit information regarding where in space those spectral components appear. A better tool for non-stationary

signal analysis (whose frequency response varies in time, like in the images) is the Wavelet Transform [lyengar

1997, Chui 1992, Mallat 1998]: it gives information about which frequency components exist and where these

components appear. Properties of Discrete Wavelet Transform (DWT) coefficients were exploited in order to
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calculate the images similarity for our case. Every image can be represented as a linear combination of the

images in the wavelet basis:

PO=F e 9+ T T4 0

where C; — approximation coefficients, d ;. — detailed coefficients, k —location index, j — scale parameter.

A wavelet representation of a function consists of a coarse overall approximation together with detail coefficients
that influence the function at various scales. For our experiment 2-D Haar DWT of the grayscale images was

selected. Given the resolution of images, we decide to stop at second level of decomposition.

Fig.3. Two-level 2-D Wavelet decomposition

2-level 2-D Wavelet decomposition of input image £, and C, — the approximation coefficients, H ,,V;,D, -

respectively the horizontal, vertical and diagonal detailed coefficients in j-th level of the wavelet decomposition
are shown in Figure 3. Transform going to higher level decompositions can significantly reduce the decomposed
image's size, but higher level of decompositions discard important features in images, like edges and high

frequency patterns useful for comparing of images in our experiment.

The Haar Wavelet is chosen as a wavelet type because of it is very effective in detecting the exact locations
when a signal changes: image discontinuity is one of most important features chosen in image-based localization.
The detail coefficients are the intensity variations along rows, columns and diagonals. Thus detailed coefficients
can be used to detect and highlight image shapes. The higher the absolute values of coefficients are the higher

probabilities that it encodes salient image features.
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2 sets of 4 matrices of the horizontal, vertical and diagonal detailed coefficients with dimensions

ax b = wjreveletlevel oy [ wavelet-tevel \hore y is the image’s width and / is the image’s

height were obtained by using the functions from Matlab to calculate the coefficients of 2-level 2-D Haar DWT for

each pair of pattern-result sub-images.

A metric that compares how many significant wavelet coefficients the query has in common with potential targets
is used to compute image similarity usually [Pretto 2010]. But in our case, such a metric is not suitable, especially
for the analysis of the repeated handwriting words. Therefore, considering the obtained matrix with coefficients as

coordinates of multidimensional space, calculate the length of each vector p(C, ), p(H, ), p(V, ). p(D, ) by

the formula calculating the Euclidean distance between the coordinates of wavelet coefficients space for pattern

and result sub-images with corresponding word:

where sh — index of matrixes’ elements for approximation coefficients, for horizontal, diagonal and vertical

detailed coefficients of second level wavelet decomposition of pattern sub-image, respectively,

t — index of matrixes elements for approximation coefficients, for horizontal, diagonal and vertical detailed

coefficients of second level wavelet decomposition of result sub-image, respectively.
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Fig.4. Example of part of results sub-images processing for one student

An example of the file with obtained according to (2) distances ,o(C2 ), p(H ) ), ,o(V2 ), p(Dz) between all
pattern and result sub-images accordingly for one student are shown on Figure 4. Left two columns contain the
names of files with compared sub-images and the next 4 columns contain ,o(C2 ), p(H ) ), ,o(V2 ), p(Dz)
respectively. Obtained distances were grouped in 3 samples, depending on the length of the word-pattern. For

each sample were calculated standard deviations.

Standard deviation of the distance between the corresponding wavelet coefficients of pattern and result sub-
images was calculated for each length of word. Correlation coefficients between the average score of general and
special subjects groups disjoint and standard deviations of distances between 2D Haar DWT coefficients for

every lengths of word were calculated in Statgraphics Centurion package.
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Each line in Figure 5 contains data of one student in the following sequence: average scores on special academic

subjects, standard deviations of p(Cz), p(Hz), p(Vz), p(Dz) for three-symbol words and standard

deviations of p(C2 ), p(H ) ), ,o(V2 ), p(D2 ) for four-symbol words.

Pearson product moment correlations between each pair of variables x and j calculated by:

are represented in Table 2. P-values below 0,05 indicate statistically significant non-zero correlations at the

95,0% confidence level.
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Table 2. Correlation coefficients between variables x and y

Correlation coefficients r(x, y)
Number of , . "
X Group of academic subjects or educability type
symbols
into word y y
Type of vector
special P-value general P-value
p(C,) 0,4752 0,0539 0,3952 0,1164
3
p(H,)+p(V,)+ p(D,) | 01459 0,5764 0,0382 0,8842
p(c2 ) 0,5552 0,0207 0,6807 0,0026
4
p(Hz) 0,5318 0,0280 0,4174 0,0955
,O(Cz ) 0,6905 0,0022 0,6228 0,0076
5
p(H2)+ p(V2)+ P(Dz) 0,3418 0,1793 0,5378 0,0260

4 Interpretation of results and future works

Considering the Haar Wavelet, the approximation coefficient C, represent only the mean of the intensity of the

pixels composing the macro-squares (4x4 pixels in our case) or general characteristic of a word. On the other
hand, the difference between values of this coefficient for pattern and result sub-images is proportional to the

number of pixels which involved to writing of analog of the pattern word but have distinct intensities of pixels at

the pattern word or to general recognition, the readability of the word.

The horizontal, vertical and diagonal detailed coefficients H,,V,,D, are shown preferential direction of

inaccuracies in the writing of words. Since the maximum value correlation coefficient between p(H 2) and the
average score in special academic subjects group for 4-synbols words (r = 0.5318) with no statistically significant

correlation with p(Vz) (r=0.2389 and P-value = 0.3558) demonstrates that the loss of attention during process

of writing leads to more extreme variations in the width of written word than variations of its height .
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Absence statistically significant correlation coefficients between the mean scores for both groups of subjects and
three-symbols words requires further study and may be explained by the fact that when writing of short words
"truncated" motor skills are predominated in nervous activities of students, similar to the graphical skills of alone
symbol writing. Movements of hand in such cases are minimum also and do not require a long and precise
control of motor skills. Besides shorter words easier to remember, that is why smaller loss of attention occurs
during process of writing short words. This gives rise to the formation of hypotheses about the higher values of
correlation coefficients between special educability and measures of patterns-results sub-images similarity for
seven-, eight- or nine-symbols words. Verifying this assumption, as well as the formulation of regression models
of students’ educability relating to the level of graphical skills automation of students will be the subject of future

studies.

Conclusion

Thus, described experiments revealed the presence of statistic significant correlation between average score in
special academic subjects group or in other words between special educability and level of graphic writing skills
automation for high school students. Further study about abilities of using 2-D Discrete Wavelet Transform to
quantify the level of graphic skills automation of writing process should give base for models of an objective

assessment of educability.
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A COMPUTER METHOD TO STUDY THE ENTIRETY OF STUDENTS’ KNOWLEDGE
ACQUIRED DURING AN EDUCATIONAL COURSE

Evgeny A. Eremin

Abstract: This paper considers the experimental research of measuring interconnections between the basic
concepts, acquired during completion of a course in Computer Architecture. A special computer technique for
estimating of students’ knowledge entirety was developed and successfully tested. An original mode of
experimental data visualization is proposed. Several pedagogical regularities were revealed by assessing how

students digested the main concepts of the course.
Keywords: entirety, concept, knowledge structure, education, course.

ACM Classification Keywords: K.3.1 Computer Uses in Education; I.2.6 Learning — Knowledge acquisition.

Introduction

Methodology and consistency are always noted as the chief mainframe principles of education in all pedagogical
books from classics to modern manuals. «A man has veritable and real knowledge only when clear-cut picture of
the outer world, which is represented as a system of interrelated concepts, is reflected in his brain; ... if you do
not keep up methodology and consistency in education, the process of pupil’s cultivation slows down.» [Podlasiy,
2002] It is emphasized, that «formed system of knowledge is the most important recipe to prevent its loss.
Forgotten knowledge is quickly restored in a system, and hardly without it. ... Do not forget J.A. Komensky's
advice: all must be pursued in an indissoluble sequence, so that all today’s knowledge confirms yesterday’s and

paves the way for tomorrow.»

The well known Russian lecturer A. Kushnirenko, who is the author of several informatics textbooks, generalized
the idea about necessity of learning process’s unity, using the following capacious and exact thesis: pupils must
«digest such minimum of knowledge, accumulated by the mankind, that permits shaping the entire

representation of outward things, nature and society » [Kushnirenko , 1998].

Unity of interrelated concepts in any concrete educational course in many respects determinates the success of
learning, and the entirety of educational material is always identified as a mandatory pedagogical requirement. In

a publication [Zorina, 1992], which analyses the didactic problems of selecting knowledge to include in a
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textbook, the entirety of course’s contents is marked out as the second principle by its significance (straight after
the necessity of science matter reflected in a learning subject). More detailed citation is the following:
«Constructing a scientific content of the educational discipline we need to orient oneself to its entire reflection in a
textbook. ... The entirety of the whole course realizes itself in a scientific picture of the world. The entirety of

reflecting different elements of knowledge realizes through their constitution and structure.»

To avoid ambiguity in the discussion, let us arrange that the term «entirety of the concepts’ system, built for the
learning course», means the presence of the essential relations between all basic categories of this system. As
follows from the proposed statement, those students, who see more associations between studied terms, have a

higher rate of knowledge entirety, and, hence, digested this learning course better.

This paper is an attempt of experimental research, aimed at studying the structure of concepts interrelations,
which was formed as a result of the course «Computer Architecture». The special computer method was
developed and tested in order to estimate the rate of entirety of the system from basic concepts, which students
acquired by studying the material. Several gauges that can characterize student's knowledge entirety were
proposed and tested; new complex method to visualize the research results is described. Some pedagogical

regularity was discovered during the analysis of digesting the course’s foundation.

General Plan of Concepts’ System Research

In order to examine the entirety of concepts, formed after studying the course, the following strategy was

developed and realized.

1. Using existing textbooks (see books [Tanenbaum, 1998; Hamacher et al., 2001; Cilker et al., 2004 and
Broydo et al., 2006] for example) and personal teaching experience [Eremin, 2003], the author formed a
list of basic terms and concepts. It was assumed, that the rate of digesting and mastery of these terms

verified the success of the course.

2. Relying on these resources, the most significant links between terms from the list were fixed. This part of
work had an evaluative character and was aimed at a theoretical goal a scrupulous student should
achieve. The results of this analysis and course’s contents systematization were published in [Eremin,
2007 and Eremin, 2008].
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3. Special computer program was written to check the associations between the concepts that students
have and fix them in the text file, suitable for further computer analysis. This program uses as input data
the list of terms, which was obtained after implementation of item 1, and the list of relations, worked out

during the analysis in item 2.

4. Another computer program allows experimenting teacher to analyze the results of knowledge checking,
get in the previous item, and output different statistics. Further this software was modified for drawing

graphic representation of calculated data.

Let us review these stages of research more specifically.

Organization of Experiment

The full list of concepts for the architecture course, used as experimental base, contains more than 120 terms.
The most general concepts — like computer, software and hardware, theoretical foundations etc., complemented
by the terms that expand the previous ones — operating system, processor, memory, DMA, principle of hierarchy,
byte and many others, were included in this base. The terms from related disciplines such as microelectronics,
logics and number notations were added into the list. Contrary, the list did not include the names of concrete
operating systems, external devices and their manufacturers, and other similar data, less essential from the
position of learning the main course’s regularities. Using the standard terminology from object-oriented

programming, we may say, that classes of the concepts were under consideration, but not their instances.

The wide list of concepts, obtained as described above, forms the set of terms that, from the lecturer’s point of
view, a literate student must know and understand. The list was found to be large enough, so, as further

experiments shows, competent students usually used a little more than the half of it in their answers.

The next step was to analyze the links between the selected terms. Non-trivial result of this work consists in
the fact, that a limited set of relations was enough to describe the subject. The final set consists of standard
relations such as, for example, whole/part or class/subclass as well as several links, specific for the course, like
base (principles of hierarhy and addressing — base — memory, program counter — base — the main algorithm of
instruction execution) or connection (controller — connection — bus, input devices — connection — system block).
The full table of relations with concrete examples for each can be found in publications [Eremin, 2007 and

Eremin, 2008]: it consists of only 11 base associations.

The results of analysis, published earlier, are of independent interest. From the point of view of this paper,

constructed lists are original data, which are used during the experimental testing of student mastery of the
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knowledge domain under consideration. As knowledge control was realized with the help of computer, both lists

(of concepts and relations), being input data for control program, were saved in the form of text files.

Now let us proceed to the description of computer software for students’ knowledge check. It was developed
in Delphi programming environment and is simple enough. There are three lists (see fig. 1), using which a student

forms a relation looking the following way:
term 1 - relation - term 2

(for instance, the relationship processor — whole/part — register can be easily decoded as phrase «processor and
register are linked by association whole/part» or, more exactly, «register is a part of processor»). After student
constructs a linked pair of concepts, s/he fixes it clicking the control button «Fix this link». Then the constructed

text is added to multi-line text field, arranged in the bottom of the program window.

= Concepts from the course "Computer Architecture™

File Edit Help
N = N
computer +| |wholefpart = | |interface ;l
software . ~ |external memo
harduware Link name: | PV
theoretic basis @ from list cu
applied soft " input cache
system soft machine word J
programming systems COpProcessor
program interface motherboard
dﬂtﬂ. processor register
medium wholefpart clock f_rt:lqunf:m[:'j.-r
processor capacity
ROM BIOS ALU ROM
soft principle T booting
instruction Fix this link main algorithm
loading . clock cycle
operating system | Save file arithmetic operation hd
processor # wholefpart # ALU =]

=
/4

Figure 1
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Except the list of associations, loaded from pre-arranged file, the program covers a potential possibility to input
additional (not provided by the author) name of relation between the terms: special radio buttons and text field in
the center of the window allow such input. As experiments shows, students did not use this alternative, preferring

to select link type from the available list.

When a student finishes his/her work, the results are saved in a text file, designed for the further computer
analysis. Such testing of knowledge was realized twice — before learning the course and after it: the research was

aimed at comparison of these results for assessment of the course digesting.

At the last step all text files with the results of knowledge control fall under computer processing by means of
the second program. Its main aim was to educe linked groups of concepts for every student. For example, when
computer, processing a file, finds associations functional units — class/subclass — processor, functional units -
class/subclass — memory, functional units — class/subclass — input devices and functional units - class/subclass —
output devices, it joins all five concepts, mentioned there, into one group. Later on some other terms will be
added to this group: for instance, relations processor — whole/part — ALU and processor — whole/part — CU join

two new terms to the group - arithmetic and logic unit and control unit.

In ideal case all concepts of the course are interrelated; test running of the program with thoroughly prepared
author’s file, built according to full results from publications [Eremin, 2007 and Eremin, 2008], confirms this. But
experiments show, that real students’ files represented more scattered picture, which consists of several isolated
groups of concepts, and some groups were very small (2-3 terms). Such small groups must be interpreted as a
separate fact that student does not associate with other facts from the course. You must note that an increased

rate of fragmentation indicates student's knowledge is sparser.
Experimental check of knowledge entirety was organized the following way.

The experiments estimated knowledge of students, who studied on the third course of the physical faculty.
Knowledge control took place twice: at the beginning and at the end of semester, that is to say before and after
the learning of the referenced discipline «Computer Architecture». Unfortunately, the number of students, who
learned the course and took part in the experiment, was small. Additionally, several students missed one of the

tests for a variety of reasons, so their results were incomplete and could not be considered.

Students did not know that the aim of the experiment was entirety of concepts’ system because it could artificially
improve their results. They were simply told that testing tries to verify the rate of digesting the material. Their
instruction was not to think about the parameters of evaluation, but just try to demonstrate digested knowledge

the best way they could.

As the students did not study the types of relations between concepts before, they were given a special table
(with all 11 referenced links and numerous examples for each one) before testing. The results shows, that it was
insufficient and the students unsatisfactorily differentiated the types of links. Often they even missed classical

relations whole/part and class/subclass, not to mention other link types. The aim of the experiments was to
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estimate the general entirety of the basic concepts — so from this point of view concrete kinds of links are not too
important. Such effect became a motive to neglect the errors in this part of the task on the first stage of
experiments, and just fix the existence of relation but not it type. This simplification of method notably facilitated

the process of results processing and analysis.

The time for implementation of the task was not limited, the work finished individually at students’ will.
Presumably, it brought some uncertainty into experiment, since some students really indicated all interrelations
they knew, but others just got tired and finished their work. The task execution employed about an hour in
average. According to my observation of computer testing, the students’ reaction was mainly neutral («we just get

one more task»), so the checking procedure did not lead to any difficulty.

Discussion of Results

As it follows from described experimental method, the results are fixed in a text file with pairs of concepts, linked
together with association of some kind. It was also validated above, that the links’ types are not considered on
this stage of research. Special software was developed for processing of final files; it combined related concepts

into groups and then calculated a set of statistical characteristics.
Let us discuss what parameters can claim to be the characteristics of student's knowledge entirety.

Primary parameters are evident: total number of terms and total number of links between them; they can be
easily counted from any student’s file with the results. The ratio of these values, that means average number of
links per one concept, also may be introduced into consideration. It is evident, that the more these values are, the

better student mastered the material.

Another set of parameters may be built while arranging interrelated terms into groups. We can offer here total
number of concepts’ groups (this value must be as small as possible, in ideal case all terms must form the only
group) and size of the largest group (this factor we want to see as large as possible). Additionally we can divide
total number of terms by number of groups, i.e. get average size of group, which must be large when student

learned the course profoundly.

All listed above characteristics were calculated for every student, and then compared for testing before and after
the course. The most interesting seems to be the results for average number of terms per group (T/G).
Unfortunately, limited number (N=12) of students, who took part in the experiment, does not allow to validate with

statistical significance, that this factor is the best integral parameter for the process.

Diagram of values for selected measure is presented on fig. 2. Let us consider this picture more detailed.
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Figure 2

Fig. 2 shows the results of knowledge entirety check for 12 students (points on the X-axis are marked by their
numbers from 1 to 12). In' Y direction diagram’s columns are built: their height are proportional to average size of
concepts’ groups, i.e. total number of terms T divided by number of groups G, formed from them. The left

columns describe data before learning the course, and the right ones — after its studying.

It's important to mention that students on the diagram are rank-ordered according to some rating: the criterion of
such arrangement was time of finishing all the tasks, given by the teacher. The students with small numbers
finished the course earlier; hence they are supposed to demonstrate better results in learning the course content.
In opposite, columns for «the slowest» students form the right part of the picture. Subjective impressions and
interview with students during learning process confirm the acceptability of selected criterion as measure of

learning success, at least for this group of students.

Let us analyze the values of average concepts in a group, to say more exactly, their changing after finishing the
course. It is clearly seen from the diagram, that students have different changes of factor T/G. Some of them (for
instance, student number 1, 2, 6, 9) have practically the same values before and after learning the course, but
some others (4, 5 and 10-12) show notable growth. It is interesting to mention one feature of the diagram: all
weaker students, who have large numbers, improved the entirety of their knowledge, but students with the best
rating, contrary, did not demonstrate significant growth. The last fact may be interpreted as good preliminary
knowledge of such students — they had some experience in computer architecture before the beginning of study.

Unfortunately, the available data are not sufficient to make a pedagogic generalization.
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We must pay attention to the magnitude of average group size. As fig. 2 shows, the best result for investigated
students lies near value 13, whereas in ideal case for set of terms, used in experiment (more than 100), it can not

be less than the last value.

One more (fundamentally new) form of visual representation for entirety of concepts’ system for the same group

of students is demonstrated on fig. 3.
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Figure 3

This «spotted» diagram is organized the following way. Pairs of columns we see on it represent input and output
testing: the right bar in every pair indicates final results. Height of any column is proportional to the number of
concepts that student selected during assessment. Every dot in a column means one individual concept. All
columns are divided into several areas; each of them represents a group of interrelated concepts, learnt by every
student. For better visibility, neighbor areas are painted in white and gray colors. The black region in the bottom,
which is always the largest, symbolizes the kernel of student's knowledge. As you can notice, all groups in every
bar are regularized by size, so the smallest groups from 2-3 concepts (such groups may be interpreted as

separate facts out of common picture) are always placed to the top of the bar.

Thus form of complex visual data representation, proposed in this work, clearly reflects the following information:

e the height of the columns is proportional to the number of the learnt concepts, which have at least one

relation with the other terms;

o the number of the multicolored areas characterizes the rate of grasped data’s scattering (fragmentation

indicator) in selected knowledge domain;

o the size of interrelated concepts groups (proportional to their square) also shows the entirety of student's

knowledge in analyzing part of the course;

o size of the largest area in the bottom of the column (filled with black color on fig. 3) characterizes the

volume of the basic block of course’s concepts.
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As it was mentioned above, in ideal case the diagram bar must be heterogeneous black bar (consisting from the
only group), and its height must include all the concepts of the course. Real picture, as you can see from fig. 3, is
far from ideal: students’ knowledge comes apart on several independent groups of terms and the highest bar

includes less than 70 concepts from more than 120 ones that were offered in the task.

Examining fig. 3, we may get several practical conclusions about successfully digesting of the course content.
The results for students number 4-9 and 11 (numeration is the same as on fig. 2) had slightly changed after
learning the course; students 4, 5 n 11 stand out of the list, because the structure of their diagrams is rather
better: the number of areas decreases, and their width, in opposite, increases. At the same time students 2, 3, 10,
12 demonstrate more essential growth of factors. And one more observation. The height of some bars (especially
for students 1 and 6), which depends from the number of digested concepts, fall off after the course. We may
assume, that this paradox can be explained by students’ intention to pass the last test quicker and get their long-

expected credit. Of course, this assumption needs in further experimental check.

At last, carefully analyses shows, that there are some identical columns on fig.3: for instance, compare right
columns for students 2 and 10. This means that one of them cheated: just copied the result file from other
student. Unfortunately, | noticed it too late to enforce students to rewrite their work. So anti-cheating measures

must be developed for further experiments.

Conclusion

The computer method for experimental research is offered, that allows to study the entirety of system of basic
concepts after educational course learning. This method was tested on students’ learning the course content in
«Computer Architecture» and the results showed its efficiency. This paper also describes a new original visual
form of data representation, which clearly demonstrates the structure of interrelations between concepts in
student's knowledge. Some interesting preliminary pedagogical results were discovered during the research, for
instance, how knowledge entirety depends on the level of student’'s background. Work on the research method

and a more detailed study of the process of how basic concepts’ system is formed will be continued.
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ZOOMING USER INTERFACE IN PRESENTATIONS FOR LEARNING

Artem Pecheny

Abstract: The paper describes interactive environment for creating and using in learning multimedia
presentations of compound visual structure with linking arrows due to zooming user interface. Therefore the
environment can be viewed as hypermedia one. The article contains the analyses of appliance well established

principles of modern instructional theories as well as hypotheses in application hypermedia in learning.
Keywords: cognitive load theory, cognitive theory of multimedia learning, zooming user interface, hypermedia.

ACM Classification Keywords: K.3.1 Computer Uses in Education

Introduction

Many studies describe the usage of presentation in learning. This part of using Information and communications
technology (ICT) is important because every teacher is able to create presentations. The main features of
presentation are usually associated with MS PowerPoint capabilities. Theoretical findings also have appliance in
practical guidelines for traditional presentation creation [Atkinson & Mayer, 2004]. Taking into account theoretical
principles we try to find a different approach to the subject. We use Zooming user interface as the main idea of
our system and support this idea by set of tools following the findings of theories. Students of Perm State
Pedagogical University (Russia) make presentations in our system in the topic of physics. These presentations
can be used in different activities such as lectures, individual studies or team work. We assume that interactive

whiteboard should be used in a classroom environment for the best result.

Theoretical foundation

There are few of the most influential theories in the area of instructional design and computer-based training: The
Cognitive load theory (CLT) [Sweller et al., 1998] and The Cognitive Theory of Multimedia Learning (CTML),
[Mayer et al., 2000].

Cognitive load theory is mainly concerned with the learning of complex cognitive tasks, where learners are often
overwhelmed by the number of information elements and their interactions that need to be processed

simultaneously before meaningful learning can commence [Paas et al., 2004]. From CLT point of view the
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learning can be considered as schema construction and automation [van Merriénboer and John Sweller, 2005].

Schema is one of the concepts for representing mental structures.

Sweller et al. [1998] proposed several instructional design techniques based on Cognitive Load Theory. These
instructional principles are identified as the goal-free effect, worked example effect, completion problem effect,
split-attention effect, modality effects, redundancy effect, and the variability effect. All of these effects except
variability effect are meant to reduce extraneous cognitive load, which is not necessary for learning but demands

mind resources.

We give description of the effects that can be implemented in our environment following van Merriénboer and
John Sweller [2005] :

Goal-free effect. Replace conventional problems with goal-free problems that provide learners with an a-specific

goal.
Worked example effect. Replace conventional problems with worked examples that must be carefully studied.

Completion problem effect. Replace conventional problems with completion problems, providing a partial

solution that must be completed by the learners.

Split attention effect. Replace multiple sources of information (frequently pictures and accompanying text) with a

single, integrated source of information.

Modality effect. Replace a written explanatory text and another source of visual information such as a diagram

(unimodal) with a spoken explanatory text and a visual source of information (multimodal).

Redundancy effect. Replace multiple sources of information that are self-contained (i.., they can be understood

on their own) with one source of information.
One more effect was found later:

The expertise reversal effect. Instructional methods that work well for novice learers may have neutral or even

negative effects when expertise increases.

The Cognitive Theory of Multimedia Learning [Mayer, 2001] which is partially derived from Dual Coding Theory
[Paivio, 1978] draws a quite conclusive picture concerning learning with visualizations. The theory assumes that
there are two ways of processing information and hence two kinds of mental representation in the cognitive
system. In the verbal system, information of a sequential structure such as written texts or spoken words is
processed. In the non-verbal system, spatial information and pictures are processed. Connecting these two

cognitive representations properly should improve learning results. [Hoffler, 2010].

The cognitive theory of multimedia learning applies some basic assumptions to the design of multimedia learning
environments that are similar to CLT. In addition, this theory defines several types of sequential processes that

are required for active learning [Kalyuga, 2011].
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Applications of this theory are theory-based principles for how to design electronic learning environments, which
themselves can be tested in research studies. As part of his evidence-seeking efforts for the science of e-
learning, Mayer [2001, 2003] presents nine major effects which were developed out of dozens of studies. These
replicated effects are: modality effect, contiguity effect, multimedia effect, personalization effect, coherence effect,
redundancy effect, pre-training effect, signaling effect, and the pacing effect. An explanation of part of these

effects concerned with using the environment, lead to principles [Moreno & Mayer, 2000], follows:

The Contiguity Principle states that better transfer occurs when corresponding narration and animation are
presented simultaneously, both temporally and spatially. Temporal contiguity means that corresponding words
and pictures should be presented at the same time, while spatial contiguity means that corresponding words and

pictures should be presented near rather than far from each other on a page or screen.

The multimedia principle states that better transfer occurs from animation/pictures and narration/words than
from words alone. When words and pictures are both presented, learners have the chance to construct verbal

and visual cognitive representations and integrate them.

The redundancy principle states that better transfer occurs when animation and narration are not combined
with printed text. When pictures and words are both presented visually, it can overload visual working memory

capacity.

The pacing principle states that better transfer occurs when the pace of presentation is controlled by the
learner, rather than by the program. Learners vary in the time needed to engage in the cognitive processes of
selecting, organizing, and integrating incoming information, so they must have the ability to work at their own
pace to slow or pause the presentation if necessary. If the pace of the presented material is too fast, then these

cognitive processes may not be properly carried out and learning will suffer.

These principles are general enough and can be well applied in particle designs. But we try to develop
educational environment which enable implementation of these principles more natural way. On the other hand
we try to use findings from different less established fields. One of them is Hypermedia environment research,
which is more arguable and has pros and cons. One of hypermedia aspects is learner control, which can be also
associated with form of interactivity and can be discussed from CTML point of view. Scheiter and Gerjets [2007]
note that learner control in hypermedia context is supposed to aid learning, because respective environments (1)
mirror the human mind, (2) increase interest and motivation to learn, (3) enable instruction adapted to learners’
preferences and cognitive needs, (4) provide affordances for active and constructive information processing, and

(5) foster the acquisition of self-regulatory skills.

It is also mentioned in this work that the potential effectiveness of self-controlled learning with hypermedia is
hampered by (1) usability problems (i.e., disorientation, distraction, cognitive overload), (2) moderating learner

characteristics (i.e., prior knowledge and general abilities, self-regulatory skills, cognitive styles and attitudes
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towards learning), (3) a lack of conceptual foundations, and (4) methodological shortcomings of hypermedia

research.

Usability problem is a separate area and its description is out of bounds of this article, but some aids will be
presented further. Some studies of learner characteristics and cognitive styles are  of interest. One of these
studies investigated the effect of two segmented and holistic, on the progression over time of learners’ mental
models toward that of an expert with the moderator of cognitive flexibility [Aubteen Darabi et al. 2009]. Authors
suggest that efficient choice of segmented and holistic strategy is closely concerned with cognitive flexibility, one
of cognitive styles characteristics. This conclusion is consistent with Swanson and Law’s [1993] whole-part-whole
instructional model. That assumes through “first whole” the model introduces new content to learners by
formatting in their minds the organizational framework, then “parts” learned separately, and after learners have
successfully achieved the performance criteria for individual “parts” within the whole, the instructor links these

parts together, thus forming the second whole.

Zooming user interface

A ZUl is a dynamic interface. It provides user a canvas that is larger than the viewing area, on which items are
placed: The items placement is arbitrary and may be determined by the users, by the system, or by both. User
can scroll their viewing window across this canvas to view different items. The ZUI difference from a normal
canvas is that the user may zoom in or out onto a particular item, like a telescopic lens on a camera [Salmoni,
2004].

In application of presentation construction ZUI means that there are no separate slides more. They turn to frames
— dedicated parts of large canvas that can be placed arbitrary, can have arbitrary scale. Smaller frames can be
combined in a larger one. And all of them can be linked by pointing arrows (Fig. 1, 2, 3). Thus, all of presentation
content can looks like concept map and represent connections between parts. This approach assumes, that titles
of frames are large enough to be readable in low scale, when presentation or its part presents structure of the

content only.

Zoom environment has good consideration with the Whole-part-whole learning model: the “first whole” is
introduced in low amount of scale, then “parts” are surveyed closely, and then each “part” finds it's place in the

‘whole” again.
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Fig.3. Zoomed fragment of Presentation about aneroid barometer

Features of the environment

First of all we should note that elements of described presentation can be in almost any media format: text,
pictures, video, animations, sounds and anything that can be placed in SWF format (interactive models, 3D
models, units displaying images from WEB-camera, etc). Arrows in presentation also take function of links —
clicking on arrow will place pointed frame in viewing area. Thus, our environment match description of
Hypermedia learning environments: “...consist of network-like information structures, where fragments of
information are stored in nodes that are interconnected and can be accessed by electronic hyperlinks” [Scheiter
and Gerjets , Conklin 1987; Rouet et al. 1996].

Now let us describe set of tools realized in the environment. Main from them are: painting tool, mask layer tool

and drag-and-drop.

Painting tool allow presentation's author to set “drawable” property to any element of presentation (f.e. picture or
movie). Then, when presentation is being viewed, user can draw marks on this element by mouse pointer just like
in a graphics editor without any additional actions. In case of pictures or animations it can be explanatory
statements, or, in case of clean fields it can look like a part of simple whiteboard, which allows learner to write

task solution.
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Any parts of presentation can be overlapped and one can hide another one. If mask layer tool is assigned to top

element, it is possible to cut holes in this element to make the bottom element visible.

And drag-and-drop tool means that element of presentation can turn to “dragable” element, so a number of those

elements can be reordered as a part of some learning task.

Implications of theoretical foundation

In this section we show appliance of multimedia principles in creation of multimedia presentations in our

environment.

Goal-free exploring strategy in hypermedia environment is very natural, so it is closely concerned with goal-free

effect. Itis an efficient way to introduce learners in complex topic.

Besides usual way worked example effect as well as completion problem effect can be freshened up with painting
tool, layered masking tool and its combination. Any part of a solution can be hidden, any part can be dedicated to
be filled by learners. According to split-attention effect and contiguity effect, zoom environment allows to place
any elements to single construction. Even extensive description can be integrated with images due to zooming
placement. Following redundancy principle we should exclude printed text which is presented in narration, but in
some cases due to expertise reversal effect, printed text can be preferable. In zoom environment that redundant
texts can have low scale, so it will be unnoticeable usual way, but can be accessible on request. Also some cases
mask layer tool can be applied well. Modality effect and multimedia effect take their place when images, video,
animations and sound records are used. The pacing effect appears firstly due to leaner's control in hypermedia
environment and secondly due to splitting sound records by elements they targeting. Usability problems (i.e.,
disorientation, distraction, cognitive overload) are partly resolved due to possibility to take zoom out any time and

to view all system of topic knowledge and to find placement of current element.

Conclusion

The paper presents the description of interactive environment for creating and using in learning multimedia
presentations. It shows how multimedia principles can be applied for creating presentations in the environment.

The assessment of student's work will be discussed in a separated paper.
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CONCEPTUAL KNOWLEDGE MODELING ON THE BASIS OF NATURAL
CLASSIFICATION

Mikhail Bondarenko, Kateryna Solovyova, Andrey Danilov

Abstract: It is difficult to exaggerate the importance, the urgency and complexity of “good” classifications
creation, especially in knowledge management, artificial intelligence, decision making. To what extend it is
possible within a short paper, the peculiarities and advantages of the new system method of the systemological
classification analysis for the classifications of concepts creation were discussed. It is noted that the applying of
the natural classification criteria improves considerably the quality and the power of the classification knowledge
models and ontologies, allows taking into account the deep knowledge of any, including ill-structured, domains. In
the process of the research conduction the system models of the domain fragment of the ontologies on the basis
of the parametric classification were created. Some results of the actual domain “Social Networks in Internet’
analysis and modelling and the ontology fragments, realized in the ontologies engineering tool Protégé 3.2, are
also considered. The systemological classification analysis application has allowed proving the obtained
classifications of social networks functions, taking into account the objects essential properties. It has also
successfully recommended itself for deep knowledge acquisition; the basic hierarchy of classes, “good”
classifications and ontologies creation; possesses predictive power, simple logically relevant structure, ensures

the possibility of the correct inference on knowledge.

Keywords: conceptual knowledge, knowledge systematization, natural classification, ontology, systemological

classification analysis, social network, hierarchy, systemology, artificial intelligence.

ACM Classification Keywords: 1.2 Artificial Intelligence — 1.2.6 Learning: Knowledge Acquisition

Introduction

The development of knowledge management, artificial intelligence, decision making and many other actual
scientific and practical directions is determined by knowledge and its quality. As we know, knowledge, intellectual
capital is the main competitive advantage, the foundation of modern organizations, enterprises, society, human

and nations’ welfare and important component of decision making support systems.

In different spheres of knowledge acquisition and application conceptual models of subject domains play a
leading role. "Historically," the species of domain models are: dictionaries, thesauri (in linguistics), conceptual

models (infological, semantic models - in databases), UML diagrams (of classes, of use cases, ... - in object-
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oriented analysis and modeling), models of knowledge (semantic nets, frames, ... - in artificial intelligence),
ontologies (from the viewpoint of the realization and application one of the most modern kind of a domain model,

aimed primarily at the knowledge application in Internet).

The basis of such models is the relationships of the hierarchy between concepts (concepts classification), in the
first place, the relations genus-species and part-whole, about two millennia known in formal logic. These relations
in the theory of classification are called the relations of taxonomy and meronomy, in artificial intelligence — genus-
species: Isa (class - class), Instance-of (class - element) and part-whole: Part-of; in object-oriented analysis and
modeling — generalization / specialization and aggregation (in some cases, composition), respectively, etc. In
systemology to these relations corresponds one relation of the functional ability of the whole support,

respectively, for system-classes and concrete systems (which are reflected in general and single concepts).

How effective are the methods of the concepts classification creation - the basis of modern models of knowledge
of domains? The analysis shows that in most domains the classifications are subjective; many of them do not
meet even the requirements of formal logic. That is why it is proposed to apply a new unique method of the
systemological classification analysis based on the natural classification [E. A. Solovyova, 1999; E. A. Solovyova,
1991; E. A. Solovyova, 2000], which has successfully recommended itself for deep knowledge acquisition, the

basic hierarchy of classes, “good” classifications and ontologies creation in all, including ill-structured domains.

Introduction to the Natural Classification as the Conceptual Knowledge Systematics

As noted, this work is not about data classification into existing classes. We work with deep knowledge
classifications and besides with the conceptual deep knowledge, on the conceptual level, determine classes
(entities), properties and relations, and besides in accordance with their position in the domain, in the reality, in
accordance with the systemic of the reality. Naturalists and other scientists interested for many centuries in the
problem of "good" classification creation, the position of objects in which reflects the reality (the domain), is
determined by essential properties and relations of objects and therefore possessing predictive power. This
“‘good” classification was called systematics, or the natural classification, the first meaningful criteria of which
were introduced by the Englishman Wavell more than 150 years ago; then by A. A. Liubishchev, Y. A. Schrayder
and other scientists, for example, the natural classification - is a form of the laws of nature presentation...,
expresses the law of the systems of reality relationship, allows to reach the maximum number of goals, because it
takes into account the essential properties, etc. Such criteria are useful for fundamental science, but are not
constructive for computer modeling, application in knowledge models and ontologies. That is why in Knowledge
Acquisition Laboratory, at the Social Informatics Department and Scientific-Educational Knowledge Management
Center for more than 20 years the systemic research of conceptual knowledge and natural classification has been
conducted. For the first time the constructive criteria of the natural classification and a new method of

systemological classification analysis which allow to take into account deep knowledge, objects essential
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properties and relations in domain models in the most objective way, have been obtained [E. A. Solovyova, 1999;
E. A. Solovyova, 1991; E. A. Solovyova et al; 2000, E. A. Solovyova, 2000, etc.]. This method for the first time
synthesizes system and classification analysis. The natural classification criteria correspond completely to the

formal-logical criteria and also deepen and generalize them.

These fundamental results have not only theoretical but also an important practical value. They allow creating
knowledge models and ontologies which take into account essential properties and causal-investigative relations,
possess predictive power, simple logically relevant structure, allow generalization and unlimited knowledge
refinement without redesigning classification, ensure the possibility of the correct inference on knowledge,

recommendations and decisions making support, interface with the concepts of natural language application.

It is proved mathematically and systemologically and (with the use of the category theory and the categorical-
functorial model of the natural classification obtaining) that the natural classification is the parametric one
(including properties of all its elements), in which the properties classification determines (isomorphic) the objects
classification, the properties properties classification — deep layer poperties — the properties classification, etc.). In
practice, the consideration of one level of properties (their genus - species classification) allows making the
classification model founded and really effective for solving on its basis the various tasks that require knowledge

application.

Functional systemology - the systemic approach of the noospheric stage of science development — was created
for and is aimed at complex, qualitative, ill-structured problems solving, it differs profitably from the traditional
systemic approaches and for the first time really takes into account the systemic effect. Systemology, taking into
account the principles of systemic, integrity and diversity, considers all objects, processes and phenomena as
systems functioning to support the supersystem functional abilities. Systemology as modern system methodology
does not regard system as a set but as a functional object which function is assigned by supersystem.
Systemology in particular allows overcoming problems of traditional methods of system analysis at the expense
of using conceptual knowledge as well as formalizing procedures of analysis and synthesis of complex systems
and creating knowledge-oriented software tools for their simulation. The development of the concrete (internal)
systems systemology of G. P. Melnikov for the system of classes allows deep knowledge getting and modeling

for all, including ill-structured, domains [Bondarenko et al, 1998; E. A. Solovyova, 1999].

Social Networks Functions Classifications

The conceptual knowledge modelling will be accomplished on the example of the actual domain of social
networks, including the ontology creation. Nowadays the need to solve complex problems requiring the
knowledge of the domain specialists appears increasingly. To train highly qualified professionals progressive

companies propose to use the conception of learning organizations. A learning organization as a tool for solving
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problems related to the company professional level improving. To create and acquire knowledge the company
needs to be constantly in the process of self-improvement. One of the advanced methods of the organization
development is the social networks use. The social networks in Internet functions research will allow
understanding better the expediency of their use, to use the social networks more effectively in decision making,

for further knowledge systematization in the social networks domain.

Resulting from the research the developped social networks classifications were not found. There are several
articles where the social networks in Internet functions but not their classifications are mentioned. For example,

the following main functions of social networks in Internet are allocated:
- profiles, communities, blogs dogear, activities [Byelenkiy, 2008];

- functions of personal profiles creation, of users interactions, of common goal achieving by means of the

cooperation, of resources interaction, needs satisfaction due to the resources accumulation [Kuzmenko, 2009].

The functions research was conducted through the practical use of the network with identifying semantics the
functions during the direct work with the network. Due to the weak structuring of the domain and the distinguished
functions names in different networks, which in practice often have the same functional destination in most
networks, it was necessary to undergo the registration process (or just to come into the network workspace) and
to use practically the social network functions to determine their real functional destination. Also during the
analysis process, the difficulties have appeared due to not clearly defined functions names, which haw required

the additional research and the functions comparative analysis conduction [Danilov, 2010].

The analysis shows that in the first division base, for example, the communication (messages interchange)
functions class is absent. In the second division base the search functions are absent and it is also not clear what
is meant by the functions of common goal achieving by means of the cooperation. The authors of the given

divisions do not exemplify the functions which refer to the classes of these divisions.

Thus, the knowledge systematization in the domain of social networks is needed. Subsequently it will allow not
only to obtain the social networks ontology but also to improve the considered nets from the functional viewpoint,
to expand the set of their functions, to improve the meaningful placement of the menu functions in concrete social
networks. The results of the social networks systematization may be applied for a new social network creation

taking into account the advantages and disadvantages of the existing social networks.

In this case we consider the classification creation by the functionality as the knowledge systematization in the

given domain [Solovyova, 1999].

Let us consider the comparative analysis of the existing classification functions and the proposed network

supposed systematics.

As an example of the hierarcy first level of the social network "B KoHtakTe.ru" functions classification,

implemented in the software tool Protégé 3.2. (see Figure 1) is presented.
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The created classifcations are implemented in the software tool Protégé 3.2. The choice of this software tool is
grounded by the fact that it is a free, open-source ontology editor. Protégé has an open, easy spread architecture
at the expense of the functionality extension modules support which are freely available on the Protégé official
site. The knowledge model is an OKBC-compatible (Open Knowledge Base Connectivity — it is the application
programming interface for the access to knowledge bases), this allows applying in Protégé the one customized
interface for different semantic markup languages processing. An example of such language is OWL (Web
Ontology Language). All the listed above possibilities of Protégé, as well as the visibility of the obtained

classifications was the reason for using namely this software tool.
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Figure 1. The social network «B Konmakme.ru» functions of the first classification level.
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The recommended informative placement of the functions of the first level of the hierarchy, taking into account the
systemological classification analysis use and the natural classification criteria, is shown in Figure 2. The
functions placement is understood as their placement in the networks workspace. The informative placement is
understood as the functions structure their hierarchy in the social network menu. Our informative placement
displays the functions relationship taking into account the knowledge systematization and the relations semantics

between them in the best possible way.

Resulting from the analysis it was proposed to divide all the functions of the first level of the hierarchy on such
groups: user information, my data, my messages, search and the function of input/output from the network
workspace. Such functions placement will allow reducing the load on the user and speeding up the process of
the needed function search, as it reflects the functioning of the whole support ability relation.
The substantial functions placement in the social networks proposed, as the result of the conducted functions
system analysis, will facilitate the functions search for the social network new users, will reduce the sense loading
on the user when working with the network, by reducing the number of functions on the same level of the
hierarchy.
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Figure 2. The social network "B Konmakme.ru" systemological informative functions placement.
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Also the knowledge systematization in the social networks specific functions will help to systematize the
knowledge in the domain of the considered social networks in the Internet.
After analyzing the social networks functions classification, created in the process of work, it was found that most
social networks have a number of similar functions. In most cases, the functional destination coincided fully, and
the functions differed significantly, for example, the function "Work with groups" appeared under the name

"Groups", "Communities", "Groups and discussions".

The created functions classification reflects the semantics of the functions and of the relations between them, as
well as the results of the knowledge systematization in the social networks in the Internet domain.
Increasing the levels of the hierarchy in the functions classification, shown in Figure 2, allows finding the needed
function faster, increasing the user convenience, accelerating the further functions menu development.
Such analysis of the considered social networks functions allows creating the recommended functions

classifications for each of them.

The advantage of the proposed classification of the social networks in Internet functions is that it includes the
functions considered in popular social networks «B Kontakte.ru» (http://vkontakte.ru), «Bukenegus»
(http://ru.wikipedia.org/wiki), «Monn Mup» (http://my.mail.ru/mail), «Connect.ua», «MoinKpyr» (http://moikrug.ru),

«Science-community.orgy.

For these networks the functions classifications by the relation of the functional ability of the whole support were
created that has given the possibility to develop the recommendations or the meaningful placement of the menu
functions of the social networks according to the requirements of systemology and formal logic. As an example, in
Figure 3 our recommended classification of functions of the first level of hierarchy by the relation "part-whole" for

the social network of scientists «Science-community.org», implemented in a software tool Protégé 3.2 is shown.

The systemological classification analysis application has allowed justifying the obtained classifications of social
networks in Internet, to take into account the objects essential properties of them. This classification gives the
possibility to detect and predict the objects properties by their position in the classification, i.e. from the viewpoint
of the possibility to apply the classification not only as an effective practical tool but also as a tool of the

theoretical analysis in the correspondent domain.

The use of the systemological classification analysis allows formulating recommendations for the hierarchical
structure of functions implementation in the social network, for their meaningful placement in the menu in
accordance with the created classification. Such natural placement will allow to reduce significantly the load on

the user, will improve his work, networks and the principles of their functioning mastering.

The obtained classifications of the social networks in Internet functions allow to determine easy which class this
or that concrete function of social networks refers to with which the user may meet while working with social
networks in Internet. The greatest number of functions refers to the functions of "search" and "work with network

resources," the functions of "communication" are also important. This classification of the social networks in
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Internet functions can be viewed as a parametric (including the classification of properties) one, because the
classes functionality are seen from their names. Resulting from the functions of various social networks research
the functions classification fragment, shown in Figure 4 was built. The created classification fragment allows
determining to which class refer the functions of the first level of the hierarchy of the social networks:
«B Kontakte.ru»  (http:/ivkontakte.ru),  «Bukenegms»  (http://ru.wikipedia.org/wiki), ~ «Moit  Mup»
(http://my.mail.ru/mail), «Connect.ua», «MoiKpyr» (http://moikrug.ru), «Science-community.org». The functions
search was done by means of the practical use of a concrete function to verify its functionality. First the
functionality for each concrete function was determined, and then the function appurtenance to the concrete class
was determined. The obtained fragment of the classification “social networks functions” was realized in the
software tool Protégé 3.2 is shown in Figure 4. This software tool was chosen due to a number of advantages
[Shcherbak, 2008, etc.].
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support.

The obtained fragment of the social networks in Internet functions classification will allow becoming faster familiar
with the functions of social networks in Internet, to choose more effectively the social network for registration,
taking into account the functionality of the social network. The obtained results should be used for further

knowledge systematization in the field of social networks in Internet.

The use of the method of systemological classification analysis allows obtaining new deep knowledge and
systematizing knowledge in any domain in the most adequate and objective way taking into account the
substantial properties and relations. The use of the systemological classification analysis allows evaluating the
validity of any knowledge classification, the objects essential properties reflection in it; predicting new objects
based on their properties.
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Systemological research of social networks will allow systematizing knowledge in the social netwoks in the
Internet domain and defining the appropriateness of various functions use in this or that social network, in a

concrete organization.

Systemological Classification Analysis Application in the Social Networks Construction

Increase of the social networks in Interet influence of on the society has convinced many people to use social
networks in business. Large corporations can afford to order a strong social network from firms of developers, but
creation of such a network will require a lot of money. The enterprises (low-budget organizations) with a small
income have not such a possibility, they may or attempt to use already functioning network or to attempt to create
a social network by themselves. The latter variant is more advantageous, as the company itself regulates who will
be the participant of the network, what tasks the social network must solve within the organization, etc. To create

a social network in Internet it is necessary to use software for social networks creating.

Nowadays Internet is filled with a variety of software for the own social network creation. Many of them paid and
(or) require deep knowledge in programming. There is also a number of software proposing to create a social
network for free. This software proposes some free set of functions for a simple social network creating, there is

also the possibility to use the supplement paid services.

The analysis of the software «Socialtext», «IBM Lotus Connections», «Jive SBS», «CBosCeTby,

«Connectbeam», «Ning», «Taba.ru» allows to make the conclusion that «Ning» (http://www.ning.com/),

«Taba.ru» (http://taba.ru/), «CBosiCeTb» (http://svoyaset.ru/getform.html#) are the most acceptable for writing the

recommendations to the social networks creation. They are conditionally free and do not require deep knowledge
in programming. The disadvantage of the program service «Ning» is the absence of the interface in Russian. This
disadvantage is significant for the recommendations to the social networks creation. In connection with it the
software «Taba.ru», and «CeosiCetb» were chosen. While creating the social network in «Taba.ru» it is

recommended to use the social networks in Internet classification fragment shown in Figure 2.

In the process of writing recommendations the alternative menu creation of the social network has been tested
using the systematological classification analysis. The social networks functions alternative menu created taking
into account the results mentioned above was maximally approximated to the menu corresponding to the formal
logic and systemological classification analysis. Unfortunately, the considered designers have the limited
functionality and do not allow applying fully the results of the conducted research. In the process of work
guidelines and recommendations to social networks creation in Internet in the software «Taba.ru», «CBosCeTb»
have been developed, the shortcomings and benefits of a social network creation in the selected designers have

been revealed, as examples the demoversions of social networks in each of the designers have been created.
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Model Creation of Knowledge Dissemination in an Organization with a Help of a Social Network

Despite the widespread of social networks in Internet, the models of knowledge dissemination in an organization
by means of social networks sites have not been found. There is a number of articles describing the use of social
networks for the social capital creating and using but there are no models of social networks implementation in an
organization for knowledge dissemination and the employees' intellectual capital enhancing.
The model creation of knowledge implementation and dissemination in an organization will allow increasing the
organization competitiveness and solving such important practical tasks as the social networks implementation
process acceleration, improving their functioning effectiveness and facilitating the process of knowledge

acquisition and dissemination in the social network space by the employees.

When choosing a social network it is necessary to take into account several factors, such as the creation goals,
the project budget, the tasks which will be solved by means of the social network, the expected users' range. The
informational business model of a social network choice, aimed at the concrete organization problems solving,

will help to facilitate the process of choosing a social network.

Systemology and the systemological classification analysis on the basis of Natural Classificaton application in
social networks will allow increasing the functioning effectiveness of the fuctional menu and the functioning
effectiveness of social networks, the networks implementation, facilitating the new functions implementation.
Using the knowledge obtained during the social networks functions classification creation, the informational
business model(Figure 5) describing the process of a social network in the Internet choice and development for
increasing the organization competitiveness. This model realised in BPWin and describes the main processes in
the organization when choosing and creating a social network (the definition of the goals and tasks solved by the
social network; the means and the software tool for creating the social network choice; a brief description of the
processes associated with the immediate introduction of a social network in operation, of the ways of promoting

the social network use by the employees).

In the future it is planned to develop the business model of social networks application in the Internet for
knowledge management. The model will include the methods of exchanging both explicit and tacit knowledge of
knowledge that will allow to increase the effectiveness of the social networks sites application in the organization

for knowledge management.

The use of the created informational business model will allow facilitating and accelerating the Internet social
networks choice and implementation process in the company and minimizing changes necessary for the effective
functioning of the social network in the Internet; will allow reducing costs during the social network in the Internet

creation and use.

The results of the work can be used as recommendations for the construction or choice of a social network by the

organization for increasing its competitiveness, strengthening the relationships between the employees
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(increasing the social capital), increasing the intellectual capital of the employees and of the company on the

whole.

The proposed results of the social networks may be used in the process of a learning organization creation, for

decision making, intelligence technologies and artificial intelligence development.
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Figure 5. Context diagram of the informational model of the social network selection and creation in the

organization.

Conclusion

The classifications of concepts are the basis of each science and are applied for solving various scientific-
practical tasks. Now the classifications has got “the second birth” and are an main element of ontologies,
computer models of knowledge, object-oriented analysis and modeling, intelligence technologies, knowledge
management, decision making support and artificial intelligence, etc. That is why the role and the necessity of
“‘good” classifications of concepts have increased now even more. Systemology application has allowed
synthesizing system and classification analysis, discovering new criteria of systematics (natural classification) and

their applying for knowledge systematization in any domain.
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The Natural Classification criterion has been successfully used during the new method of the systemological
classification analysis application. The results of the systemological research partially included in the paper may
be used for the further knowledge systematization, creation of more effective alternative menus, natural language

processing, efc.
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METOAMKA UCMONb30BAHUA CPEACTB
CTPYKTYPU3ALIUM YHEBHOIO MATEPUATNA

Cynuma E.H., MuneHuH B.M

AnHHomayusi. Onucbigaromes  cpedcmea  Cmpykmypusayuu  UHGOPMAUUOHHbIX Maccugog Ha 0CHOge
ucnonb3oeaHuUs pacmywux nupamudanbHeix cemed. [Mpusodsmea npumeps! 0bpabomku UHOPMaUUU Ha
caiime OCTPOB SHAHWA.

Kniouyesnie crosa: cmpykmypusayus ecmecmeeHHO-A3bIK08020 MeKcma, npedcmasneHue u o6pa6omKa

3HaHull.

ACM Classification Keywords: |.2 ARTIFICIAL INTELLIGENCE - 1.2.4 Knowledge Representation Formalisms
and Methods, K.3 COMPUTERS AND EDUCATION - K.3.1 Computer Uses in Education

BBeaeHue

CospaHve hopmarnbHOM CTPYKTYpbl y4ebHOrO Matepuana BbipaxaeTcs B ONPeAeneHnn CUCTEMbI OTHOLIEHMIA
Mexay MOHATUAMM: MEPOHUMWM, TUMOHUMUM, UCKMKOYEHWUS, LOMOMHEHWS, accoumauun, CXOACTBa, pasnuuns,
©n130CTI, OTAANEHHOCTH, NPUYMHBI, CNEACTBUS, A0 W nocne u T.4. CBA3M YCTaHABNMBAKTCS HE TONMbKO MEXIY
NMOHSATUAIMM, HO U MeXay npeameTamu, seneHnsamu. OCHOBHOI BbIBOZ UCCNELOBaHUA MO 3aNOMMHAHNI y4ebHOro
MaTepuana TpuMBMAneH M COCTOMT B TOM, YTO CTPYKTYPUPOBAHHbIA MaTepuan 3ayyuBaeTcs nerde, 4Yem
GeccBasHbIn. Yem Gonblue CBsA3e HOBOrO maTepuana CO CTapbiM, TEM Jilerye OCYLIECTBASETC MpoLecc
3anoMuHaHus. 3anoMuHaHe MHGOpMaLMK He cnefyeT NOHUMATb Kak NpoLece “packnaabiBaHuns” ee no 3apaHee
3arotoBneHHbIM  “nonkam”.  OQHOBPEMEHHO € BOCTPUATMEM  MH(POPMALWWM  OCYLLECTBASETCA  Kak
CTPYKTYpMpOBaH1e MHOpMaLmK, Tak U CTPYKTYPUPOBAHUE CaMON MamsTU NOA BAWUSIHUEM BOCMPUHUMAEMON 1

YKe XpaHsiLencs uHchopmaummn. BocnpuHsTas nHgopmaums otobpaxaeTcs B CTPYKTYpe NamsiTy.

Kakme xe Tvnbl KOMNbIOTEPHBIX MHGOPMALMOHHBIX MoZenen Hanbonee Brnaku K MOAENsM, KOTOpPbIE UCMOMNb3yeT
YernoBeK Ans OCYLIECTBNEHMS CBOEN XW3HeaesaTenbHocTM? B MHAOPMaLMOHHO-aHANUTUYECKUX CUCTEMAX OIS
00paboTKK CNOXKHBIX CTPYKTYP PA3HOTUMHLIX AAHHbIX W 3HAHUIA UCNONb3YHTCS NIOTUKO-NIMHTBUCTUYECKME MOLENH
[Mocnenos, 1981], T.e. TakMe MOAENW, B KOTOPbIX OCHOBHbIMK 3rIEMEHTaMU SBMSETCA HE uucna W
BbIYMUCNIMTENbHLIE OMepaLumn, a UMeHa U nornyeckne cesasu. ECTECTBEHHO-A3bIKOBLIN TEKCT Takke MOXET ObiTb

afiekBaTHO npecTaBieH C NOMOLL b0 NOMVKO-TIMHIBUCTUYECKON MOLENM.

OpHol M3 XOpoLIO anpobupoBaHHbIX BO3MOXHbIX pPeanu3aLmii NOTMKO-NMHIBUCTUYECKX MOZenei SBnseTcs
opraHu3auus namsaT MHOPMALMOHHO-aHANUTUYECKUX CUCTEM B BMAE pacmywux nupamudasnbHbix cemel
(PNC) [FnagyH, 2000].
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Moctpoenne PIC

[Mpouecc NoCcTpoeHNs pacTyLUein NMpaMuaansHO CETH onmncaH Bo MHOrux nybnukauusx [MnagyH, 1994, MagyH,
1987]. HanomHMM OCHOBHbIE MOHATMS W MpOLECChl, npoucxoasiime npu noctpoeHun PrIC. Pacmywel
nupamudasnbHoU cembko Ha3bIBAETCA ALMKITNYECKNN OPUEHTUPOBAHHBIN rpad), B KOTOPOM HET BEPLUMH, MMEHOLLNX
ooHy 3axogswyto ayry. Mpumepsl PTIC npusegeHbl Ha puc.1,2,3. BeplumHbl, He UMElOLLME 3aXOAsLUMX Ayr,
Ha3bIBATCH peyenmopamu, OCTanbHble BEpWWHbI — KoHuenmopamu. [loarpad nupamuaanbHOW CeTw,
BKIIOYAIOLMA BEPLUMHY @ W BCE BEPLUMHBI, OT KOTOPbIX UMEKOTCA MyTU K BEPLUMHE a, Ha3blBaeTcs nupamudoll
BEPLMHbI a. BepLumHbl, BXOAALWWME B NMpamMuay BEPLMHbI @, 06pa3ytoT ee cybmMHoxecmeo. MHOXeCTBO BEPLUVH,

K KOTOPbIM UMEKOTCA NYTU OT BEPLUWHbI &, Ha3blIBaeTCA €€ CYNEPMHOXECMBOM.

B cybMHOXecTBe M CynepMHOXeCTBe BeplwMHbl a BblgenstoTcs 0-cyomHoxecTBO M 0-CynepMHOXKECTBO,
COCTOSILLME M3 TEX BEPLLIWH, KOTOPbIE CBA3aHbI C BEPLUMHON @ HenocpeaCTBEHHO. IMpy NOCTPOEHMM CETU BXOOHOI
WH(hopMauuen cnyxaT Habopbl 3HAYEHWU MPU3HAKOB, OMUCLIBAKOLWMX HEKOTOpble O0BBLEKTbI MPOWU3BOMNBHON
npegMeTHon obnactu (mMaTepuanbl, COCTOSIHMS arperaTa, CWTyauuu, TepMuHbl y4ebHOro kypca W T.M.).
PeLenTopbl COOTBETCTBYIOT 3HAYEHWAM MPU3HAKOB. B pasnuuHbIX 3agadax 310 MOryT ObiTb MMEHA CBOWCTB,
OTHOLLEHWI, COCTOSIHWA, AENCTBUIA, OOBEKTOB MMM KaccoB 06bekToB. 1o Mepe BBOAA B CETb HOBbIX 0OLEKTOB
(hOPMUPYIOTCA KOHLIENTOPbI — CrieLanbHble BEPLUMHbI, COOTBETCTBYIOLLME NPECEYEHNSIM MHOXECTB peLienTopoB
pa3NnYHbLIX OOBEKTOB, @ TaKKE ONUCAHWAM 0DBEKTOB B LieNIoM. B HauanbHOM COCTOSIHMM CETb COCTOUT TOMBKO M3
peLenTopoB. KoHuenTopbl (hopMupylOTCS B pesynbTate paboTbl anroputMa nocTpoeHus cetu. [Mpueepem

onucaHue anroputMa nocTpoenus cetu[l nagyH, 1994].

Mpu BBOZE NPU3HAKOBOTO ONUCaHNS 0OBEKTA, PELIENTOPbI, COOTBETCTBYHOLLME 3HAYEHUSIM NPU3HAKOB, BXOAALLMM
B ONMCaHWe, NepeBoasTcs B cocmosHue e030yxdeHusi. Mpouecc Bo3BYXAEHUS pacrpoCTpaHsIeTcs No CeTu.
KoHuenTop nepeBoanTcs B COCTOsHWUE BO3BYXOEHMS, ecr BO3OYXaeHbl BCe BEPLUMHbI ero 0—cyOMHOXeCTBa.
PeuenTopbl 1 KOHLENTOPbI COXPaHSIOT COCTOsIHUE BO3DYXAEHUS B TeYeHUe BbIMOMHEHWs BCeX onepauuit

JOCTPONKM CETW.

MycTb Npu BBOZE ONMCaHUs 06bekTa F; — NOAMHOXECTBO BO3OYKAEHHbIX BepLkH 0-CYOMHOXECTBA BEpLUNHbI &
G - MHOXECTBO BO3OYXOEHHbIX BEPLUMH CETW, He WMEKWMX LPYriX BO3DYXAEHHbIX BEPLUMH B CBOWX

CynepMHOXecCTBax.

BBOA HOBbIX BEPLUMH NPOMU3BOAMTCS MO CAELYOLLMM NpaBunam.

Mpasuio A1.

Ecnu BeplumHa a He BO3bYxfaeHa, U MHOXECTBO F, conepXuT bornee OfHOTO aNeMeHTa, TO Ayru, CoeanHsaIoLmeE
BEPLUMHbI U3 MHOXECTBA F, C BEPLIMHOA @, NIMKBUAMPYIOTCS, U B CETb BBOAMTCS HOBbIA KOHLEMTOP, KOTOPbIN
COEAMHSIETCA 3aXOAsLMMM [lyraMu C BepluMHaMM MHOXeCTBa F, M UcxoasLien Ayroit ¢ BeplumHoit a. Hosast

BepLlMHa HaxodanTca B COCTOAHNN BO36y)K,D,eHVIFI.



International Journal “Information Theories and Applications”, Vol. 17, Number 4, 2010 389

Beinontenne npasuna A1 unmtoctpupyetcs puc. 1 (a, 6, B). CeTb puc. 1 (6) BosHukaeT nocne Bo3OyxaeHus B
cetu puc. 1 (a) peuentopos 4, 5, a ceTb puc. 1 (B) BO3HWKAET nocne AOMOMHUTENBHOTO BO3BYXaeHUs B CETU

puc. 1 (6) peyentopos 2, 3.

Puc. 1.

Kak cnegyet u3 npasuna A1, ycrioBuem BBOAa B CETb HOBOM BEPLUMHbI SBNSETCS CUTYaLMs, KOrha HekoTopas
BEPLUMHA CETW OKa3bIBAETCS HE MOMHOCTLI0 BO3OYKAEHHO! (BO36YXAAlOTCA He BCE, HO HE MEHee ABYX BEPLUMH
ee 0-cybMHOxXecTBa). HoBblE BEpLUMHBLI BBOAATCS B CYOMHOXECTBA He MOMHOCTLIO BO30YXAEHHbIX BEPLIMH. OHK

NpeacTaBnsioT B CETU NEPECEYEHMst ONMCaHMI 0GBEKTOB.

lNocne BBEAEHUS! HOBbIX BEPLUMH BO BCE Yy4aCTKW, rae yaooBlieTBOpAETCA yCrosue npasuna A1, BbINonHsKTCA

npasuna A2 unu A3, 3aBepLuaroLye NoCcTpoeHne Npammabl 0bbekTa.

Mpasuno A2.

Ecnn MHOXecTBO G comepxuT Gonee OHOTO 3MeMEeHTa W He BKIMIOYAET BEPLUMHBI, MOMEYEHHON MMEHEM
BBEJEHHOr0 00bEKTa, K CETU MPUCOEAMHSIETCS! HOBbIA KOHLIENTOP, KOTOPbLIA COEAMHAIETCS 3aXOAALLMMU Ayramu

CO BCEMU BEPLUMHAMWN MHOXECTBa G. HoBas BepLlUMHa HaxodnTca B B036y)K,E|,eHHOM COCTOAHNN.

BoinonHexue npasuna A2 unntoctpupyetcs puc.1 (s, r). Cetb puc.1 (r) BosHUKaeT nocrne Bo30yxageHus B CeTu

puc.1 (8) peuentopos 2,3,4,5,6.

Ocob6eHHocTH PIC

[anee octaHoBumcs Ha ocobeHHocTsx PIC, koTopble No3BONSOT 3PEKTUBHO UX UCMONBb30BATb A1 PELLeHMs
3apay. B PIIC cTpykTypupoBaHue namsTit OCYLIECTBASETCA NyTEM MNOCTPOEHUS MEpapXUYecKoil CeTeBOW
CTPYKTYpbl OAHOBPEMEHHO C BOCMpUATMEM WHpopmaumn. CdopmupoBaHHass CTpykTypa oToGpaxaeT
0COBEHHOCTW peluaemoi 3adayn. AnroputM MOCTPOeHUs CeTu obecneymBaeT aBTOMATUYECKOE YCTaHOBIEHME
accoumaTusHoi 6nm3ocTn Mexay oObekTamu Ha OCHOBE OBLLMX 3NEMEHTOB M3 UX OMUCaHWA. Takum obpasom,
NP1 NOCTPOEHUM CETU HOPMUPYIOTCS KOHBIOHKTUBHBIE KNacChl 06BEKTOB, T.€. OCYLLECTBNSAETCS Knaccudmkaums
6e3 yuntens. lMpu pobaeneHuy HOBLIX OOBLEKTOB HET HEOOXOAMMOCTM BbIMOMHATL Onepauuy noucka W
npeobpasoBaHns CeTM MO BCEM BBEAEHHbIM OObekTaM — (POPMUMPOBAHME KOHLENTOPOB OrpaHUYEHO
HebOoMbLWMMM (bparMeHTaMn CETU M MPOMCXOANT TOMbKO B NMMpamugax Tex OOLEKTOB, PELEenTopbl KOTOPbIX

COBMafalT C peLenTopamu HOBOro 06bekTa. [MpuHUMNMaNbHOE pelleHne MpobreMbl COKPALLEHUS BPEMEHN
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noucka B PIC cocTouT B OTHECEHWM OI'IepaLl'VII7I Nno YCTaHOBMNEHMKO CXoAcTBa 00beKToB Ha 3Tan BBOAA

VIHqupMaLI,MVI 00 ob6bekTax B namaThb, KOTOprVI BbIMOMHAETCA TONbKO OAWH pa3 Np NOCTPOEHNN CETH.

PIC yaobHbl 4ns BeINOMHEHUS Onepaumin accoumaTeHoro noucka [MnagyH, 1994, Maayx, 2000]. Hanpumep,
MOXHO BblbpaThb BCe 06BEKTBI, KOTOPbIE BKMKOYAKT 3aAaHHOE 06beaVHEHNE 3HAYEHMIA NPU3HAKOB, NPOCNEXBas
nNyTW, BbIXOASLLME U3 BEPLUMHbI CETW, KOTOpas OTBEYaeT aToMy obbeaunHeHno. [ns Boibopa Bcex 06BEKTOB,
ONUCaHUs KOTOPbIX MEPEeCceKalTCs C OnuCaHMeM 3aaaHHOro 06bekTa, AOCTaTOMHO NPOCMEeAMTb MyTH, KOTOpble
BbIXOAAT M3 BepwWH nupamuabl 3Toro obbekta. Bce nowckoBble omepauuu nMpamuagansHoW  CeTU
OrpaHMYMNBAIOTCS CPABHUTENBHO MarlbiM y4acTKOM CEeTW, KOTopas BKMoYaeT nupamugy obbekta M BepLUnHb,
HEenocpeaCTBEHHO CBA3aHHbIE C HEW. [Mepexof OT KOHBEPrPOBaHHbIX NPeacTaBneHnin 06bEKTOB (KOHLIENTOPOB)
K pa3BepHyTbiM - Habopam PeLenTopoB OCYLIECTBISAETCA MyTeM MPOCMOTPa NUpaMua OBLEKTOB B PasinyHbIX
HanpaBneHusx (CBepxy BHU3 M CHU3Y BBEpPX). B pesynbrarte nosBNSETCS BO3MOXHOCTb pelaTb MpaKkThyeckue

331341 Ha OCHOBE aHanm3a 6osbLUMX 00BEMOB AaHHbIX.

BaxHbIM CBOWMCTBOM MupamupanbHbiX CETEN SBRSETCA WX MEPAPXUYHOCTb, KOTOpAasi NO3BOMSET €CTECTBEHHbIM
0bpa3om otobpaxaTtb CTPYKTYpy COCTaBHbIX 06BEKTOB, POAOBUAOBbIE CBA3N, CBA3MN 06BEKT-CBONCTBO. ObyyeHne
PINC coctouT B hopMMpOBaHIN B HUX CTPYKTYP, NPEACTaBNSAOLLMX NOHATHE [[NagyH, 1994]. MNoHsTve — anemeHT
CUCTEMBI 3HAHWIA, NPEACTaBAAOLLMIA COOO0M 0BOBLLEHHYIO MOrMYECKY0 NMPU3HAKOBYH MOAENb Kacca 0OBbEKTOB, €
MOMOLLBI0 KOTOPOI peanuayioTcs NPOLEecChl Pacno3HaBaHWs W reHepauuum Mogenen KOHKPETHbIX OObeKToB.
lMocne MOCTPOEHWS MUpaMWUZAnbHOM CETU CO3haeTcs CTPYKTypa, SBNsoWascs npeacTaBneHeM OnucaHui
obbekToB. Kaxaas BeplmHa CeTU onpenensieT KOHBIOHKTUBHBIA Knace obbektoB. PMC no3Bonser noctpouTb
NOHATUE B (HOPME FIOTMYECKOrO BbIPAKEHMS, BKMIOYAIOLIErO WMEHa PeLenTopoB W NOTrUYEecKue onepauum
AV3BIOHKUMK, KOHBIOHKUMKM W oTpuuanus [Gladun, 2008]. MocTpoeHHOe NOHSTWE BKMOYAET BCe Haubonee
BaXHbIE MPU3HAKW, XapaKTepu3yloLmne Knacc, n oTobpaxaeT xapakTepHble Ans 3TOro Kracca noruyeckue Caasu
Mexay aTuMK npuaHakamu. [peacTaBneHne NoHATUS B BUAE NOMMYECKOrO BbIPaXEHWUS SBMSETCA HarnsgHbIM,
XOpOLIO MHTEpnpeTUpyeMbIM 1 MOXET OblTb MCMONMb30BaHO C Lenbko Gornee rnybokoro MOHMMaHWS
3aKOHOMEPHOCTEN, MPUCYLLMX NPeAMETHOM obrnactn. BaxHo 0cobeHHOCTLIO MeTOAa (HOPMUPOBAHMUS MOHATUI B
PINC sBnsieTcs BO3MOXHOCTb BBEAEHWS B NOHATME Tak Ha3biBAEMbIX Pa3LeNnnUTenbHbIX NPU3HAKOB, KOTOPbIE HE
npuHagnexar obbekTam uccnegyemoro knacca. B pesynbrate ChOpMUMPOBaHHbIE MOHATUS WMetoT Gonee
KOMMaKTHYt0 nordeckyto cTpyktypy. PMC peanusoBaHbl B nporpaMmmHoi cucteme “Kowdop” [MmagyH, 2002].
Cuctema “KoHdhop” He sBNsieTCs NPeAMETHO-OPUEHTUPOBAHHOM M MOXET ObiTb MCMONb30BaHA ANS aHanu3a
[aHHbIX B Noboi npeaMeTHOM 06nacTi Npy yCrnoBUW, YTO AaHHble NpeacTaBfeHHble Kak MHOXECTBO OMUCaHWM

00bekToB B Buae Habopa 3HaYeHi NPU3HAKOB.

CtpykTypu3sauus y4ebHoro matepuana ¢ ucnonn3osanuem PIC

CopepxatenbHas (cemaHTWyeckas) CTpykTypa y4yebHOro MaTtepuana npeanonaraeT CMbICAIOBOE, a He

MEXaHW4YecKkoe 3anoMuHaHue. Takas CTPYKTypa OTpaxaet OObEKTMBHbIE 3aBUCKMOCTH, CylecTeywuine B
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npupoge, o6LecTse 1 Mexay NtoabMu. Mpu MeXaHMYeCkoM 3anoMUHaHUK MaTepuan 3ayunBaeTCcs TakiM, KakuM
OH npeanaraeTcs, Npu CMbICIIOBOM - NPOUCXOANT OpraHn3aLms U ynopsiaoyeHme coobLyaeMoit HdhopmaLum, ee
unbTpauns. COBPEMEHHbIA LUKONMbHUK [OMKEeH yMeTb B AOCTATOMHOMA CTEMEHW CUCTeMaTWU3MpoBaTb U
0600LaTh CBOW 3HAHMS, 3HAaTb COOTHOLLEHWS U CBS3W MEXZY CTPYKTYPHbIMM SMEMEHTaMU CUCTEMbI 3HaHMUIA.
ABTOMaTU3MpOBaHHas CTPYKTypu3auusi y4eGHOro MaTtepuana no3BonsieT B MEPBYl0 O4Yepedb B pamkax
9MEKTPOHHOrO Y4ebHOro pecypca CBsidaTb KOHTEHT pecypca B €AMHYK CTPYKTYpPY, MPOCNEANUTb CBS3U MeXay
MOHATUAMM, UCTIONB3YEMBIMU B PA3NUYHbIX MHEOPMALMOHHBIX UCTOYHMKAX, KOTOPBIMU MOCTOSIHHO MOMOMHSAETCS

y4ebHbIN pecypc.

MeToauka MCNONb30BaHNS cpeacrs aBTOMaTVI3I/IpOBaHHOI7I CTPYKTypUu3auuun yqe6Horo Matepuana BKNioYaeT

cnegyoLlue atansi:

1) aBTOMaTW3MPOBaHHbI NOBEPXHOCTHBIN CEMAHTUYECKUA aHanm3 Tekcta [Benuyko, 2009];
2) BblA€neHe TEPMUHOB 3 TEKCTA HA OCHOBE NPOBEAEHHOr0 aHanuaa [Benuuko, 2009];

3) BblAerneHne OTHOLLEHNA MeXaY TEPMUHAMMU Ha OCHOBE MPOBELEHHOTO aHau3a;

4) Ong Kaxgoro npoaHanMaMpoBaHHOrO TekcTa — hopmupoBaHue haina C BbiAeNeHHbIMU TepMUHAMK 1

OTHOLWIEHNAMU MeXOy HUMU;

5) nmocTpoeHue pacTyllei nupammaanbHoW CeTu, OObeaMHSIOWER TEPMUHbI M CBS3bIBAKOLEN OTAEmNbHble

y4ebHble MaTepuanbl B eaMHOe MHGOPMALWMOHHOE NPOCTPaHCTBO.

PaccmoTpum npumMep MpUMEHEHWs  OMMCaHHOW TexHomornn K obpaboTke uHdopmauum cainta «OCTPOB
3HAHWW (http://shkola.ostriv.in.ua). Mpoaxanuanpyem e ctatbit 3 pasaena «llikona - HasyarHs - lonaTkosi
matepianuy»: «bygosa CoHus» (Puc. 2), onybnukoeana 03 TpasHa 2007 un «Knacudikauis sipok» (Puc. 3)
onybnukoeaHa 17 Ciung 2007. ®parmeHTbl CMMCKOB TEPMUHOB, aBTOMATMYECKW MNOCTPOEHHbIX Ha OCHOBE
NIMHIBMCTWYECKOrO aHanm3a craten npueegeHbl Ha Puc.4 n Puc.5. Ha Puc.6. npusegeH dparMeHT NOCTPOEHHOM
nupamuaancHon ceTn, obbeauHsitoWen cogepxaHue AByX Yy4ebHbIX MaTtepuanos. Mcnomb3ys ceTesoe
npeacTaBneHne TEPMUHOMOMYECKOrO COAEPKaHUs TEKCTOB NErko NpocneauTb CBA3M Mexay TepMuHamu,
cBA3aTb B efuHoe Lenoe y4vebHbIn maTepuan, onybrMkoBaHHbIM B pasnuyHoe Bpems. [padmueckoe
NPEACTaBIEHNE CBSA3EN MexXay MOHATUAMU YNydllaeT KayecTBO BOCMpuATUS y4ebHOro MaTepuana, no3BonseT
ONpeaenuTb MecTo HayyHoro hakta B 0600LLEHHON HayyHOW KapTuHE Mupa, obecneumBaeT HopMUpPOBaHWE
CTPYKTYPHO-NIOTUYECKUX 3HAHWA yyalmxcs. Hasuraums no cetu no3BonsieT nepexoguTb OT OAHOro akta K
OPYroMy, HaxoguTb MeCTa WCXOQHOTrO TEeKCTa, CBSA3AHHbIE C YMOMWHAHWEM TOr0 MM MHOMO  (hakTa.
ABTOMaTMYECKN CHOPMMPOBAHHBIE TEPMUHbI NO3BONSIHOT YTOUHUTD CMIUCKW KIOYEBBIX CIIOB, MCMOMb3YIOLMXCS B

onucaHuu Ctatbu Anda nocnenyowero noMcka no Knio4esbiM CrioBam 1 py6pI/IKaLI|MM craTeil.
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Byaoea CoHuA

30BHILHIA Wap CoHuA cknafaetecA 2 doTtocdepw | xpomocdepn. DoTocdepa, Wo € BMAMMOR

NoEEpXHeR CoHUA, Mae TOEWKHY Nprbnuzio 500 km i Temnepatypy Bnusero BO00°K.

¥ oTocdepl BMABNAETECA NOMITHA AKTHEHICTE B NEQLY Yepry y Gopmi TEMHWY 0BnacTel, Tak SEaHMx
COHAYHMY MNAM. 33 HAMKM CNOCTERITENM WE B 3HTWYHI YacH, a8, HE AWENAYHCE Ha Ue, T CNPAEXKHA

NPMPOAA HE BifoMa.

¥ nmizHiWi 4acK [anineo Fanined "HaHOED BIGKPME" COHAYHI NAAMK, X048 Ue "EIQKpUTTA" QOEMD
ocnopreanocA Kpictodepon WeiHepom. CnocTepeskeHHA 23 COHAMHUMKM NNAMEMKM CERES HLWOM,
NPMEEND A0 Kpaxy apicTOTENIBCEKO-NTONEMEEBCEKOR MOeni Boeceity, 2rigHo AkDT BCi 2ipkW £
iAEaNEHD HENOAINEHHMH Chepamy. CUCTEMATHYHI CNOCTEREXEHHA 33 COHAYHMMM MNAMAMH NOYANHCA
npubnuzHo & cepeguri XV cToniTTa.

COHAYHI NNAMM 2NAKTECA TEMHWUMK, 318 HE TOMY, L0 EOHW RIACHD Y0pHi. MpocTo BOHKW XonodHiWi 3a
fotocdepy, wo foTodye. HaEkOND HARTEMHIWON 20HM NAAMM, Tak ZEAHOT TIHI, € NPOMIXHE CEITNA 30Ha,
Tak 2BaHa NIETIHE. Temnepatypa TiHi pieHa 4300-4800°K, Tofto Ha 1000-1500°K Huekya 28 TeMNepaTypy
fotocdepn. A ock TemnNepaTypa NieTiHi pieda S400-5500°K. IHTEHCHMEHICTE CEIMEHHA E TiHI CKNagae
npubnuzHo 32% EiL IHTEHCHEHOCTI CEINEHHA doTocdepu, a NIETIHI - B0%. Cxoxe, WO IHHMKEHHA
TEMMEPATYPM YCEPELMHI MNAM 3E'AZAHE CHABHMMA MATHITHHMA NONAMM, BEIQKPMTUMA TRopaskenm

Ennepi Fefnom g 1903 poui. Taki nonA 23EaKa0Te PEMYNAPHOMY KOHBEKTMEHOMY
Puc.2. dparmeHT y4ebHoro matepuana «bynosa CoHusy.

Enacudikaya sipak

Mpu BOCATHEHHI B HAAPaX JIP0K BEMCOKOT TYCTHHM | TeMNepaTypu (BinA 10-12 mnH. K) novdHarTecA
TEPMOATERHI PEaKLT CHHTEZY ENEMEHTIE - OCHOEHE AMEPEeno eHepril BineWocTi 2ipok. ATMocgepd 2ip -
NOBEQXHEE WAPK 30K, ¥ AKWE QOPMYETECA CNEKTP CNOCTERIr3HKYMOr BUNPOMIHKOEaHHA 2ipok. B
atmocdep 2ipok 3EMYARH0 BMOINAKITE CaMHA 30BHILHIA WAP: NRPOTANHY KOPOHY, NOTIM $pomMocdepy |
posTaWoEaHy We rmubwe dotocdepy. Macu zipok (M) sHaxopATecA B mexax eig 0 04 no ~ 60 WEF
ceitHocTi (L) ein 0.5 no cotede twe, LEF

SIPKM KNACHBIKYHTE N0 CEITHOCTI, MAci, TEMNERaTypl NOBEPHEHI, XIMIMHOMY CKIA0Y, 0COBNMEDCTAM
cnekTpy. Ha BM3HaveHHy eTanax 3ipkosol eBonioul pAg 2P0k NPOXOSMTE YEepes CTadikm
HECTALIOHApHOCTI. % 2aNeXHOCTI Bif MACK 3ipkH HaNPKKIHL eeonUT cTalTe 200 BINUMK Kapnukamn,
abo HeATPOHHMMH 2ipKaMK, 200 YOPHHMK AipaMmu. [CHYHITE 300AHI KATANOMM 3MIHHKY 2IpOK,
NOAEIARHKY ZipokK, NyAeCcapie. [Togin 3ipoK 3a TXHEOH CEITHICTHY 34IACHHIETECA HA TPYNH: HAATITaHTH,
Ackpagi i cnabki riranTh, cybriranTi, Kapnuiu, cyokapnukm i Bini kapnukn. PozxofxerHa
CEITHMOCTI B HAAMaHTIE | BinKx kapnukie noHag 20 zopAHMy BenMYKAM (BineWw Hix y 103 pazie).
Hiarpama Mepuwnpydra-Peccena BMpasac 36'A30K M CEITHICTH | TEMNEPATYROH [CNEKTRANEHHM
KNACOM YK NOKAZHMKOM KONeopy) zipok. Ha uiil giarpami 60uzeki 33 GizMMHHMK BNACTHEDCTAMM SipKkW
afimaroTe ElRocobnedi 0bnacT: ronoeHy NOCAIQOEHICTE 2P0k, NOCNIAOEHOCTI HALMIFAHTIE, ACKPAEMY |
cnabkuy riraHTie, cyOriranTie, cybrapnukie, BINHX KapNMKIE | 1H. [ON0EHa NOCNILOEHICTE Giarpamu
MepuwnpyHra-Peccena, Byseka CMyra Ha WA giarpami, ¥ MExax AKOT 3HaX0OWTECA NEPEBEKHE
BiNEWICTE 2ipok, NEQETHHAE QIarpamy nNo iaroHan (Bif BMCOKHY 00 HH3EKME CEITHMOCTERA |
TEMMERATYR]. 3ipkM rON0EHOT NOCAILOEHOCTI (A0 HMX, 20KPEME, EIQHOCHTECA COHUE)] MaKITE OOHAKOEE
NHEpeno eHeprii TRPMOAAERPHOT PEAKLT KMCHEEOMD LWMKNY. 3ipKW 2HAX0LATECA HA TONOEBHIA
NOCNGOEHOCT NpoTArom NprbanzHo 90% yoeoro dacy opAHol esonodii. UMM noAcHmETECA

NEPEEANHA KOHUEHTPALA 2ipok B 0bNacTi ronoeHoi nocnigoBHOCTI.

Puc.3. ®parmeHT y4ebHoro matepuana «Knacudikawyis 3ipok».
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4 Terms' Extraction

TepMiHi - Qi

OEpEED TEPMIHIE:
-l- 8KTHEHICTE [3)
-l COHAYHE BKTHEHICTE ()
nepioaW CoHAYHOT 8kTHEHOCTI (1)

AkrTH

OOBOITH FiiT FELIHIE

[

|B|:i TepHiHUd [(97)

Flauryn

|BE=E.EI.in CAOED A7 Nowyky

BOELHTE TEOMIF

PEYESHHA 3 TEKCTY, B AKMx M| 1NIOKpECIKESTH
EMEPEHI TEQMIHH TERMIHK

< M5 0OHOMD TERMIHY * \ < 0nq TepMiHie oo 4

Y (poTocdrepl BUABMAETLCH NOMITHE ~
AKTHEHICTE B NepLUy Yepry ¥ pophdi
TeMHWY 00NAacTel, Tak 3BaHKK COHAYHMX
A, (6)

Puc.4. dparmeHT cnmcka TepMUHOB, BbIAENEHHbIX MK aHanu3ae yuebHoro Matepuana «bynosa CoHLsy.

@ Terms' Extraction

nogepxHA (3
BKTHEHICTE [3)
vac (3)
CMNOCTEREXREHHA (3]
2oHa (3)

TiHE (3]

nieTiHe (3)
nepiog (3)
guynoea (2
GyOo0Ea CoHUA (2]
IHTEHCHEHICTE (2]
CEIMEHHA (2]
nona [2)

pik (2)
ofepTaHHa (2]
ekeatop (2)
nogu (&)

raz (2}

BMKMOM (2]

[»

TepmiHia - G

OEPEB0 TEMIHIE:

OOELHTE TiiT TEOMNIHIE

- zipka (28)

KAaCHgikauia sipok (2)
GinbWicTe =ipok (1)
EWMNPOMIHKESHHA Zipok (1)
paa zipok (1)
MacK zipkd (1)
HENRTROHHI 2ipkK (1)
Moain =ipok (1)
KOHUEeHTpaYR sipok (1]

-- CEITHIETE ZipkM (1)

SBINBWEHHA CEITHOCTI 2IpKK (1]

sipka (28)

3ci Tepmind (171)

| 4

Hlaun

|BBEJJ.in CNOED ANA NoWyYky

BEEOITE TERMNIH

SRk |
mMaca (12)
pasu (8]

coHUE (7]
CEITHIETE (7]
nocninoeHicTe (B)
KapauKM (5]
niarpara (5)
TeMnepatypa (4]

o)

[EYEHHA 3 TEKCTY, B AKMX MPMCYTHI

EWBPEHI TRPMIHK TERMIHK

< N4 0AHora TepHidyg > < 008 TEpMIHIE CMcky "BUWEpaHe" »

[~ miokpecnweatw

eHepria (3)
eEonwUia (3
Bini kapnueM (3]
HBArraHTH (3)
ofnacTe (3)

Pwvc.5. ®parmeHT cnincka TEPMUMHOB, BbIAENEHHbIX NPy aHanm3e yyebHoro matepuana «Knacudikadlis 3ipoky.

THCAYaE (3)

kaacugpikania (2)
KAaCKdpikalia zipok [2)

Jopi (2) w
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EMAHME_NOEEp XHA_COHIR= .
JoTitdepa

ToEWMHa_RpRbnuzHo_S00_kmk T

.sosHiLuHiﬁ_Luap_CoHuﬁ

2
TeMmnepaTypa_bnuzeko_&000 .xpomocd:epa

TemHI—obAacTk .
CMOCTEPEXEHHA_Za_COHAYHMMK_MNAMaMH

BWIII eToniTra

ACKPpaBe_poMeEs_HKiNbUe_HaEKO OHUA .
i COHAYHa_MNNAMa
ELAKPWTTA_COHAYHKX_NNAM

FManineo_Taninei .
SHMEHHA_TEMMEQaTYpH_YCEpeAnHI_Mndam caMME_ZaEHiWHIA_wap

CMAEHI_MarHiTHi_nona
KOpoHa

TEMNEpaTYpa_KopoHK
CaMa_BepHHA_HaTHHa_CoHUA

NpPOTAXHI_KOpPOHa .
P _Rop Sopi

MinbHOHKM_rpasy cie Atmochepa_zopi
ACEEP R HEEMHA_LL 3 pa o

razoei_[nnazMoeil_ceiTHI_Kyni . .
Maca_zipKH

GBini_kapnueku

FipKK_ronoEHO_NocniaoEHooTi

HERTROHHI_zipKH .
CoHue

HORHI_AipH

11_piHHHA_coHATHHA_LMER

Aepeno_sHepril_TepMoagepHol_pearuii_KMCOHEEOro_LKMEDY

Puc.6. ®parmeHT NOCTPOEHHOM NMpamMmaanbHOi CETU, NPeACTaBNSIOWEN CogepxaHme ABYX y4ebHbIX

MaTepuanos

3AKINIOYEHUE

Pactywas nupammaancHas ceTb ABMAETCS CETEBOW NaMATHI), CAMOHACTPaUBAIOLLENCA HA CTPYKTYPY BXOAHOM
WHopmaumuu. Takue KayecTBa, Kak MPOCTOTA BHECEHWS W3MEHEHUI, COBMELLEHWe MpOLEecCcoB BBOAA
WHopMauuu C¢ ee knaccudukaumen, ob6obLLeHreM W BbIOENEHNEM CyLLECTBEHHbIX MPU3HAKOB, BbICOKast
accoumMaTUBHOCTb, AeNal0T pacTylyve nupaMmuaarnbHbIe CETU BaXKHBIM KOMIOHEHTOM UHTENNEKTYamNbHbIX CUCTEM.
OpfHoM M3 rmaBHbIX 3agay fOrMYeCcKon CTPYKTypu3aummn y4ebHoro Matepuana, kak cpeacTsa cuctemaTusaumm n
0006LEeHMs  3HAHWN yyalluxcsi, SBNSETCS (hOpMMpOBaHME He hopManbHbIX, a OCO3HAHHbIX 3HaHWIA,
NO3BONAOLLMX UX aKTUBHOE NPUMEHEHME B TBOPYECTBE, PELUEHWM 3afay aHanuaa, cuHTesa, 0606LLeHns, noucka
HOBbIX 3HaHWUA. CoBpPEMEHHbIe CpefCcTBa aBTOMATU3MPOBAHHOW CTPYKTypU3aLmmn y4ebHOro Matepuana nomorarTt
pewatb 3agady (HOPMMPOBAHMS aKTMBHLIX 3HAHWA Y Y4alWXCs, MCMOMb3ys  BO3MOXHOCTW CMCTEMHO-
CTPYKTYPHOTO MeToga Ans YnpaBneHus MO3HABaTENbHOM [LEeATENbHOCTHIO M BbIOENsAs OPUEHTUPbLI AN

CaMOCTOSATENbHOr0O 06HOBMNEHMS U MOMOMHEHNS 3HAHWIA.
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