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Abstract: The problem of calculating a non-conflict schedule by packets commutation in crossbar switch node is 

one of the foremost problems at the stage of node design. From a mathematical point of view this task is NP-

complete. Constantly rising levels of traffic communication require developing of new algorithms. These 

algorithms must be correctly compared with known algorithms. In this paper we presented the investigations on 

the time execution of known PIM-algorithm for crossbar switch by means of CERN’s grid-structure. By computer 

simulation of switching and using synthesized Generalized Nets (GN) model of the PIM-algorithm the execution 

time is obtained. Its assessment is based on the modeling of the throughput in the presence of uniform incoming 

traffic. It is shown that direct receiving of the characteristics of simulation time with the required accuracy would 

require the introduction of strictly defined control points. 
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Introduction 

In information exchange networks the essential nodes are commutation nodes called switches and routers. 

Crossbar packet switches route traffic from input to output where a message packet is transmitted from the 

source to the destination.  

The randomly incoming traffic must be controlled and scheduled to eliminate conflict at the crossbar switch. The 

goal of the traffic-scheduling for the crossbar switches is to minimize packet blocking probability and packet 

waiting time and to maximize the throughput of packet through a switch [Elhanany, 2007]. So achieving a 

maximum throughput of the switch depends on the calculation of non-conflict plan for switching incoming packets. 

The problem for calculating of non-conflict schedule is NP-complete [Chen et al, 1990]. Algorithms are suggested 

which solve the problem partially. The origin of a series of parallel algorithms is the PIM-algorithm (Parallel 

Iterative Matching) [Anderson et al, 1993]. One of the research directions is working on modifications to PIM-

algorithm, relying on input buffering with virtual output queuing (VOQ) [Guannan Qu et al., 2010]. Other studies 

are directed to the use of inputs and intermediate buffering (CICQ) [Shunyuan Ye et al., 2010].  

Cellular automata, neural networks, etc. are used as formal means to describe and study the characteristics of 

crossbar switch nodes. In this investigation the apparatus of Generalized Nets (GN) are used as a powerful 

modern tool for formal modeling of parallel processes. Generalized nets (GN) [Atanassov, 1991, Atanassov, 

1997] are a contemporary formal tool created to make detailed representation of connections between the 

structure and temporal dependencies in parallel processes. They are used in different fields of application, 

telecommunication is one of them [Gochev, 2008], [Tashev, 2010]. The apparatus of GN in this research is 
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applied to synthesize a model of one algorithm for computing of non-conflict schedule in the crossbar switch 

node.  

In this paper we presented the investigations on the time execution of PIM-algorithm for crossbar switch. By 

computer simulation of switching and using synthesized GN-model of the PIM-algorithm the execution time is 

obtained. Its assessment is based on the modeling of the throughput in the presence of uniform distributed 

incoming traffic. For this purpose, two templates are used to simulate uniform traffic.  

Generalized Net Model of PIM-Algorithm   

The requests for transmission through switching n x n line switch node is presented by an n  n matrix T, named 

traffic matrix (n is integer). Every element tij (tij [0, 1, 2, …] ) of the traffic matrix represents a request for packet 

from input i to output j. For example tij = 4 means that four packets from the i-th input line have to be send to j-th 

output line of the switch node, etc.  

It is assumed that a conflict situation is formed when in any row of the T matrix the number of requests is more 

than 1 – this corresponds to the case when one source declares connection with more than one receiver. If a 

column of the matrix T hosts more than one digit 1, it indicates a conflict situation. Avoiding conflicts is related to 

the switch node efficiency [Elhanany, 2007]. 

The PIM-algorithm is based on the principle of distributed-random choice. Its informal description has three 

phases. 1) Request: Every input sends request to every output for which it has a packet for  transmission; 2) 

Grant: Every output chooses randomly one of the received requests and grants permission for sending to the 

corresponding input; 3) Accept: Every input received grants chooses randomly one of them. This packet will be 

accepted for commutation.  

Inputs execute in parallel the first phase. Outputs execute in parallel second phase. Inputs are working in parallel 

in the third phase [Anderson et al, 1993]. This parallelism is suitable for applying of GN  

The PIM-algorithm can be described formally by the means of Generalized Nets. Based on a previous work  

[Tashev, 2010], here, we give an explicit form of the VOQ The model is developed for switch node with n inputs 

and n outputs. Its graphic form is shown on Figure 1.  

 

Figure 1: Graphical form of GN-model of PIM-algorithm. 
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The model has possibilities to provide information about the number of switching in crossbar matrix, as well as 

about the average number of packets transmitted by one switch. Analysis of the model proves receiving a non-

conflict schedule. Calculation complexity of the solution depends on the power of three of the dimension n of the 

matrix T (O(n2)). 

Computer Simulation 

The transition from GN-model to executive program is performed as in [Tashev and Vorobiov, 2007]. The 

program package Vfort of Institute of mathematical modeling of Russian Academy of Sciences is used [Vfort]. 

The source code has been tested by the IBM PC-compatible computer and then compiled by the means of the 

grid-structure of CERN (lxplus.cern.ch). The resulting executive code is executed in the grid under Scientific Linux 

SLC release 5.7. Main restriction for the choice of parameters in simulation (dimension n and type of load traffic) 

is the time for execution of the program. 

Achieving maximal throughput of crossbar switch node depends on creation of non-conflict schedule for packet 

commutation. The first step while checking their efficiency is throughput modeling of the switch by uniform 

demand traffic. The matrix T defines a uniform traffic demand matrix if the total number of packets in each 

element in rows and columns are equal [Gupta and McKeown, 1999]. The uniform demand traffic matrix is called 

in the investigation as Patterni. The index i  shows values of element in the traffic matrix. All elements in the traffic 

matrix are equal and in this case an optimal solution is known. The throughput is computed by dividing the result 

of optimal solution on the result of the simulated solution. The result of algorithm is a number of non-conflict 

matrices. Their sum is equal to T, as number of matrices shows number of commutations.   

Figure 2 presents the used input data – uniform matrix T, defined by us. The first type of the matrix is called 

Pattern1. Its specification is shown on the left of the figure 2. The optimal schedule requires n switching of 

crossbar matrix for n x n switch. The second type of the matrix is called Patterni. Its specification is shown on 

figure 2 (right). The optimal schedule requires (i . n) switching of crossbar matrix for n x n switch. 

Figure 2: Types of the uniform traffic matrix T  

The results from the computer simulation of the PIM-algorithm with input data Pattern1 and Pattern50 are displayed 

on figure 3 and 4.  

 

Figure 3: Throughput and time with Pattern1      Figure 4: Throughput and time  with Pattern50 
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The crossbar matrixes of the size 2x2 up to 65x65 are simulated. It can be seen that when the size of Pattern and 

dimension of the switch field increases, the throughput asymptotically tends to the known boundary (~63,2 % 

[Gupta and McKeown, 1999] ). Therefore the simulation is correct. Evaluation of the simulation results illustrates 

that PIM algorithm has high sensitivity to the increasing of input buffer. 

The results of the approximated time with input data Pattern1  and Pattern50 are demonstrated on figure 5 and 6. 

We expect that the time coefficient tend to 3 since the simulation execution is not parallel. 

 

Figure 5: Approximation for time with Pattern1  Figure 6: Approximation for time  with Pattern50 

The figures give evidence of a difference between throughput and time in cases of Pattern1   and Pattern50 – the 

input buffer increases 50 times. The difference in time in the cases of Pattern50   and Pattern1 is increasing 40 

times (from 1.10-7 sec to 4.10-6 sec) as opposed to the expected 50 times. The time coefficient is ~2.6 as opposed 

to the expected 3. The approximation is not very good. 

If we reject the results for n = 2,..., 9, the difference between time for Pattern50   and Pattern1 is increasing 50 

times (from 6.10-8 sec to 3.10-6 sec) - exactly as it should. The figures 7 and  8 shows the time approximation for 

this case. The time coefficient is increasing to ~2.7.  

 

Figure 7: Correction for approximation of P1    Figure 8: Correction for approximation of P50 

Let us increase the dimensionality of the simulation to 130. The results from the computer simulation of the PIM-

algorithm with input data Pattern1   for size n=2x2 up to 130x130 are displayed on figure 9.  

The time coefficient is increasing to ~2.8. But the real data for time execution are still up from approximated data. 

Let us reject the results for n = 2,..., 19. In this case y=3E-08x 2.8911. The time coefficient is ~2.9. Let us reject 

the results for n = 2,..., 29. In this case y=3E-08x 2.9343. The time coefficient is ~2.93. 

It is shown that direct receipt of the characteristics of simulation time with the required accuracy would require the 

introduction of strictly defined intervals of size of simulation. 
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The promising results from the simulation on the PIM algorithm lead us to an idea of conducting of large-scale 

simulations for non-uniform demand traffic that can be direction for the future work. 

 

Figure 9: Throughput and time approximation for n=130x130 with Pattern1 

Let us reject the results for n = 2,..., 9. Figure 10 show the time approximation for this case. 

 

Figure 10: Coorection for approximation for time  n=130x130  with Pattern1 

Conclusion  

In this paper the investigations on PIM-algorithm for calculating a non-conflict schedule for crossbar switch node 

are presented. Computer simulations of a Generalized Nets-based model of PIM-algorithm performing uniform 

load traffic have been carried out. The results of simulation such as throughput and execution time are evaluated. 

It is shown that direct receipt of the characteristics of simulation time with the required accuracy would require the 

introduction of strictly defined control points. 

Future work should be directed towards carrying out large-scaled computer simulation to study the throughput 

and execution time for a wide range of incoming demand traffic.  
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