Abstract: In presented paper mathematical models and methods based on joint applying ideas of the “Caterpillar”-SSA and Box-Jenkins methods are produced. This combination of models lead to a synergy and mutually compensate the opposite by nature shortcomings of each models separately and increases the accuracy and stability of the model. The further development of technique for models constructing, technique of Box-Jenkins, and improvement of themselves autoregressive integrated moving average (ARIMA) models, designed about forty years ago and remaining in present time as one of the most efficient models for modeling, forecasting and control exceeding their own rivals on whole row of criterions such as: economy on parameters quantity, labour content of models building algorithm and resource-density of their realization, on formalization and automation of models construction is produced. A novel autoregressive spectrally integrated moving average (ARSIMA) model which describes a wider class of processes in contrast to the Box-Jenkins models is developed. Decomposition and combined forecasting methods based on “Caterpillar”-SSA method for modeling and forecasting of time series is developed. The essence of the proposed decomposition forecasting method and combined forecasting method consist in decomposing of time series (exogenous and predicted) by the “Caterpillar”-SSA method on the components, which in turn can be decomposed into components with a more simpler structure for identification, in selection from any of these components of constructive and dropping the destructive components, and in identification of those constructive components that are proactive on the propagated time series, or vice versa if its delay interval is less than the required preemption interval of forecasting, mathematical models with the most appropriate structure (in the combined approach) or its ARIMAX models (in decomposition approach) models and calculation of their predictions to the required lead time, to use the obtained models, or as a comb filter (in the case of signals modeling), or as an ensemble of models, setting the inputs of MISO model or used as a component of the combined mathematical model whose parameters are adjusted to further cooptimization method. In such models as inputs can be also include the instantaneous amplitudes, obtained after applying the Hilbert transform to the components of the expansions. The advantages of the proposed methods for models of the processes constructing is its rigorous formalization and, therefore, the possibility of complete automation of all stages of construction and usage of the models.


Introduction

To this time a large amount of mathematical models and methods of time series analysis and forecasting is created and it is trend to combining mathematical models in order to obtain the best characteristics of the final
models in the sense of formation and the translation of some of the theoretical developments of some methods to other methods where it is can be possible and appropriate. In this paper the synthesis of mathematical models based on the joint usage of ideas of two methods, to each of which individually skeptically pertain many specialists from area of forecasting, but sufficiently well grounded in theory is produced. The first method - a deterministic method for different types of analysis and forecasting has not been entered yet into the standard mathematical packages – a "Caterpillar"-SSA method. The second – a statistical method – a Box Jenkins method. The proposed models realize trended approach, which is concluded in modeling of the process as deflections of actual values relatively to the trend component and lead to synergies, mutually compensating of opposite in nature shortcomings of models which their forming.

The development of the methods of mathematical modeling, forecast and control is determined by the degree of mathematical description of processes, phenomena and objects taking place in various branches of science and technology, taking into account both the mathematical and technical advantages and achievements and shortcomings and limitations, as well as the quality and volume of the sample data and resource constraints, including the temporal of formation an adequate mathematical model of the process.

A general class of multivariate polynomial multiply stochastic models

Polynomial models can adequately describe an extremely wide class of multidimensional multiply stochastic systems and processes and to solve on their basis the tasks of modeling, forecasting and control. A general class of multivariate polynomial multiply stochastic models is presented below.

A general class of multivariate polynomial multiply stochastic models for the system having \( r \) exogenous variables, \( m \) outputs and \( m \) noises can be represented as:

\[
F(q) \cdot Y(k) = \sum_{i=1}^{N} \frac{B_i(q)}{A_i(q)} \cdot \Theta_{X_i}(k) + \frac{C'(q)}{D'(q)} \cdot W(k)
\]  

or

\[
Y(k) = \sum_{i=1}^{N} P_i(q) \cdot X_i(k) + R(q) \cdot W(k),
\]

where \( q \) - or backshift operator such that \( q^i X(k) = X(k-i) \), here the time in parentheses; \( Y(k) \), \( X(k) \), \( k = 0, n-1 \) - centered multivariate time series; \( P_i(q) = \frac{B_i(q)}{A_i(q)} \cdot \Theta_{X_i} \) – the models of transfer functions;

\( R(q) = \frac{C'(q)}{F(q) \cdot D'(q)} \), \( R(q) \cdot W(q) \) – additive noise model in the form of moving average;

\( C'(q) = C_{q_1}^1(q^{s_1}) \cdot C_{q_2}^2(q^{s_2}) \cdots C_{q_s}^s(q^{s_s}) = \prod_{j=1}^{n} C_{q_j}^j(q^{s_j}) \), \( C'(q) \) – a generalized moving average operator;

\( D'(q) = D_{p_1}^1(q^{s_1}) \cdot D_{p_2}^2(q^{s_2}) \cdots D_{p_s}^s(q^{s_s}) = \prod_{j=1}^{n} D_{p_j}^j(q^{s_j}) \), \( D'(q) \) – generalized autoregressive operator;

\( C_{n_1}^k(q^{s_1}) = I + \sum_{j=1}^{n_1} C_{q_1}^j(q^{s_1}) \) – matrix polynomial from \( q^{s_1} \) of order \( n_1^k \), defining moving average component of
the periodic component with period \( s_k \); \( D_{n_{s_k}}^k (q^{s_k}) = I + \sum_{j=1}^{n_{s_k}} D_j^k q^{s_k} \) – the matrix polynomial from \( q^{s_k} \) of order \( n_{s_k}^k \), defining autoregressive component of the periodic component with period \( s_k \); \( A_i(q), B_i(q), C(q), D(q), F(q), G(q), H(q) \) – matrix polynomials \( A_i(q) = I + \sum_{j=0}^{n_i} A_j^i q^j, B_i(q) = \sum_{j=0}^{n_i} B_j^i q^j, F(q) = I + \sum_{j=1}^{n_f} F_j q^j \) of orders \( n_a, n_b, n_h, n_g \) and \( n_f \) respectively; \( \Theta_{X_i} \) – delay matrix of exogenous variables with respect to the outputs of the system, which has the form

\[
\Theta_{X_i} = \begin{bmatrix}
q_{x_i}^{s_1} & q_{x_i}^{s_2} & \cdots & q_{x_i}^{s_{s_k}} \\
q_{x_i}^{s_1} & q_{x_i}^{s_2} & \cdots & q_{x_i}^{s_{s_k}} \\
\vdots & \vdots & \ddots & \vdots \\
q_{x_i}^{s_1} & q_{x_i}^{s_2} & \cdots & q_{x_i}^{s_{s_k}}
\end{bmatrix};
\]

\( c_{X_i}^j \) – time delay of \( j \)th exogenous variable relative to output;

\( X(k) = (x_1(k), x_2(k), \ldots, x_s(k))^T \),

\( Y(k) = (y_1(k), y_2(k), \ldots, y_m(k))^T, W(k) = (w_1(k), w_2(k), \ldots, w_m(k))^T \) – vectors of inputs, outputs and noise, respectively, for the \( k \)th time moment. And as for the model with a scalar output value, a rough preliminary structural and parametric identification of the matrix polynomial \( F(q) \) is supposed to find by the "Caterpillar"-SSA method.

If in the model (1) \( A_i(q) = I, i = 1, N \) and \( D(q) = I \) then we obtain seasonal VARMAX model:

\[
F(q) \cdot Y(k) = \sum_{i=1}^{N} B_i(q) \cdot \Theta_{X_i} \cdot X(k) + C(q) \cdot W(k)
\]

(2)

and if \( F(q) = I \) - the Box-Jenkins model:

\[
Y(k) = \sum_{i=1}^{N} \frac{B_i(q)}{A_i(q)} \cdot \Theta_{X_i} \cdot X_i(k) + \frac{C(q)}{D(q)} \cdot W(k)
\]

(3)

Let’s write models (2), (3) and (1) in difference form.

Box-Jenkins model:

\[
\prod_{i=1}^{N} A_i(q) D'(q) Y(k) = D(q) \sum_{i=1}^{N} B_i(q) \cdot \Theta_{X_i} \cdot X_i(k) + \prod_{i=1}^{N} A_i(q) C'(q) W(k)
\]

or

\[
A'(q) Y(k) = \sum_{i=1}^{N} B'_i(q) X_i(k) + C'(q) W(k),
\]

where \( A'(q) = \prod_{i=1}^{N} A_i(q) D'(q) \), \( B'_i(q) = D'(q)B'_i(q) \cdot \Theta_{X_i}, i = 1, N \), \( C'(q) = \prod_{i=1}^{N} A_i(q) C'(q) \).

The general polynomial model (1):

\[
\prod_{i=1}^{N} A_i(q) D'(q) F(q) Y(k) = D(q) \sum_{i=1}^{N} B_i(q) \cdot \Theta_{X_i} \cdot X_i(k) + \prod_{i=1}^{N} A_i(q) C'(q) W(k)
\]

or
\[ A^*(q)Y(k) = \sum_{i=1}^{N} B^*_i(q)X_i(k) + C^*(q)W(k), \]

where \( A^*(q) = \prod_{i=1}^{N} A_i(q)D'(q)F(q), \)
\( B^*_i(q) = D'(q)\sum_{i=1}^{N} B_i(q), \)
\( C^*(q) = \prod_{i=1}^{N} A_i(q)C'(q). \)

**ARIMA model**

A mathematical model of the processes that depend from several exogenous factors in the operator form can be presented as a model of the seasonal autoregressive integrated moving average (SARIMA) \[\text{Бокс, Дженкинс, 1974}], \[\text{Евдокимов, Тевяшев, 1980}]:

\[ y_j = \sum_{i=1}^{N} \omega_{ij} (B) \delta_{ij} (B) x_{i,t-b_i} + \frac{\theta_{ij}^*(B)}{\Phi_{p^*}(B)} e_j, \]  
(4)

where

- \( y_j \), \( t = 1, n \) – initial or transformed (normalized or logarithm) centered time series of the predicted values;
- \( n \) – volume of time series;
- \( x_{i,t} \), \( t = 1, n \), \( i = 1, N \) – initial or transformed (normalized or logarithm) centered time series of the external (exogenous) factors;
- \( N \) – the number of exogenous factors;
- \( B \) – the lag operator or backshift operator which operates on an element of a time series \( x_i \) to produce the previous element such that \( B'x_i = x_{i-1}; \)
- \( b_i \) – the time delay of \( i \) \textsuperscript{th} exogenous time series \( x_{i,t} \) relative to predicted time series \( y_j; \)
- \( \delta_{ij} (B) \) and \( \omega_{ij} (B) \) – polynomials of the transfer functions form \( B \) of \( r_i \) and \( c_i \) degrees respectively;
- \( \delta_{ij} (B) = 1 - \delta_1^i B - \delta_2^i B^2 - \ldots - \delta_{p^j}^i B^{p^j}; \)
- \( \omega_{ij} (B) = \omega_0^i - \omega_1^i B - \omega_2^i B^2 - \ldots - \omega_{p^j}^i B^{p^j}; \)
- \( \Phi_{p^*} (B) \) – the generalized autoregressive operator of the order \( p^* = p^* + \sum_{i=1}^{n_s} D_i S_i \), \( p^* = \sum_{i=1}^{n_s} p_i S_i; \)
- \( \Phi_{p^*} (B) = \Phi_{p^*} (B)\nabla_{S_1}^{D_1} \nabla_{S_2}^{D_2} \ldots \nabla_{S_{n_s}}^{D_{n_s}}; \)
- \( D_i, i = 1, n_s \) – the order of difference capture \( S_i; \)
- \( S_i, i = 1, n_s \) – the period the \( i \) \textsuperscript{th} periodic component and \( S_i = 1; \)
- \( n_s \) – the amount of periodic components;
- \( \nabla_{S_i} \) and \( B^{S_i} \) – simplify operators such that \( \nabla_{S_i} x_i = (1 - B^{S_i}).x_i = x_i - x_{i-S_i}. \)
\( \Phi^*_p(B) \) – the generalized autoregressive operator of the order \( p^* \) of form \( \Phi^*_p(B) = \prod_{i=1}^{n} \Phi^i_p(B^{S_i}) \);

\( \Phi^i_p(B^{S_i}) \), \( i = \overline{1,n_s} \) – polynomials from \( B^{S_i} \) of orders \( p_i \) respectively that define the components of autoregression of the periodic components with periods \( S_i \) respectively;

\( \theta^*_q(B) \) – the generalized moving average operator of order \( q^* = \sum_{i=1}^{n} q_i S_i \) of form \( \theta^*_q(B) = \prod_{i=1}^{n} \theta^i_q(B^{S_i}) \);

\( \theta^i_q(B^{S_i}) \), \( i = \overline{1,n_s} \) – polynomials from \( B^{S_i} \) of orders \( q_i \) respectively that define the moving average components of the periodic components with periods \( S_i \) respectively;

e, – error terms of the model that are generally assumed to be independent, identically distributed variables sampled from a normal distribution with zero mean.

The solution of task of structural identification of the parameters \( c_i, r_i, b_i \), \( i = \overline{1,N} \) is performed automatically by the analysis of the response function to a unit impulse. The automated identification of parameters \( p_i \), \( i = \overline{1,n_s} \) - by analyzing of the partial autocorrelation function (PACF), and parameters \( q_i \), \( i = \overline{1,n_s} \) - by analyzing the autocorrelation function (ACF). The parameters \( n_i, D_i, S_i \) are also identified by the analysis of ACF and PACF of the process. Parametric identification is performed by the method of Levenberg-Marquardt or Davidon-Fletcher-Powell.

In [Седов, 2010], [Бэнн, Фармер, 1987] presents other additive, multiplicative and hybrid forecasting models. There also offered a variety of models for simulating and forecasting the trend, seasonal, weekly, residual components of the processes.

**Trend approach of time series forecasting**

The main requirements to the mathematical models construction in 70th – 90th years of the last century, is an economical number of parameters, the velocity of the model determination and its resource-intensity for use on available then computers with low productivity. However, modern computer technology and mathematical modeling methods provide a great possibilities for analysis, modeling and forecasting time series of the different nature. Therefore, at present these requirements are not crucial and modern computing tools and systems allow to stand on the first plan the requirement of modeling accuracy, quality of the analysis and forecasting.

One of the most widely used models that corresponding to above requirements are the ARIMA models. Box-Jenkins method works only with pre-reduced to the stationary form time series. Nonstationary series are usually characterized by the presence of high power at low frequencies. However, in many practical applications of interest information may be concentrated at high frequencies. In such cases, all that was done - it is filtered out non-stationary low-frequency components and was used the remainder of the series for further analysis. At the same time as a filter to eliminate low-frequency component in the ARIMA model used a filter of the first differences or maximum second. Watching the gain of the filter can be seen that low frequency considerably weakened and, therefore, be less visible at the filter output. So the method of seasonal ARIMA model was satisfactorily predicted only with a relatively simple structure time series.
In the 80th years of last century Granger and Joyeux [Granger, Joyeux, 1980] proposed a new class of ARFIMA models which is convenient to describe the financial and economic time series with the effects of long and short memory.

Known publications using the "Caterpillar"-SSA method in various branches of science and technology as a method of fairly good description of non-stationary time series with linear, parabolic or exponential trend with not always stable oscillatory component, however studies have identified a number of significant shortcomings of the method, greatly limiting its applicability. Method for modeling uses suboptimal in terms of accuracy of some time series of orthogonal basis vectors of the trajectory matrix. Therefore, the main idea of the origin of the proposed method was first concluded in joint use the "Caterpillar"-SSA method and models of autoregressive moving average, trained on a competitive base, with account generalized criterion of the accuracy and adequacy [Щелкалин, 2010]. Using such combination was dictated by the fact that individually, these approaches have several disadvantages, but their joint usage brings synergy, increasing their efficiency, robustness and adequacy. However, the trend separation by "Caterpillar"-SSA method, as well as any other method, the residual component of the series in most cases is non-stationary, and therefore hereinafter "Caterpillar"-SSA method has been used in combination with the model of autoregressive integrated moving average (ARIMA).

In standard "Caterpillar"-SSA method the signal or the model are defined only from condition of the dispersions reproduction of the time series, but the nature of the errors of the reproduction in model is not included. The "Caterpillar"-SSA method, founded on LS or MV estimation, received for decision of this problem more applicable in the theory of filtration and does not include any information whether the noise is white or not. Therefore, at present there are two approaches to solve this problem. In base of the first approach lies the idea of the increasing the order of the linear recurrence formula (LRF) of the recurrence forecast of the "Caterpillar"-SSA method by HTLS method - a modification of the ESPRIT method [Голяндина, Шлемов, 2012]. The second - by adding to the SSA-forecasts the Box-Jenkins forecasts, constructed on the remaining part of the time series after removing from it the signal recovered by "Caterpillar"-SSA method [Щелкалин, 2012]. In fact - by adding to the LRF the ARIMA model. Beneficial effects appearing already as a result of arising from the using such additive model (5) is described in [Щелкалин, 2012]. Identified by the "Caterpillar"-SSA signal is well approximated by ARIMA models (see model (8)). Subsequently, the model has taken the form (7), and most importantly, all of its parameters were already adjusted by optimization method to target function of integrated criterion of accuracy and adequacy. The author called model (7) as autoregressive model spectrally integrated moving average (ARSIMA) [Shchelkalin, 2011]. For the case of several seasonal components and several exogenous variables in the model are summarized in a similar manner as, for example, model (8) applies to model (10).

\[
y_t = g(B)w_t + \frac{\theta(B)}{V\phi(B)} e_t; \quad (5)
\]

\[
y_t = g(B)y_t + \frac{\theta'(B)}{V\phi'(B)} e_t, \quad (6)
\]

\[
g'(B)y_t = \frac{\theta''(B)}{\omega(B)\phi''(B)} e_t \quad (7)
\]
where $w_i$ - identified by the "Caterpillar"-SSA method deterministic component of the process; $L$ - a window length of method SSA; $B$ - an operator of delay; $g(B) = \sum_{j=1}^{L-1} g_{L-j} B^j$ - polynomial of the delay operator $B$ the initial coefficients of which are the coefficients of minnormLRF of the method "Caterpillar»-SSA $g_i$, $i = 1, L - 1$.

The operator $g(B)$ can be applied directly to the process $y_i$, then (5) can be written as (6), and in (7) $\omega(B) = \nabla$, and in the most cases $\omega(B)$ can be taken equal to $(1 - B)$, because after applying of the method "Caterpillar»-SSA residual time series or immediately becomes stationary, or becomes after a single applying of the operator $(1 - B)$, what increases the stability of the model, because repeated applying leads to the appearance of multiple roots of characteristic polynomial of the model that lying on the boundary of stability [Shchelkalin, 2011].

Structural identification of the models is performed, in addition to the analysis of the ACF, PACF and the response function to a unit impulse, by selecting of the moving window at formation of embedding vectors of time series, by analysis of the eigenvalues and eigenvectors of the SVD-decomposition of the trajectory matrix of the processes.

By analyzing of changes in time of the first principal components of the SVD decomposition of the trajectory matrix of the time series we can detect the change-points in time series structure.

In the scientific literature have long been known combined probability and deterministic model presented in [Бэнн, Фармер, 1987]. In [Щелкалин, 2011] is offered next modification of the ARIMA and the GARCH models and at first proposed "Caterpillar»-SSA – ARIMA – SIGARCH method and combined probabilistic and deterministic model of autoregression spectrally integrated moving average with spectrally integrated generalized autoregressive heteroskedasticity (ARSPSS – SIGARCH) and the method of its construction, which allows greater flexibility in time series analyzing, modeling and forecasting in comparison with the ARIMA – GARCH models.

The method "Caterpillar"-SSA is applied by author:
for structural identification of the determined component of processes;
for division into long and short memory of processes;
for cointegration interconnected processes;
for time series decomposition on independence components;
for time series decomposition on trend, weekly and seasonal components;
for separation for a finite and separately for deadbeat regulators in the case of use the proposed models in control theory;
for preliminary rough structural identification of the decomposing artificial neural network.

And the Box-Jenkins method is used for structural identification of a remaining stationary (or kvazi-stationary) additional part of processes.

In the time series analysis and forecasting that depending from several other time series it is essential the balancing of the dynamic properties of the variables that appearing in the left and right sides of the model equation. In this case, the idea of the "Caterpillar"-SSA method stand in preliminary generalized cointegration of time series and the model can be represented as follows:

$$\tilde{w}_t^y = \frac{\theta_{t, q_{y, w}}^y (B)}{\delta_{t, q_{y, w}}^y (B)} \cdot y_{t-b} + \sum_{i=1}^{N} \frac{\omega_{t, q_{y, w}}^y (B)}{\delta_{t, q_{y, w}}^y (B)} \cdot x_{t-m_{i}} + \frac{\theta_{t, q_{y, w}}^y (B)}{\varphi_{t, q_{y, w}}^y (B)} \cdot e_{t} + \epsilon_{t}$$

or

$$g''(B) y_{t} = \sum_{i=1}^{N} \frac{\omega_{t, q_{y, w}}^y (B)}{\delta_{t, q_{y, w}}^y (B)} \cdot m_{i} + \frac{\theta_{t, q_{y, w}}^y (B)}{\varphi_{t, q_{y, w}}^y (B)} \cdot e_{t}$$

In such statement of the problem this models is closely connected with so named subspace based methods, founded on estimation of signal subspace and then use characteristics of this subspace both for analysis of the signal, and for its continuations.

### Decomposition approach of time series forecasting

Recently, in various branches of science and technology the models and methods of digital signal processing for modeling and forecasting of processes are beginning to be used.

SARIMAX model is well applicable for predicting both deterministic and stochastic processes. So, returns to the models (8), (11) in decomposition forecasting method (DFM) involves identifying and building ARIMAX model is not only of time series \(\hat{w}_t^y\) and time series \(\hat{w}_t^{y_0}, \hat{w}_t^{y_1}, ..., \hat{w}_t^{y_n-1}, \), \(i = 1, N\), \(t = 1, n\) obtained at the fourth stage of diagonal averaging of "Caterpillar"-SSA method of matrixes \(Z_i\), \(i = 1, N + 1\) that consisting of \(K\) columns from \((i - 1) \cdot K^0\) to \((i - 1) \cdot K^0\) of matrix \(Z\), where \(Z = \tilde{Z}_i + \ldots + \tilde{Z}_i\) - the amount of decompositions of the
matrix $\tilde{Z}^i = \left( U^i \cdot (U^i)^T \cdot X_1 \quad U^i \cdot (U^i)^T \cdot X_2 \quad \ldots \quad U^i \cdot (U^i)^T \cdot X_N \quad U^i \cdot (U^i)^T \cdot Y \right)$, that selected by standard analysis of the eigenvalues of the SVD-decomposition of trajectory matrix in the method of "Caterpillar"-SSA, but to identify and build ARIMAX models of each time series $w_i^{(j)}$ of decomposition (diagonal averaging of submatrices $\tilde{Z}^{j,i}$, $i = 1, L^j$, which consisting of $K$ columns from $(j-1) \cdot K$ th to $j \cdot K - 1$ th of matrix $\tilde{Z}^i$, $i = 1, L^x$), which can be distributed on time series with more simple structure (model (12), figure 1). Thus, it is can potentially to generate $L^x \times (N+1)$ time series of expansion (components) of the original predicted time series and exogenous time series, which are, as was mentioned above, subject to modeling, after selection from these components of the constructive and remove destructive. However, there is no need create all $L^x \times (N+1)$ models, but are formed only meaningful, ie which modeling the structural components. To selection of the most meaningful components (most correlated with the projected time series) author proposed to use the algorithm of fast orthogonal search (FOS) [Ahmed, 1994] or some other method. In this case the columns of the algorithm matrix are the values obtained by the "Caterpillar"-SSA components and exogenous expansions of projected time series, the initial values and exogenous and projected time series, as well as their delay up to $m$ order. The values of the constructed models of constructive components necessary for their further use or as an ensemble of models by applying the model to the input of Box-Jenkins model, or use a combination of models, adjusting their parameters together $y_i = \sum_{k=M} \hat{w}_i^{(k)}$, where $M$ - the set of indices of selected structural components. In such models as inputs can be also include the instantaneous amplitudes, obtained after applying the Hilbert transform to the components of the expansions (see figure 1 and model (12)). Thus, the model (11) becomes:

$$\hat{w}_i^{(k)} = \frac{\omega_{y}^{w(k)}}{\delta_y^{w(k)}(B)} \cdot y_{i-b_y^{(k)}} + \sum_{i=1}^{N} \frac{\omega_{y}^{a(i)}}{\delta_y^{a(i)}(B)} \cdot x_{i-b_y^{(k)}} + \sum_{i=1}^{M} \frac{\omega_{y}^{w(i)}}{\delta_y^{w(i)}(B)} \cdot y_{i-b_y^{(k)}} + \sum_{i=1}^{M} \frac{\omega_{y}^{d(i)}}{\delta_y^{d(i)}(B)} \cdot x_{i-b_y^{(k)}} + \sum_{i=1}^{M} \frac{\omega_{y}^{w(i)}}{\delta_y^{w(i)}(B)} \cdot y_{i-b_y^{(k)}} + e_i^{(k)}, k \in M; (12)$$

$$y_i = \sum_{k=M} \frac{\omega_{y}^{w(k)}}{\delta_y^{w(i)}(B)} \cdot \hat{w}_i^{(k)} + \sum_{i=1}^{N} \frac{\omega_{y}^{a(i)}}{\delta_y^{a(i)}(B)} \cdot x_{i-b_y^{(k)}} + \sum_{k=M} \frac{\omega_{y}^{w(k)}}{\delta_y^{w(i)}(B)} A_k^i + \frac{\theta_{y}^{*}(B)}{\phi_{y}^{*}(B)} \cdot e_i,$$

where $M$ - is the set of indices of selected structural components; $A_k^i$, $k \in M$ - instantaneous amplitudes obtained after applying of the Hilbert transform to the selected structural components.

Also in the next paper will be offered the decomposition artificial neural network. These models will be able to determine the relationship between the internal structural components defined by the decomposition of time series.

In contrast to SARIMAX model this decomposition model uses SARIMAX for modeling and forecasting of simplified time series of decomposition, while previously model SARIMAX modeled the entire process. However,
most processes are heterogeneous nonstationary stochastic processes with polyharmonic, polynomial and stochastic trends, modulated in amplitude and frequency, have a complex correlation structure and for an adequate description of the SARIMAX model time series were reduced to stationary form by taking first differences or the maximum of the latter. Therefore, the SARIMAX method satisfactorily modeled time series only with a relatively simple structure, and the capture of higher-order differences, the stability of the model was lost. Thus, the use of (12) to simulate of signals increases the stability of the model and its accuracy and allows to simulate the signals which are modulated by amplitude and frequency.

**Combined approach of time series forecasting**

2000\textsuperscript{th} years are characterized by the using for a wide range of models for time series analyzing and forecasting, as well as ensembles of models with different structures. With the advent of high-speed computer the transition from ensembles of predictive models to its combinations was occurred. The difference between the combined models and its ensembles lies in the simultaneous adjustment of model parameters.

For each specific area, selecting the most appropriate models and methods of processes forecasting taking into account the following characteristics:

- the way of modeling the various components (trend, cyclical, seasonal, residual, etc.) \cite{Ban, Farmer, Sedov} or less interpretable components of time series decomposition;
- the way of accounting for the influence of external factors on the process;
- the way of accounting the influence of expansion components, corresponding to different time series, each to other;
- the method of modeling the relationships of latent time series;
- the way of modeling the relationship between latent time series and forecasted time series;
- the methods of modeling of the random components of time series;
- the way of time series clustering on areas with a similar structure, etc.

The combined forecasting method (CFM) consists in decomposing by any method (in this case by the "Caterpillar"-SSA method) of exogenous and forecasted time series into components, which in turn can be decomposed into components with a simpler to identify structure (figure 1) or grouped into more interpretable components of the time series (figure 2), such as: trend, seasonal, weekly and residual, and in the selection by any methods the constructive and dropping the destructive of these components, and in the identification of those constructive components that have a pre-emptive nature on the forecasted time series, or vice versa which delay interval is less than the required interval of pre-emption of forecasting, the mathematical models with the most appropriate structures for each specific component of the time series and calculation of their predictions with the required lead time, to use the obtained models or as an ensemble of models, setting the inputs of MISO-models, or used as components of a model which parameters are adjusted collectively by optimization method.

The essence of the combined approach is to expand in any method of forecasted time series into components: $y_t^T$ (trend), $y_t^A$ (seasonal), $y_t^D$ (weekly) и $y_t^R$ (remain), and subsequently finding the forecasts of each of the components $y_{t+1}^T$, $y_{t+1}^A$, $y_{t+1}^D$ и $y_{t+1}^R$, and in finding the generalized prediction. Moreover, when calculating the forecasts of each of the components of time series are recommended certain models.

In order to predict the trend-seasonal component is proposed to use:
- a model of the moving average;
- a model based on decomposition on a finite Fourier series;
- a model based on the Kalman filter;
- a model based on polynomial interpolation;
- an exponential smoothing model;
- a weighted moving average model;
- the neural network model;
- Group Method of Data Handling (GMDH);
- structurally flexible polynomials and harmonic series [Крисилов, Побережник, 2003];
- bordering functions [Седов, 2010];
- wavelets;
- others.

In order to predict weekly component:
- a model of the moving average;
- an exponential smoothing model.
- a model based on polynomial interpolation;
- ARIMA model;
- others.

To account for the exogenous factors:
- a model of the moving average;
- a model based on decomposition into finite Fourier series.

To predict the residual component:
- an autoregressive model;
- an exponential smoothing model;
- a model of spectral decomposition;
- ARIMAX model;

Thus, to obtain adequate models of complex non-stationary processes, particularly generated by multiple sources, and high-quality predictions it is necessary to produce their decomposition and combine the models with miscellaneous structure. On these considerations are based the combined model that based on deterministic and statistical models, which differ from those offered models by the simultaneous computation of the model coefficients by the optimization method such as Levenberg-Marquardt or Davidon–Fletcher–Powell algorithms.

As shown in [Смоленцев, 2008], [Щелкалин, 2011] for filtering and signal simulation it is well used principal component analysis (PCA), which lies at the basis of the "Caterpillar"-SSA with wavelets. A promising development of such methods is the combination of multiscale principal component analysis (MPCA), in which PCA is applied not only to the signal, but also to the wavelet coefficients and the wavelet components of a multidimensional signal. Thereby, such way it is possible to create the method “Caterpillar”-SSA based on wavelet analysis. In Kurbatskii, Sidorov, Spiryaev, Tomin, 2011] proposed a two-stage adaptive approach for time series forecasting, whose ideas are similar to the MPCA. In this approach, the first stage involves the decomposition of the initial time series into basis functions by the method of empirical mode decomposition and application to them of the Hilbert transform. In the second step the obtained functions and their instantaneous amplitudes are used as input variables of neural network forecasting.
Since in the proposed decomposition methods accurate convergence of the sum of all components of the process to the original process has not been proved mathematically rigorous, we introduce weights $\beta_T$, $\beta_A$, $\beta_D$, and $\beta_R$ for each of the components of the expansion, respectively, then the resulting prediction is

$$y_i(t) = \beta_T \cdot y_i^T(t) + \beta_A \cdot y_i^A(t) + \beta_D \cdot y_i^D(t) + \beta_R \cdot y_i^R(t).$$

However, for the extraction of qualitative dependencies between predicted time series and components of the expansion of predicted and exogenous time series is necessary to build the next Box-Jenkins model:

$$y_i(t) = \frac{\omega_i^T(B)}{\delta_i^T(B)} \cdot y_{i-b}^T(t) + \frac{\omega_i^A(B)}{\delta_i^A(B)} \cdot y_{i-b}^A(t) + \frac{\omega_i^D(B)}{\delta_i^D(B)} \cdot y_{i-b}^D(t) + \frac{\omega_i^R(B)}{\delta_i^R(B)} \cdot y_{i-b}^R(t) + \sum_{j=1}^{N} \frac{\omega_{j,b}^T(B)}{\delta_{j,b}^T(B)} \cdot x_{j-b}^T(t) + \sum_{j=1}^{N} \frac{\omega_{j,b}^A(B)}{\delta_{j,b}^A(B)} \cdot x_{j-b}^A(t) + \sum_{j=1}^{N} \frac{\omega_{j,b}^D(B)}{\delta_{j,b}^D(B)} \cdot x_{j-b}^D(t) + \sum_{j=1}^{N} \frac{\omega_{j,b}^R(B)}{\delta_{j,b}^R(B)} \cdot x_{j-b}^R(t)$$

$$+ \frac{\phi_i^1(B)}{\theta_i^1(B)} \cdot e_t.$$  \hspace{1cm} (13)

Figure 1. The first block diagram of the model of decomposition/combined forecasting method.
Figure 2. The second block diagram of the model of combined forecasting method
Results

In [Shchelkalin, 2011] the trend approach based on "Caterpillar"-SSA method for predicting natural gas consumption taking into account the changes in air temperature was used.

Testing of described models (12), (13) was conducted on real data of daily average electricity consumption and air temperature changes over a three year period of time.

![Figure 3. Chart of normalized hourly data of air temperature changes (left chart) and electricity consumption changes (right chart)](image)

The "Caterpillar"-SSA method is made time series decomposition on trend-seasonal, weekly and remaining components.

![Figure 4. Trend-seasonal component time series of electricity consumption changes](image)

![Figure 5. Monthly and weekly components of time series of electricity consumption changes](image)

By analyzing of time series of the variances of residual errors of the model, we found that it is necessary to calculate the GARCH model of the analyzed residual time series to account a heteroscedasticity and to adequate computing of forecasts confidence intervals.

To calculate the qualitative forecasts of the electricity consumption processes it is necessary to apply cluster analysis to form training samples with similar daily images (figure 7).
Considering the charts in figure 8 we conclude that it is need to multiplication of time series weekend elements on the correction coefficients.

![Figure 6. Time series of the variances of residual errors of the model](image)

Figure 6. Time series of the variances of residual errors of the model

![Figure 7. Charts of the daily electricity consumption at different times of the year](image)

Figure 7. Charts of the daily electricity consumption at different times of the year

![Figure 8. The original time series and time series obtained in the group stage of the "Caterpillar«-SSA method](image)

Figure 8. The original time series and time series obtained in the group stage of the "Caterpillar«-SSA method

The charts of different components forecasts of the energy consumption process are presents below.
Figure 9. Charts of different components forecasts of the energy consumption process

On figure 9 the general forecast of the energy consumption process is presented.

Figure 10. Charts of electricity consumption forecasts with confidence intervals.

Proposed decomposition forecasting method has reduced the mean absolute percentage error (MAPE) of presented time series of electricity consumption from 1.96% to 1.58% respectively in comparison to the prediction by SARIMAX models.

Conclusion

Thereby, to obtain adequate models of the complex processes, high-quality forecasts it is necessary to combine the models with miscellaneous structures, including nonlinear models, which are complementary in their competitive learning.

The main advantage of the proposed method of constructing an adequate model of the process under study is its rigorous formalization and, consequently, the ability to fully automate all phases of construction and use of the model.
The proposed methods in the construction of models are some intermediate approach between the classical and modern regression neural network, and a more formalized in structure and economical choice for time-consuming, and their models are quasi-optimal for detail.
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