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SEMANTIC CONSTRUCTION OF UNIVOCAL LANGUAGE 

Alejandro De Santos, Pedro G. Guillén, Eduardo Villa, Francisco Serradilla. 

 

Abstract: In this paper a solution is propose to organize the space of words that exist in a specific language in 

their different semantic categories. By taking a natural language, we're going to define a unique meaning for each 

word, as a construction made (d,C) of pairs of words and contexts. On the other hand, let us consider the space 

of meanings. All the words that share meaning (synonymous words) can be associated with one meaning. This 

permitus to make a partition of the space of words in groups of synonyms. Finally, a classification of the space of 

words will be obtained in the different groups of words that share meaning. This allow to choose the useful word 

that represent a meaning, and reduce the number of words selecting one representative from each group of 

synonyms. It will be very useful for calculating distances between words. 
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Introduction 

Let ܣ′ be a natural language. We built ܦ =  with a free semigroup structure, treated as a set, regardless ,(∗,’ܣ)

of its algebraic properties [Dieter, 2004]. Can be built the pair (݀,  made of one word and one context that (ܥ

select one of the possible meanings of the word. So, a solution to the problem of poly semy is proposed. Now, is 

necessary to consider the space  of all the possible meanings that built a language. Over the pair (݀,  the (ܥ

meaning mapping ߰: (݀, (ܥ ⟶ Δ is defined (we're going to include programming abstractions such as 

procedures, functions [Miguel, 2011]) ߰ assigns to each pair  (݀,  only one meaning. Finally, an equivalency (ܥ

relation over (݀,  is defined in order to build a quotient space inducing a classification in the different semantic (ܥ

classes [Ito, 1977], [Angelova, 1988], wherein each equivalence class is formed by all the words associated with 

a determinate meaning (synonymous words) [Ito, 1981]. 

Space of Words ࢚ࢌࢋࡰ . Let ۯ = {ܽ, ܾ, ܿ … } be an alphabet, such that ܣ ≠ ∅. 

We can define a word as a finite succession of elements of , where repetitions are allowed. 

For example aaa, aabcc, b are different words. 

Let ′ be the set composed by words. ࢚ࢌࢋࡰ . Let ࡰ =  be a free semigroup with a associative law (*) juxtaposition, and an identity (∗,’)

element 1 ∈  .ܩ 
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We can multiply two words aaabbb*abccc=aaabbbabccc, where the identity element ‘1’ is defined as the empty 

succession of words. 

The grammatical rules are defined as restrictions on this free semigroup. ࢚ࢌࢋࡰ . Let the inclusion mapping be |દ: ࡰ ⟶ દ ,  the space of concepts which belongs to a given 

lexicon . The inclusion mapping |દ saves the words that belong to ख. 

Let ݀ ∈ (݀)દ| then ܦ  = {݀/݀ ∈  Θ} and |દ(݀) = {∅/݀ ∈  .{Θ \ܦ 

For example |દ(ࢉࢉࢇ࢈࢈ࢇࢇ) =  ∅ such that ࢉࢉࢇ࢈࢈ࢇࢇ ∉ ख and |દ(ࢍࢊ) = ࢍࢊ such that ࢍࢊ ∈  ख. 

In the next point the space of context is building as a simple generation rule so as we will see how to calculate the 

shortest path between two contexts. 

Space of Contexts 

Let  be a context, a list of words that define an ambient where to locate a word belonging to ख. ࢚ࢌࢋࡰ .  Let  a graph made of {, , …  a countable set of contexts, such that  { ∈ ષ and ષ 

is the space of contexts inspired by [Dieter, 2004]. 

We're going to build ܥ with a simple ࢋ࢛࢘ ࢚ࢇ࢘ࢌ. Let  ∈ ષ be a determined context composed by 

more specific disjoint contexts ା ∈ ષ. ܥ = ራ ା
ୀ ୀ⋂ݏܽ ℎܿݑݏ   ା = ∅ ≡  be the process of division of a context ࢋ࢛࢘ ࢚ࢇ࢘ࢋࢋࢍ .Let the ࢚ࢌࢋࡰ [4.1] ∈ ષ in their 

constituents subcontexts ା ∈ ષ in [4.1]. The number of generation rules must be countable to avoid 

problems of computability. 

We consider  as a vertex of the graph and all the contexts in which  is subdivided as a set ൛ା , ା , … ା ൟ of new vertex’s connected with  by edges. 

If we are applying the rule generation to  and one of the subcontext generated ା  is the same as another ା  belonging to another division ା = ା  , then this two subcontexts are considered the same and we 

can see it in the graph using the edges from the previous settings ,  .ା to it

This breaks the tree structure of the graph, creating closed paths and cycles. 

Let ║ࢻ൫ܥ,  :is ࢙࢚࢞ࢋ࢚ࢉ ࢚࢝ ࢋࢋ࢚࢝ࢋ࢈ ࢎ࢚ࢇ ࢇ ࢌ ࢚ࢎࢍࢋ ࢚࢙ࢋ࢚࢘ࢎ࢙ . The ࢚ࢌࢋࡰ .between two contexts [Dieter, 2004] ࢎ࢚ࢇ ࢇ ࢌ ࢚ࢎࢍࢋ ൯║ be theܥ

,ܥ൫ࢻ║ ║൯ܥ = ,ܥ൫ࢻ║} ,ܥ൫′ࢻ║ ∀ݐℎܽݐ ℎܿݑݏ ║൯ܥ ,ܥ൫′ࢻ║,║൯ܥ ║൯ܥ ≥ ,ܥ൫ࢻ║   {║൯ܥ

It will be useful to calculate in the future, the minimum distance between two contexts. 

In the next point we're going to build the relationship between the space of words દ and space of contexts ષ in 

the pair (ࢊ, ( ∈ (દ, ષ). 

Once this is achieved, we will assign one meaning to each pair through a well defined mapping. 

The Meaning Mapping ࢇࢋࡸ . Let (ࢊ, ( ∈ (દ, ષ) be the pair made of one word and one context. દ is the space of concepts 

which belongs to a given lexicon, and ષ is the space of contexts. 
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It is important to realize that most of the words of a given lexicon ख are polysemous. 

Is selected one of the possible meanings of the word through the context where to locate the word. 

Let ઢ be meanings space of a given lexicon  ख. ࢇࢋࡸ . Let ࣒: (દ, ષ) ⟶ ઢ a mapping. ઢ is the meanings space, દ is the space of words that belong to ख, and ષ the space of contexts. 

Once we have selected a word and a context by the pair, we assign one meaning to the pair through the 

mapping ࣒. 

For example, the word “paint”, choose different meanings for different contexts through the mapping ࢚ࢇ)࣒ .࣒, (࢚ࢇ࢘ࢉࢋࢊ =a coloured substance which is spread over a surface and dries to leave a thin 

decorative or protective coating. ࢚ࢇ)࣒, (ࢇ࢈࢚ࢋ࢙ࢇ࢈ =a rectangular area marked near the basket at each end of a court. ࢚࢙࢘ࡼ .  a mapping, we have found a way to avoid the polysemy problem and assign one only ࣒ By making .ࢌ࢘ࡼ .is a well-defined mapping ࣒

meaning to each pair (word, context) [Kazimierz, 2010]. 

Let  ࢊ ∈ દ be a word. 

Let , , … ,ࢊ) ∀ .݀ be a list of contexts associated to the word  !∃ ( ℎ ∈ ,ࢊ)࣒ /∆ ( = ℎ with ݅ ∈ {1,2, … ݊}. 

We can consider a pair (ࢊ, ( ∈ (દ, ષ), the support of ࣒, that allow to define ࣒ as a mapping. ࣒: (દ, ષ) ⟶ ઢ defines only one meaning for each pair. 

In the last point we will organize the pairs (ࢊ, ( ∈ (દ, ષ)  by groups that share meaning (synonymous words) 

through an equivalence relation . This allow to choose the word that represents a meaning that suits us, and 

reduce the number of words by choosing one representative from each group of synonyms. It will also be very 

useful for calculating distances between words. 

The space of semantic meanings ࢇࢋࡸ .  Let  be an equivalence relation. Two words in one of their concrete contexts are related: (ࢊ, ,′ࢊ)~( ,ࢊ)࣒ if and only if (′ ( = ,′ࢊ)࣒   .(′

For example: ࢋ࢚ࢇ)࣒, (ࢋ࢚ = after the expected or usual time. ࢊࢋ࢟ࢇࢋࢊ)࣒, (࢙࢘ࢋ = retarded, incapacitated. ࢊࢋ࢟ࢇࢋࢊ)࣒, (ࢉࢌࢌࢇ࢚࢘ = after the expected or usual time. 

Where ࢋ࢚ࢇ)࣒, (ࢋ࢚ = ,ࢊࢋ࢟ࢇࢋࢊ)࣒   .ࢌ࢘ࡼ ..  ~ is a equivalence relation ࢋ࢘ࢋࢀ .(ࢉࢌࢌࢇ࢚࢘
 is a reflexive relation: One word in one of its meanings is related with himself (ࢊ, ,′ࢊ) ~ ( (′ ↔ ,ࢊ)࣒ ( = ,′ࢊ)࣒   (′

Obviously: (݈ࢋ࢚ࢇ, ,ࢋ࢚ࢇ) ~ (ࢋ࢚ (ࢋ࢚ ↔ ,ࢋ࢚ࢇ)࣒ (ࢋ࢚ = ,ࢋ࢚ࢇ)࣒ (ࢋ࢚ =after the expected or 

usual time. 
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~  is a symmetric relation: If one word, in one of their meanings, is related with another one (in one of its 

meanings). This involves that the another word is related with the first word, each one, in one of its meanings. (ࢊ, ,′ࢊ) ~ ( (′ ↔ ,ࢊ)࣒ ( = ,′ࢊ)࣒  (′ ≡ ,ᇱࢊ)࣒ (ᇱ = ,ࢊ)࣒ ( ↔ ,′ࢊ) ,ࢊ) ~ (′  (

Is not difficult to see: (ࢋ࢚ࢇ, ,ࢊࢋ࢟ࢇࢋ݀)~(ࢋ࢚ (ࢉࢌࢌࢇ࢚࢘ ↔ ,ࢋ࢚ࢇ݈)࣒ ,ࢊࢋ࢟ࢇࢋࢊ)࣒~(ࢋ࢚ (ࢉࢌࢌࢇ࢚࢘ = after the expected 

or usual time= ,ࢊࢋ࢟ࢇࢋࢊ)࣒ (ࢉࢌࢌࢇ࢚࢘ = ,ࢋ࢚ࢇ݈)࣒ (ࢋ࢚ ↔ ,ࢊࢋ࢟ࢇࢋࢊ) ,ࢋ࢚ࢇ)~(ࢉࢌࢌࢇ࢚࢘  is a transitive relation: When one word(always in one of their meanings) is related with another and the third  ~ .(ࢋ࢚

word is related with another one, this implies that the firs and the last word are related. (ࢊ, ,′ࢊ) ~ ( ,′ࢊ) and (′ ,′′ࢊ) ~ (′ (′′ ↔ ,ࢊ)࣒ ( = ,′ࢊ)࣒  (′ = ,′ᇱࢊ)࣒  (′ᇱ

In this case: (ࢋ࢚ࢇ, ,ࢊࢋ࢟ࢇࢋࢊ)~(ࢋ࢚   (ࢉࢌࢌࢇ࢚࢘

and (ࢊࢋ࢟ࢇࢋࢊ, ,ࢋ࢛ࢊ࢘ࢋ࢜)~(ࢉࢌࢌࢇ࢚࢘ (࢘࢈ ↔ ,ࢋ࢚ࢇ)࣒ (ࢋ࢚ = ,ࢊࢋ࢟ࢇࢋࢊ)࣒ (ࢉࢌࢌࢇ࢚࢘ ,ࢋ࢛ࢊ࢘ࢋ࢜)߰=  .that means as we know: after the expected or usual time(࢘࢈

This equivalence relation  allow to organize the different pairs in their classes: [(ࢊ, [( = {(݀ᇱ, (ᇱܥ ∈ (Θ, Ω)/(ࢊᇱ, ,ࢊ)~(ᇱ {( ≡ {(݀ᇱ, (ᇱܥ  ∈ (Θ × Ω)/ࢊ)࣒′, (′ = ,ࢊ)࣒  {(

consisting of all possible pairs, formed by words and their contexts that share the same meaning. 

This equivalence relation  induces in (દ × ષ) the classification of their elements in the different semantic 

classes, building the quotient space (દ, ષ)/~ = ,ࢊ)]} ,ࢊ)/[( (  ∈ (દ × ષ)} wherein each element is one 

of the classes that share meaning. 

For  example: [(ࢋ࢚ࢇ, [(ࢋ࢚ = ,ࢊࢋ࢟ࢇࢋࢊ)} (ࢉࢌࢌࢇ࢚࢘ ∈ (Θ, Ω)/(ࢋ࢚ࢇ, ,ࢊࢋ࢟ࢇࢋࢊ)~(ࢋ࢚  .{(ࢉࢌࢌࢇ࢚࢘
We can see that: ⋃∀ ൣ,൫ࢊ, ൯൧ = (Θ × Ω)/~ such that j ∈ {1,2 … n}, i ∈ {1,2 … m} ⋂∀ ൣ,൫ࢊ, ൯൧ = ∅ such that j ∈ {1,2 … n}, i ∈ {1,2 … m} 
Lemma4. Let ࣒ ∗ be the meaning mapping defined on the quotient space࣒ ∗: (દ, ષ)/~ ⟶ ઢ ࣒ ∗ is a mapping from the classes to the meanings ࣒ ∗ ,ࢋ࢚ࢇ)] [(ࢋ࢚ = ,ࢋ࢚ࢇ݈)࣒ (ࢋ࢚ = ,ࢊࢋ࢟ࢇࢋࢊ)࣒ (ࢉࢌࢌࢇ࢚࢘ = ,ࢋ࢛ࢊ࢘ࢋ࢜)࣒  (࢘࢈

that means as we know: after the expected or usual time. 

Theorem2. The equivalent relation makes be࣒ ∗a injective mapping. 

Proof. ࣒ ∗ ,ࢊ)] [( = ࣒ ∗ ,ᇱࢊ)] [(ᇱ ↔ ,ࢊ)] [( = ,ᇱࢊ)] [(ᇱ ≡ ,ࢊ) ,′ࢊ) ~ (  (′

Two classes have the same meaning if they are the same class. 

Finally the injective mapping ࣒ allows us to choose only one word that represents a meaning that suits us from 

each group of synonyms, simplifying the process. 

We can see that: ࣒ ∗ ,ࢋ࢚ࢇ)] [(ࢋ࢚ = ࣒ ∗ ,ࢊࢋ࢟ࢇࢋࢊ) (ࢉࢌࢌࢇ࢚࢘ = after the expected or usual time. 

Conclusion 

We approach a solution to the problem of polysemy, building the different pairs (ࢊ,  choosing an unique ,(

meaning for each word. Acting on this pairs ࢊ)࣒,  assigns one meaning to each ,࣒ the meaning mapping ,(
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pair. Finally, we have solved the synonymy problem, organizing all the words in their different semantic classes, 

through the quotient (દ, ષ)/~, where two pairs (ࢊ, ,′ࢊ) ~ (  are related if and only if they share the (′

meaning ࢊ)࣒, ( = ,′ࢊ)࣒   With this action, we reduce the number of words by choosing one .(′

representative from each group of synonyms, allowing the selection of the word that represents the useful 

meaning. 
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