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Abstract: When a natural language is introduced in a computer we have several problems to automate it, this is 
because it is difficult to make a computer relate concepts in a rich and always changing vocabulary. 
The two biggest problems come when using synonymous and polysemous words, as it is done in any natural 
language, this is the problem approached in this paper with an efficient algorithm. 
The association of a natural language and a space based metric on semantic is probably the best way to manage 
any language with a machine, so building ∆ as a freesemigroup with its grammatical rules as its natural 
restrictions, lets us define a distance that helps to provide a metric to the Morphosyntactic space so it is possible 
to organize and, therefore, study, in an automatic way, a natural language. 
Keywords: Natural Language, Semantic, Morphology, Distance, Syntactic, Context, Metric Space. 
ACM Classification Keywords: D.2.11 [Software Engineering] Languages; E.1 [Data Structures] Graphs and 
networks; H.5.2 [User Interfaces] Natural language; I.7.0 [Document And Text Processing] General. 

Introduction 
Let ख be a natural language. Building the lexical space ∆, with the structure of a free semigroup, and which will 
be treated as a set, regardless of its algebraic properties relating its elements. 
Let a word be treated as a pair	(Ѳ, Ω) , data, context respectively, (see [Ito, 1977]) where a data is an array of 
letters with one or more meanings and a context as a set of words. 
Starting with the hypothesis that a data has an only one meaning in a concrete context and,inspired to the idea of 
treating a word as a pair, the problem that polysemy represents is easily approached. 
The synonymy problem is treated relating a word with its meaning so words with same meaning are the in the 
same group and, from now on, will be treated as a unique word. 
Also the set of contexts will be treated as a finite, computable, arbitrary graph with contexts as nodes and natural 
relations between contexts as edges. 
By the assumption of these hypothesis, and with the use of the fact that the meaning function described above, 
that associates each word with its meaning, is injective, it is possible to define in ∆  as a set, the Morphosyntactic 
Distance ࢊ  by comparing pairs (as in [Ito, 1981]), and to give it a metric space structure. 
To start dealing with this problem some concepts may be defined. 

Analysis of the Words ࢔࢕࢏࢚࢏࢔࢏ࢌࢋࡰ	૚. Lexeme space ख	ࢋ.	
The lexeme space,खࢋ, is definedas the set formed by all the lexemes taken of each word of our language. ࢔࢕࢏࢚࢏࢔࢏ࢌࢋࡰ	૛. Morpheme space ࡹ	ࢋ.	
The morpheme space, ࡹ	ࢋ, is defined as the set formed by all the morphemes taken of each word of our 
language.	࢔࢕࢏࢚࢏࢔࢏ࢌࢋࡰ	૜. Main spaceग. 
The main space, ग, is defined as ℳ = ख௘ራܯ	௘ ࢔࢕࢏࢚࢏࢔࢏ࢌࢋࡰ	૝. Decomposition of a word. 
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The decomposition of a word ࡼ	 is defined asits only decomposition such that its morphemes and lexemes are 
separated for its right classification (see [Jacquemin, 2005] and [Koskenniemi, 1984]), taking similar principles as 
in [Karttunen, 1992](see below): ݌଴ = ,ଵܮ) . . . , ,ଵܯ,௠ܮ … 	(௡ܯ,
with {ܮଵ, . . . , ௠ሽܮ ∈ ख௘  and {ܯଵ, . . . , ௡ሽܯ ∈ ଴݌ ௘ soܯ ∈< ܯ > . 
Taking as principles: (࢏)  Different forms of similar lexemes are mapped to the same canonical form. (࢏࢏)	 Morphological categories, such as plural, comparative or first person, are classified and compared between 
them. 
E.g. ࢙࢘ࢋ࢑࢕࢓࢙࢔࢕࢔	 is decomposed as (࢔࢕࢔, ,࢑࢕࢓࢙ ,࢘ࢋ  .଴ܮ ૞. Main lexeme of a word	࢔࢕࢏࢚࢏࢔࢏ࢌࢋࡰ .The product of two countable sets is countable .ࢌ࢕࢕࢘ࡼ .૚. The main space is a countable space	࢔࢕࢏࢚ࢇ࢜࢘ࢋ࢙࢈ࡻ .(࢙
The main lexeme of a word, in the case of compound words, is its most relevant lexeme in a determined context, 
being different in different cases, in the case of simple words it is its only lexeme. 
The main lexeme of a word can be chosen as in [Jacquemin, 2001]. ࢔࢕࢏࢚࢏࢔࢏ࢌࢋࡰ	૟. Main decomposition of a word. 
The main decomposition of a word ࡼ is a realignment of its main decomposition with its main lexeme as its first 
element: ݌ = ,଴ܮ) ,ଵܮ . . . , ,ଵܯ,௠ିଵܮ … 	(௡ܯ,
E.g. ࢙ࢍ࢕࢘ࢌ࢒࢒࢛࢈ is decomposed as (࢒࢒࢛࢈, ,ࢍ࢕࢘ࢌ ,ࢍ࢕࢘ࢌ) and has as main decomposition  (࢙ ,࢒࢒࢛࢈  .as its main lexeme ࢍ࢕࢘ࢌ using (࢙
In the next section an easy computable distance is defined so its elements can be treated as points in a metric 
space. 

Morphosyntactic Distance 
Now some useful operations between two elements generated by गdenoted by ∆=< ᇱࡸ >⊆  with its image , ܮ
inℝare defined. Let 	ࡼ૚, ૛ࡼ ∈ (Ѳ, Ω)  be, and considering its respective main decompositions: ݌ଵ = ,ଵ଴ܮ) ଵଵܮ , . . . , ,ଵଵܯ,ଵ௠ିଵܮ … ଶ݌	(ଵ௡ܯ, = ଶ଴ܮ) , ଶଵܮ , . . . , ,ଶଵܯ,ଶ௠ିଵܮ … 	(ଶ௡ܯ,
Without loss of generality it can be supposed that ࢓+ ࢔ ≤ ࢘ +  .࢙

Let ࢿ = ,૙ࢿ} ,૚ࢿ … , ࢏ࢿ ሽ be with࢔ା࢓ࢿ ∈ ℚ⋂(૙, ૚ ૛ൗ ) ࢏∀ ∈ {૙, … ࢓, + ૙ࢿ ሽ and࢔ > ∏ ୀ૚࢏࢔ା࢓࢏ࢿ . 

Let ࡼࡸ = ,૙ࡸ) ,૚ࡸ . . . ,  .be (ࢇࡸ

Let ࡼࡹ = ,૚ࡹ,૙ࡹ) . . .  .be (࢈ࡹ,
Let the next algorithm be defined: ߜ଴: (Ѳ, Ω)x(Ѳ, Ω) ⟶ 	)଴ߜ [0,1] ଵܲ, ଶܲ) 
if ݌ଵ = 	)଴ߜ ଶ݌ ଵܲ, ଶܲ) = 0 
end 
else ݅ = 	)଴ߜ 	0 ଵܲ, ଶܲ) = 1 

if ܮଵ଴ = 	)଴ߜ ଶ଴ܮ ଵܲ, ଶܲ) = 1 2ൗ +  ଴ߝ
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end 

for ܮଵ  in ܮ௉ଵ +  ௉ଵܯ
for  ܮଶ  in ܮ௉ଶ +  ௉ଶܯ

if ܮଵ = ݅	 ଶܮ = ݅ + 1		
end 

end 
end 

for ݆  in range (1, 	)଴ߜ (݅ ଵܲ, ଶܲ) = ൫ߜ଴(	 ଵܲ, ଶܲ) − 1 2ൗ ൯ߝ௝ + 1 2ൗ  

end 
end ࢔࢕࢏࢚ࢇ࢜࢘ࢋ࢙࢈ࡻ	૛. Let ࢖૚, 	૛ be the main decompositions of࢖ ଵܲ, ଶܲ ∈ Ѳ such that they share s morphemes 
and non-main lexemes: ߜ଴(	 ଵܲ, ଶܲ) = ൝ߝ଴ߝଵ … ௦ߝ + 1 2ൗ ଵ଴ܮ	݂݅	 = ଵߝଶ଴ܮ … ௦ߝ + 1 2ൗ ଵ଴ܮ ≠ ଶ଴ܮ 	)଴ߜ	.ࢋ࢒࢖࢓ࢇ࢞ࡱ  ଵܲ, ଶܲ) with	 ଵܲ = ,ݏ݃݋ݎ݂݈݈ݑܾ) ݈ܽ݊݅݉ܽ), 	 ଶܲ = ,ݏ݊ܽ݉݃݋ݎ݂) (ܽ݁ݏ ∈ (Ѳ, Ω) 	݌ଵ = ,݃݋ݎ݂) ,݈݈ݑܾ ,(ݏ ௉ଵܮ = (frog, bull),ܯ௉ଵ = ଶ݌	 (ݏ) = (݉ܽ݊, ,݃݋ݎ݂ ,(ݏ ௉ଶܮ = (man, frog),ܯ௉ଶ = ,଴((bullfrogsߜ (ݏ) animal), (frogmans, sea)	) ݂݃݋ݎ ≠ 	݉ܽ݊	 → 	)଴ߜ ଵܲ, ଶܲ) = ଵ଴ܮ 1 = ଶଵܮ → 	)଴ߜ ଵܲ, ଶܲ) = ଵߝ + 1 2ൗ ଵଵܯ  = ଶଵܯ → 	)଴ߜ ଵܲ, ଶܲ) = ଶߝଵߝ + 1 2ൗ 	
Function ࢾ૚: (Ѳ, Ω)x(Ѳ, Ω) → [૙, ૚] is defined as ࢾ૚(	ࡼ૚, (૛ࡼ = ,[૚ࡼ]	)૙ࢾ}	ܖܑܕ ,[૚ࡼ]	with ([૛ࡼ]  [૛ࡼ]
equivalence classes of	[ࡼ૚] and [ࡼ૛]respectively. ࢔࢕࢏࢚࢏࢙࢕࢖࢕࢘ࡼ	૚. Function ࢾ૚ keeps triangle inequality. ࢌ࢕࢕࢘ࡼ.	 ,࢞)૚ࢾ (࢟ ≤ ,࢞)૚ࢾ (ࢠ + ,ࢠ)૚ࢾ  (࢟
Several cases can be distinguished: 
1.If ࢞ = ,࢞)૚ࢾ then  ࢟ (࢟ = ૙ and ࢾ૚(࢞, (ࢠ + ,ࢠ)૚ࢾ (࢟ ≥ ૙. 
2.If ࢞ ≠ ࢠ and  ࢟ = ,࢞)૚ࢾ then  ࢞ (࢟ = ,࢞)૚ࢾ (ࢠ + ,ࢠ)૚ࢾ ,࢞)૚ࢾ because (࢟ (ࢠ = ૙ and ࢾ૚(࢞, (࢟ = ,ࢠ)૚ࢾ  .(࢟
3. If ࢞ ≠ ࢠ and  ࢟ =  .then it can beproved analogously࢟

4.If ࢞ ≠ ࢠ	 ,࢟ ≠ ࢠ and	࢞ ≠ ,࢞)૚ࢾ then ࢟ (࢟ ≤ ૚ and ࢾ૚(࢞, (ࢠ + ,ࢠ)૚ࢾ (࢟ ≥ ૚ ૛ൗ + ૚ ૛ൗ = ૚, so the 

inequality is verified. 
We define function ࢾ૛: ΩxΩ → [૙, ૚] as: ߜଶ(ܥଵ, (ଶܥ ቊ1 − 1 ݊ + 1ൗ ଵܥ	݂݅	 ≠ ଵܥ	݂݅																					ଶ0ܥ = ଶܥ  

being ࢔  the natural distance between ܥଵand ܥଶ on a graph with all its links lengths ૚. ࢔࢕࢏࢚࢏࢙࢕࢖࢕࢘ࡼ	૛.  Function ߜଶ is a distance. (݅) .ࢌ࢕࢕࢘ࡼ	ߜଶ(ܥଵ, (ଶܥ ≥ 0 
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,૚࡯)૛ࢾ (૛࡯ = ૚ − ૚ ࢔ + ૚ൗ  with≥ ૙ , from where the inequality is proved trivially. 	(݅݅)ߜଶ(ܥଵ, (ଶܥ = 0 ↔ ଵܥ = ,૚࡯)૛ࢾ ଶܥ (૛࡯ = ૙ = ૚ − ૚ ࢔ + ૚ൗ ↔ ૚ = ૚ ࢔ + ૚ൗ ↔ ࢔ + ૚ = ૚ ↔ ࢔ = ૙ ↔ ૚࡯ = ,ଵܥ)ଶߜ(݅݅݅)	 ૛࡯ (ଶܥ = ,ଶܥ)ଶߜ  (ଵܥ
As n is a distance, we can assert ࢾ૛(࡯૚, (૛࡯ = ૚ − ૚ ࢔ + ૚ൗ = ,૛࡯)૛ࢾ ,ଵܥ)ଶߜ(ݒ݅)	 (૚࡯ (ଶܥ ≤ ,ଵܥ)ଶߜ (ଷܥ + ,ଷܥ)ଶߜ  (ଶܥ
Several cases can be distinguished: 
1. If ࡯૚ = ,૚࡯)૛ࢾ ૛ then࡯ (૛࡯ = ૙  and ࢾ૛(࡯૚, (૜࡯ + ,૜࡯)૛ࢾ (૛࡯ ≥ ૙ . 
2. If ࡯૚ ≠ ૜࡯ ૛and࡯ = ,૚࡯)૛ࢾ ૚ then࡯ (૛࡯ = ,૚࡯)૛ࢾ (૜࡯ + ,૜࡯)૛ࢾ ,૚࡯)૛ࢾ ૛) because࡯ (૜࡯ = ૙	and ࢾ૛(࡯૚, (૛࡯ = ,૜࡯)૛ࢾ  .(૛࡯
3. If ࡯૚ ≠ ૜࡯ ૛  and࡯ =  .૛  then it can be proved analogously࡯
4. If	࡯૚ ≠ ૜࡯ ,૛࡯ ≠ ૜࡯ ૛ and࡯ ≠ ,૚࡯)૛ࢾ ૛  then࡯ (૛࡯ = ૚ − ૚ ⁄ ૚࢔) + ૚) ≤ ૚  and  ࢾ૛(࡯૚, (૜࡯ + ,૜࡯)૛ࢾ (૛࡯ = ૚ − ૚ ૛࢔ + ૚ൗ + ૚ − ૚ ⁄ ૜࢔) + ૚) ≥ ૚, so the inequality is verified. 

Function ࢊ: ∆x∆→ ℝ is defined as ࢊ(∆૚, ∆૛) = ,૚ࡼ	)૚ࢾ (૛ࡼ + ,૚࡯)૛ࢾ ,ଵ∆)݀(݅) .ࢌ࢕࢕࢘ࡼ .is a distance on knowledgespace∆, this distance is called Morphosyntactic distance ࢊ ૚. Function	࢓ࢋ࢘࢕ࢋࢎࢀ .(૛࡯ ∆ଶ) ≥ ,૚∆)ࢊ 0 ∆૛) = ,૚ࡼ	)૚ࢾ (૛ࡼ + ,૚࡯)૛ࢾ ,૚ࡼ	)૚ࢾ ૛) with࡯ (૛ࡼ ≥ ૙ and ࢾ૛(࡯૚, (૛࡯ ≥ ૙, from where the  
inequality is obtained trivially. 	(݅݅)݀(∆ଵ, ∆ଶ) = 0 ↔ ∆૚= ∆૛ ⟹ ࢊ(∆૚, ∆૛) = ,૚ࡼ	)૚ࢾ (૛ࡼ + ,૚࡯)૛ࢾ ,૚ࡼ	)૚ࢾ ૛), it is known that࡯ (૛ࡼ ≥ ૙ and	ࢾ૛(࡯૚, (૛࡯ ≥ ૙, so it can 
be deduce that ࢾ૚(	ࡼ૚, (૛ࡼ = ૙ and ࢾ૛(࡯૚, (૛࡯ = ૙	what implies, because of the construction of ࢾ૚ andࢾ૛ , 
that 	ࡼ૚ = ૚࡯૛  andࡼ = =∆૚	૛ , thus it is concluded that࡯ ,૚ࡼ	) (૚࡯ = ,૛ࡼ	) (૛࡯ = ∆૛. 
The other implication can be equally proved. 	(݅݅݅)ࢊ(∆૚, ∆૛) = ,૛∆)ࢊ ∆૚) 
As function ࢾ૚is a combination of boolean comparisons to which apply an algorithm is applied and these 
comparisons do not depend on the order of its elements, it can be inferredtrivially that ࢾ૚(	ࡼ૚, (૛ࡼ ,૛ࡼ	)૚ࢾ= ,૚࡯)૛ࢾ ,૛ is a distanceࢾ ૚) and, asࡼ (૛࡯ = ,૛࡯)૛ࢾ  ૚) , because all these facts, it can beassumed࡯
that  ࢊ(∆૚, ∆૛) = ,૚ࡼ	)૚ࢾ (૛ࡼ + ,૚࡯)૛ࢾ (૛࡯ = ,૛ࡼ	)૚ࢾ (૚ࡼ + ,૛࡯)૛ࢾ (૚࡯ = ,૛∆)ࢊ ∆૚) 	(݅ݒ)ࢊ(∆૚, ∆૛) ≤ ,૚∆)ࢊ ∆૜) + ,૜∆)ࢊ ∆૛) 
As ࢾ૚(ࡼ૚, (૛ࡼ ≤ ,૚ࡼ)૚ࢾ (૜ࡼ + ,૜ࡼ)૚ࢾ ,૚࡯)૛ࢾ ૛)andࡼ (૛࡯ ≤ ,૚࡯)૛ࢾ (૜࡯ + ,૜࡯)૛ࢾ  ૛) it can be࡯
concluded that ࢊ(∆૚, ∆૛) = ,૚ࡼ	)૚ࢾ (૛ࡼ + ,૚࡯)૛ࢾ (૛࡯ ≤ ,૚ࡼ)૚ࢾ (૜ࡼ + ,૜ࡼ)૚ࢾ (૛ࡼ + ,૚࡯)૛ࢾ (૜࡯ + ,૜࡯)૛ࢾ ,between two different elements, ∆૚ ࢊ ૜. Distance	࢔࢕࢏࢚࢏࢙࢕࢖࢕࢘ࡼ .(૛࡯ ∆૛∈ ∆ is bounded both, from above and 

below by ૚ ૛ൗ  and ૛ respectively, ૚ ૛ൗ ≤ ,૚∆)ࢊ ∆૛) ≤ ૛. ࢌ࢕࢕࢘ࡼ.	
It can besupposed, without loss of generality, that they share ࢙ morphemes and non-main lexemes and its 
contexts natural distance is	݊ ∈ ℕ. ૚ ૛ൗ = ૚ ૛ൗ + ૚ ∗ ૙ + ૚ − ૚૙ + ૚ ≤ ૚ ૛ൗ + ૚ ∗ ૚ࢿ૙ࢿ … ࢙ࢿ + ૚ − ૚࢔ + ૚ = ,૚ࡼ	)૚ࢾ (૛ࡼ + ,૚࡯)૛ࢾ  (૛࡯
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= ,૚∆)ࢊ ∆૛) = ,૚ࡼ	)૚ࢾ (૛ࡼ + ,૚࡯)૛ࢾ (૛࡯ = ૚ ૛ൗ + ૚ ∗ ૚ࢿ૙ࢿ ࢙ࢿ… + ૚ − ૚࢔ା૚ ≤ ૚ + ૚ − ૚࢔ା૚ ≤ ૛. 

Conclusion 
With all these bases a topological space is built in (Ѳ, Ω) withthe topology induced by the Morphosyntactic 
distance. 

Further study of it can give possibilities of working easily and faster with it, and bringing the opportunity to come 
to a more general algorithm to compare sentences and even full texts. 

With this idea it is possible to relate different information and have a better approach to organize it for its quick 
accessibility and make easier its sharing. 
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