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RESERVOIR FORECASTING NEURO-FUZZY NETWORK AND ITS LEARNING

Yevgeniy Bodyanskiy, Oleksii Tyshchenko, Iryna Pliss

Abstract: The idea of Reservoir Computing has become so popular recently due to its computational efficiency
and the fact that just only a linear output layer must be taught. In this paper a reservoir is proposed to be built
using neo-fuzzy neurons which means that Reservoir Computing and paradigms and fuzzy logic are combined.

Keywords: reservoir computing, hybrid systems, neo-fuzzy neuron, online learning procedure, prediction.

ACM Classification Keywords: I.2.6 Learning — Connectionism and neural nets.

Introduction

Training a recurrent neural network is not an easy task to do, it has been offered lately to construct a custom
recurrent topology to train a single linear output layer. Nowadays it can be easily performed with the help of
Reservoir Computing [Jaeger, 2001a; Jaeger, 2001b]. Reservoirs are randomly created, and the exact weight
distribution and sparsity have very limited influence on the reservoir's performance.

Reservoir Computing usually consists of Echo State Networks [Alexandre, 2009], Liquid State Machines and the
Backpropagation Decorrelation learning rule. The most important part of tuning weights in traditional learning
procedures of recurrent neural networks is the output layer weight tuning.

Reservoir neural networks were designed to have the same computational power as traditional recurrent neural
networks except the fact that there’s no need to train internal weights.

The reservoir is a recurrent neural network which has n input units, h internal units of the hidden layer and m

output units. Input elements at a time point k form a vector x(k) = (x1(k)...xn(k))T , internal units form a
vector §(k) = (él(k)...éh(k))r and finally output units form a vector y(k) = (y1(k)...ym(k))T.
Real-valued connection weights are collected in a (hxn) weight matrix W, for the input weights, in an

for the connections to

res out

(hx h) matrix W, for the internal connections, in an mx (h+n+m)- matrix W,
the output units, and in a (nxm) -matrix W, for the connections that feed back from the output to the

internal units. The weight matrix W,, is created randomly. This matrix can be either full or sparsed. The weight

matrix W__ is usually created according to Gaussian distribution. It can be easily explained by the fact that a

network creates a reservoir full of different nonlinear current and preceding values (a so-called “echo’).
Connections directly from the input to the output units and connections between output units are allowed. A
reservoir should have a suitable perceptibility. The simplest way to make it is to tune a spectral radius (the
biggest eigenvalue) of weight matrix W

The activation of internal units is updated according to expression
S(k+1) = f (W, x(k+1)+W,_8(K)+ Wy, Y(K)), (1)

res
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where §(k +1) is a vector of reservoir states at a time point k, where f = (f,...f,) — the intemal unit's

output functions (typically sigmoid functions).
The output is computed according to equation

y(k+1) = fout[wom [i((iill))ﬂ 2

f,ur ) — the output unit's output funcions.

Where fout = (f outT

outt *-°*

Figure 1. Representation of a reservoir network. Large circles are the neurons and small ones represent the input
data. The hidden layer is the reservoir. Dashed connections are optional

In the Echo-State Networks literature, the reservoirs are rescaled using measures based on stability bounds.
Several of these measures have been presented in [Jaeger, 2001b]. Jaeger has proposed the spectral radius to
be slightly lower than one (because the reservoir is then guaranteed to have the echo state property).

The most interesting thing about reservoirs is that all weight matrices to the reservoir are initialized randomly,
while all connections to the output are trained. When using the system after training with the “reservoir-output’”
connections, the computed output by is fed back into the reservair.

Although many different neuron types have already been used in reservoirs but there is no yet clear
understanding which node types are optimal for given applications. The necessary and sufficient conditions for a
recurrent network to have echo states are based on the spectral radius and the largest singular value of the
connection matrix. The echo state property means that the current state of the network is uniquely determined by
the network input up to now. The network is thus state forgetting.

Network Architecture

In this paper a new architecture of a forecasting neural network is proposed which is built with the help of neo-
fuzzy neurons (NFN) [Horio, 2001] and a layer of delay elements. The proposed network was called a reservoir
forecasting neuro-fuzzy network in [Bodyanskiy, 2009; Bodyanskiy, 2010]. The scheme of the proposed network
is on fig. 2.
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(k)

Learning algorithm

Figure 2. The architecture of the reservoir forecasting neuro-fuzzy network

x(k) is an input value of the network, x(k) is a network output, k =1,2,...,N.,...- current discrete time.

Neo-fuzzy neurons were proposed by T. Yamakawa and co-authors [Yamakawa, 1992]. These constructions are
neuronal models with nonlinear synapses. The output of the nonlinear synapse neuron is obtained by sum of the
outputs of the synapses represented by nonlinear functions. They can approximate a nonlinear input-output
relationship by one neuron, and there is no local minimum problem in learning [Uchino, 1997; Miki, 1999]. Fig. 3
shows a structure of the conventional NFN.

An input signal x(k) is fed into the NFN layer. It should be mentioned that this construction has back

connections which come through the layer of delay elements from NFN outputs back to their inputs [Tyshchenko,
2012].

fi(u (%))

A0

% (k)

RAN0)

Figure 3. The structure of the conventional neo-fuzzy neuron

A network output is calculated in the form

h
= 337 1)) o) 55, (= 2) () (5, 0 2) ) ),
where X,, X, —outputs of NFN, and NFN, correspondingly;

w57 — membership functions of NFN, ;
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[ . . .
w;" - synaptic weights of NFN,;

h - a number of membership functions in a nonlinear synapse.

The architecture of the special NFN used in our case is presented on fig. 4. Here

x(k—l)é éf[”(x(’f‘l))

i (k—z)é

710G (k-2)) 10)

gy

(i (k-2)

Figure 4. The special neo-fuzzy neuron’s architecture for the reservoir forecasting network

X, (k) = f(x(k = 1)) + f1 (X, (k = 2)) + f (%, (k - 2)), (4)
N (x(k -1)) = Z Z w (x(k =1))wi (k), (5)
i=l j=1
G (K ~20) = 33 ) (%, ~ 2wl (K) ©)
i=l j=1
R 3 h
X, (k=2) =Y il (%, (k - 2))wl (k). (7)
i=1 j=1
Membership functions usually form a set of functions similar to the function array shown on fig. 5.
$u;(x)
1 My |23 His Mg Win2 Wi Ky
> X
c, =0 Cin Gy X (k ) Cia Cin2 Cin1 =1

Figure 5. Triangular membership functions
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Membership functions 4; of nonlinear

synapses provide Ruspini (unity) partitioning which means that

;,u,j(x,)zl.

We will consider x; to be a triangular membership function which is defined as

Hij (X,) =

fori=1...3, j=1,2,....h.

C,-j - X; )
- X,' € (C,‘,j_p Cij]’
Cij - Ci,j—l

7%  xe@c ]

B i E( ijo Vi j+1d0
Ci,j+| Vi
0, otherwise

In our case membership functions are evenly distributed in the range [0, 1] .

207

It should be noticed that triangular membership functions provide piecewise-linear approximation which can lead
to the deterioration of results accuracy. To minimize this effect one may increase the amount of membership
functions but this will increase the amount of synaptic weights and make a system architecture much more
complicated as well as its learning algorithm. Cubic splines should be used as membership functions to get rid of
the above-mentioned situations which can be written in the form:

3
2X, —C, —C, ;_ 2X, —C, —C,; ;_
0.25| 243~ L WL _| 2L | xelg ¢,
Cij =Cija Cj —Cija
3
2x,—-¢,;,—C;, |[2X,—C;,, —C;
yi,(X.): 02523 L T4 L ¥ ,XE(C..,C.. ]
P C ..,—C c ., —C e
ij+1 if i,j+1 ij

0, otherwise

Cubic splines satisfy Ruspini partition too and improve approximation characteristics of the fuzzy inference
process. On the other hand, the usage of cubic splines provides smooth polynomial approximation and allows to
model nonstationary signals with high accuracy results (fig. 6).

Taking into consideration a ((n + l)nhg) x 1 -vector of membership functions values
u(k)= ((M[lll] (x, (k=1))5...; )" ()“(1' (k- 2));...;;1,[,11{’,, ()“(;, (k- 2));
(ﬂl[?n] (Xg (K=1))5...; ™ ()“(f’ (k- 2));...;4{;% (2,? (k- 2)))T
and a synaptic weights vector of the same dimensionalities
w (k)= ((Wl[lll] (x, (k=1));..;wh" ()“(1‘ (k- 2));...;WE}+‘}’,7 ()“(}, (k- 2));

(Wi (x, (=)l (%9 (= 2)).. w2 (k-2)))
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the network output can be presented in a vector form

4

1, (x)

1, . . | Hin

LB I FTTrrrrTTT I‘HH\‘ LI ‘\H‘\.\ TrrrrrrrrTrrTrTT TTrTrrrTrTT FrrrrTrrrrrTrTT LU =xl
c, = C x (k) ¢, Cin1 ¢y =1
Figure 6. Cubic spline membership functions.
Learning Procedure
To find optimal values of synaptic weights the conventional learning criterion
1 - 2 Nk
E:E;”y(k)—y(k)u a (12)
=1
and an exponentially weighted recurrent least squares optimization technique are used:
—wT
Wik +1) 2wk + PO D =W Gutk 1) ey
1+ 4" (k + DP(K)u(k +1)
(13)
;
Pk +1)= 1| piy - POHE D (k¥ DPUO
a a+u (k+DPK)u(k +1)

Conclusion

The proposed architecture forms a “reservoir” which is built using neo-fuzzy neurons. This neuro-fuzzy network is
designed to deal with time series of considerably nonstationary characteristics. The network has such advantages
as numerical simplicity and high processing speed while comparing it to traditional forecasting neural networks
and neuro-fuzzy systems.
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PRION CRYSTALIZATION MODEL AND ITS APPLICATION TO RECOGNITION
PATTERN

Paula Cordero, Rafael Lahoz-Beltra and Juan Castellanos

Abstract: This paper introduces APA (“Artificial Prion Assembly”): a pattern recognition system based on artificial
prion crystalization. Specifically, the system exhibits the capability to classify patterns according to the resulting
prion self- assembly simulated with cellular automata. Our approach is inspired in the biological process of
proteins aggregation, known as prions, which are assembled as amyloid fibers related with neurodegenerative
disorders.

Keywords: pattern recognition, prion protein aggregation, crystal growth, simulation models.

ACM Classification Keywords: F.1. Computation by abstract devices, F1.1. Models of Computation.

Introduction

Molecular self-assembly is one of the most relevant biological mechanisms related with the self-organization and
biological functions exhibited within cells [Lahoz-Beltra, 1997]. Cellular automata are able to capture the main
features of biomolecules that form part of cellular structures and organelles. A breakthrough in the computer
modeling and simulation of proteins took place when cellular automata modeling was applied to simulate the
interaction of proteins during self-assembly [Lahoz-Beltra, 1999]. In a different realm spin glasses and the
Hopfield content addressable memory exhibit emergent collective computational abilities. Such capabilities are
related with phase transitions between the crystalline state (low temperature and energy) and liquid state (high
temperature and entropy). In consequence, crystalization process may be a manifestation of the ability of Nature
to process information, e.g storage and pattern recognition.

Cellular automata belong to a family of discrete, connectionist techniques being used to investigate fundamental
principles of dynamics, evolution, and self-organization. In general, they constitute exactly computable models for
complex phenomena and large-scale correlations that result from very simple short-range interactions. In this
paper, a cellular automaton is designed to model the proteins behavior during self-assembly. The cellular
approach makes it possible to achieve a theory-based view of morphogenesis detail to link the results directly to a
classification model. In this paper we explore how prion protein aggregation or self-assembly could be used to
design an artificial pattern recognition system. The proposed computational system has been dubbed as APA
(“Artificial Prion Assembly”) memory.

Prion protein aggregation and its simulation models

A prion is an infectious agent composed of protein in a misfolded form. Prion diseases are fatal
neurodegenerative disorders associated with the polymerization of the cellular form of prion protein (PrPC) into
an amyloidogenic B-sheet infectious form (PrPSc) [Fontaine & Brown, 2009].
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Prions propagate by transmitting the misfolded protein state. When a prion enters a healthy organism, it induces
existing properly folded proteins to convert into the disease-associated prion form; the prion acts as a template to
guide the misfolding of more proteins into prion form. These newly formed prions can then go on to convert more
proteins themselves; this triggers a chain reaction that produces large amounts of the prion form.

Figure 1. TEM images of prion-seeded Ure2p fibrils
(aand b) and unseeded Ure2p fibrils (c and d)
before PK treatment (a and c) and after PK
treatment (b and d). TEM grids are negatively
stained with uranyl acetate. Scale bars represent
200 nm. [Kryndushkin et al, 2011]

Under normal conditions, the high-energy barrier separates PrPC from
PrPSc isoform. However, pathogenic mutations, modifications as well
as some cofactors, such as glycosaminoglycans, nucleic acids, and
lipids, could modulate the  conformational  conversion
process. Abundant nonfibrillar oligomeric intermediates are a common
feature of amyloid formation [Bemporad & Chiti, 2013], and these
oligomers, rather than the final fibers, have been suggested to be the
toxic species in some amyloid diseases.

Evidence suggests that an aggregated form of PrPSc is in fact the key
component in the disease [Stahl et al., 1987; Brown et al., 1997] but
the precise character of the infectious aggregates is unclear.
Therefore, the study of in vitro aggregation of recombinant PrP is
instrumental in providing insight into the mechanisms behind
conversion from PrPC to PrPSc and aggregate accumulation, as well
as to determine the conformation and species that is actually
responsible for prion pathogenesis.

Many efforts are dedicated to design aggregation models developed. Aggregation of PrP has been modelled
using three kinetic theories: template assisted-aggregation, nucleation-elongation polymerization, and branched-
chain polymerization [Fontaine & Brown, 2009]. Each of these theories has been reviewed elsewhere, but in brief

summary all employ the idea that a
smaller unit of PrP is responsible for
further catalysing protein aggregation.

Mainly, models of aggregation
processes in prion disease include one-
dimensional, fibrillar aggregation-and-
fission models, since aggregates grown
in vitro are typically seen to be fibrillar.
There are several approaches used to
model this kind of processes. These
models range from stochastically and
deterministic  approaches  through
known kinetic models based on
differential equations [Greer et al, 2006]
to cellular automata based models
[Kulkarni et al, 2003].
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Figure 2. Prion protein aggregation kinetic models. Schematic illustrating the differences
between the kinetic theories of PrP aggregation. [Fontaine & Brown, 2009]

Diffusion-Limited Aggregation and Crystal Growth models

Diffusion-limited aggregation (DLA) [Witten & Sander, 1981] is an idealization of the process by which matter
irreversibly combines to form dust, soot, dendrites, and other random objects in the case where the rate-limiting
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step is diffusion of matter to the aggregate. Diffusion is the movement of particles due to temperature fluctuations
and seen in Brownian motion. By the other hand, an aggregate is a collection of particles that are connected
together this growing process is called diffusion-limited when the aggregate increases in size by one particle at a
time. A particle is appear from a random position far away and is allowed to diffuse. If it touches the seed, it is
immobilized instantly and becomes part of the aggregate. This happens since the density of particles is low and
thus the particles do not come into contact with each other before reaching the aggregate.

The growth processes [Levi & Kotrla, 1997] are described by nonlinear partial-differential equations and both the
analytical and the numerical treatments of these equations are extremely difficult even on current computers. As
a result, many of the questions concerning structure formation and transitions between different growth
morphologies have not so far been satisfactorily answered. Much effort has especially been devoted to
establishing the relationship between cluster morphology and the growth mechanism.

The crystal growth is a phase transition process with sharp border between it and initial feeding phase like a
liquid, gas or plasma. The structure element, molecule, of the crystal could be determined as a minimum part of it
when a reaction of incorporating itself in the crystal will effect with changing energy of the whole system that will
be equivalent to the condensation energy of the corresponding mass of crystal. The molecule is the minimum part
of the crystal that behaves as a whole crystal. The principal difference of behavior of molecules in liquids is based
on the principle of the long order in the crystals structure. Each molecule has exact position relatively to the other
in crystal.

In the every moment of time one molecule on the surface of a crystal have two options: to get out to initial matter
or stay incorporated as a part of crystal. The same choice is true for the molecule outside of crystal in direct
closeness to its surface. It can be incorporated into body of crystal or stay outside. Most of simulation models
implement these phenomena by calculating these probabilities for each position on the surface of the crystal and
comparing with the random number to decide what one of the possible events will happen.

Fiaure 3. Samnle NI A imaaes from iava annlet: httn*/www inakimlinde se/iava/DI A/

Spin glass models and addressable memories

At this point it should be noted that many studies find that some types of addressable memory as Hopfield's
neural network [Hopfield, 1982] was inspired by analogies with the physics of magnetism the same as
crystallization kinetics. Main characteristic of the Hopfield's model is the recurrence of the network with total
connectivity and a symmetric weight matrix; binary valued outputs, which provide a simple prescription for the
weights, with no training needed; output settles down to a steady state.

As it was mentioned, there are some relations between the behavior of addressable memories and the physics of

magnetic spin systems [Edwards & Anderson, 1975]. In particular, phase transitions represent a competition
between minimizing the energy (usually producing an ordered state) and maximizing the entropy (increasing the
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disorder). This can be understood in terms of the behavior to the free energy, F=E-TS, which tends to a minimum
for a system in thermal equilibrium. At low values of the temperature T, is more important to minimize the energy
E. When T is high, then large values of the entropy S will make F smaller. The most interesting aspect is the
abrupt, discontinuous nature of the transition between the ordered state and the disordered state occasionally
attributed to emergent collective behavior. This behavior depends on the values of the positions and momentum
of each of the molecules.

The key to being able to quantitatively describe the free energy and related thermodynamic quantities is to
express the total energy of the system in terms of the states of the atoms. In this sense, it is described the
Hopfield’s model behavior where, in the presence of more than one pattern, the weights aren't optimum for the
retrieval of any one pattern, but represent an average or compromise over the set of patterns. Instead of having a
single minimum energy state, we will have a local minimum for each pattern. If the initial state of the network isn't
too far from the stored state, the system will slide into the nearest local minimum, which will be the desired output
state. When it try to minimize the error in a feed-forward net by using the back-propagation algorithm, getting
stuck in a local minimum can keep us from finding the global minimum that produces the best set of weights. In
this case, local minima are desirable.

Hopfield found in his computer experiments that the ability of the network to retrieve patterns fell dramatically
when the number of stored patterns approached 15% of the number of neurons. As the number of patterns
becomes large, the weight begins to look like a random variable. The term in the sum that favors a particular
pattern is greatly outweighed by all the others, and the associative memory begins to look like a true spin glass.

Analogously to the above approach, the work presented in this paper is based on parallelism between the
phenomena of crystallization (in the case of prions) and addressable memories behavior that implement pattern
recognition capabilities as it is described below.

Pattern recognition system based on Prion Crystalization

This work presents a pattern recognition system based on a model of prion crystallization. This proposed model
represents an unsupervised learning system. The theoretical model is composed of two phases: Phase-l) in
which is modelled the winged-helix dimerization process through a probabilistic cellular atuomata approach in
order to obtain the nucleation seeds of the prion-crystallization process. Phase-Il) in which crystallization process
will model prion dynamics from the nucleation centers obtained. The system will be able to classify input patterns
by decoding implicit information from the morphology of the crystal-prions, which will be obtained as a result of

- the application of the two phases of the
model.

As mentioned, the proposed system is
inspired by the biochemical process by
which certain strands of DNA in vitro affect
the process of prion formation. Specifically,
this process is described in the work “A
DNA promoted amyloid proteinopathy in
Escherichia coli" [Fernandez et al, 2011].
This research team goes into detail about
this phenomena, core of proposed model
in its Phase-l, and states that similarly to
the mammalian proteins PrP and a-

PHASE IT

Figure 4. Schema of the Probabilistic Cellular Automata proposed.
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synuclein, the winged-helix dimerization (WH1) domain of the bacterial plasmid-encoded RepA protein can
assemble into amyloid fibers upon binding to DNA in vitro.

In the proposed model, this phenomenon is simulated by a two-level automaton. At first level (Level-l) each
occupied cell represents one of the three different DNA sequences (ADNs, ADN2, ADN;) that can interact with the
protein subunits (PrP). At second level (Level-ll) proteins are represented. These cells can transit, with some
probability defined at probability vector (P.), from six different states according to the transition rules defined in
each case. The formalization of the proposed cellular automata is described below. Our cellular automata is
defined by M= (G, G, N, Q, d, T), where:

—  G: matrix automata (Q-dimensional);

— G set of initial values of the automata (G) states;

— N: function that assigns each automaton the set of neighbors (Neighborhood function);
—  Q: sets of possible states;

— O transition function that assigns a new state to an automaton having into account the state of all its
neighbors;

— T: set of final states.

The automata consists of a set of six possible states (Q= {So, S1, Sz, S3, Ss, Ss}), it implements the well-known
function of Von Neumann neighborhood [Kennedy & Mendes, 2003] and has a unique final state, Ss. Each of the
possible states represents a different physicochemical prion formation state during the process, thus:

—  So=represents the absence of protein in the cell;

— Si= represents a stable state of the protein. This state is not affected by the interaction with the DNA
grid (Level-l);

— S2= molecular state of instability. Cells in this state are potentially exposed to interaction with Level-I.
The neighborhood function is applied and executed transition rules;

—  Ss=represents a functional protein;
—  S4=represents a prion infectious form. Seed of the nucleation center;
—  Ss=represents a nonfunctional protein;

The transition rules, TR={po.1, p1.2, P23, P24, P25, P30, P50}, are applied in each case with a certain probability. In
particular, the rules po1and the set {pso pso} represent the - —~ -
transition probability So—Si S;—So y Ss—So . these | so\ s, P
probabilities represent the rate of molecular generation and \\J
degradation rates respectively. In the case of the rule pi2
represents the transition probability S+—S; in which the cell
moves from one stable state to a state of molecular instability.
Finally, the rule set {p23 p24, p2st implements the fransition
functions related to the interaction with DNA sequences
(Level-l) by applying the selected neighborhood function /
(S2—3Ss binding to ADNj S;—S4 binding to ADN, S,—Ss \\4 CQ
binding to ADN). This behavior is shown in FIGURE 5.

Fiaure 5. Pion-crvstalization Automaton. State-transition detail.
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In this paper are shown two simulations of the proposed model. The first one corresponds to the simulation
without the presence of input pattern. By this simulation it can appreciate the molecular concentrations of different
states according to the underlying model at Phase-I. The second simulation presents the results obtained during

AC-states concentration study

Num. lterations

STATE O
STATE 1
STATE 2

—STATE 3

— STATE 4

" STATES

Figure 6. Average of states concentration chart.

the training phase of the system. Note that in this
work the results related to Phase-Il of the model
(algorithm crystallization) are not shown. The
results obtained by applying the model of
crystallization and the appropriate decoding for
final classification of the patterns will be shown in
the near future.

At first simulation, the initial population of items,
molecules, is randomly distributed on a two-
dimensional square lattice with periodic boundary
conditions, NxxNy=50x50. The initialization of the

Level-l grid corresponds to three-type DNA initial concentration (Conan). These values have been calculated
according to the following proportions: Conas > (Conat + Conaz) and Conat > Conaz. In FIGURE 6 results over 10
simulations with same settings can be observed. These average concentrations were obtained after 30 system
iterations and with rates of generation and degradation of 0,15 and 0,45 respectively, for each simulation. As you
it can see the concentration of state 3 (functional proteins triggered by DNA1) is higher despite the initial
conditions of concentration of DNA sequences, where the proportion of type sequences DNA3 is majority. This
behavior corresponds proportionally to results observed in real (in-vitro) prion formation processes.

Finally, it is shown the
results obtained in the
training phase of the
proposed system,
FIGURE 7. This training
experiment aims to get
the system to recognize
alphanumeric characters.
Specifically, in the case
above, is introduced an
input  pattern  which
codifies the character 'A'
(FIGURE 7-a), the input
pattern is encoded in the
Level-l of the model. The

Hamming Distance

Figure 7. Pion-crystalization Automaton. State transition detail. a)encoded pattern in Level-| b) Level-Il and Level-Ill at 30% simulation c) Level-

DNA sequences of this
level are initialized with

Il and Level-Ill at hundred 100% simulation d) Hamming distance beyween input pattern and resulted outputs.

concentrations according to the codification of the input pattern. As a result of applying the underlying algorithm it
is obtained the corresponding Level-Il, state level, configuration (FIGURE 7-b) and also the resulted configuration
of Level-ll, nucleation seed level, (FIGURE 7-c); starting point of crystallization process. As mentioned above,
this process will result in encoded input patterns implicitly in the resulting morphology of prion forms. By applying
the decoding algorithm designed for the system will be able to classify unknown input patterns.
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Conclusion

This paper introduces APA: a novelty artificial pattern recognition system based on prion crystalization. At present
we conducted the modeling and simulation experiments showing the plausibility of a memory based on prion self-
assembly. Thus, we studied the main steps and features of the training step. The system is able to memorize
patterns into the resulting prion self- assembly. Such memory is implemented as a hierarchical (DNA, proteins,
crystal assembly) bioinspired 2D cellular automata. Our approach opens the possibility of designing pattern
recognition systems inspired by the phenomenon of crystallization in biology.

Bibliography

[Bemporad & Chiti, 2013] Bemporad, F., & Chiti, F. Pathways of Amyloid Formation. In: Amyloid Fibrils and Prefibrillar
Aggregates: Molecular and Biological Properties, 2013.

[Brown et al, 1997] Brown, D. R., Schulz-Schaeffer, W. J., Schmidt, B., & Kretzschmar, H. A. Prion protein-deficient cells
show altered response to oxidative stress due to decreased SOD-1 activity. In: Experimental neurology, 1997.

[Edwards & Anderson, 1975] Edwards, S. F., & Anderson, P. W. Theory of spin glasses. In: Journal of Physics F: Metal
Physics, 1975.

[Fernandez et al, 2010] Fernandez Tresguerres, M. E., Moreno Diaz de la Espina, S., Gasset Rosa, F., & Giraldo, R. A
DNA-promoted amyloid proteinopathy in Escherichia coli. In: Molecular microbiology, 2010.

[Fontaine & Brown, 2009] Fontaine, S. N., & Brown, D. R. Mechanisms of prion protein aggregation. In: Protein and peptide
letters, 2009.

[Greer et al, 2006] Greer, M. L., Pujo-Menjouet, L., & Webb, G. F. A mathematical analysis of the dynamics of prion
proliferation. In: Journal of theoretical biology,2006.

[Hopfield, 1982] Hopfield, J. J. Neural networks and physical systems with emergent collective computational abilities. In:
Proceedings of the national academy of sciences, 1982.

[Kennedy & Mendes, 2003] Kennedy, J., & Mendes, R. Neighborhood topologies in fully-informed and best-of-neighborhood
particle swarms. In: Soft Computing in Industrial Applications, 2003.

[Kryndushkin et al, 2011] Kryndushkin, D. S., Wickner, R. B., & Tycko, R. The core of Ure2p prion fibrils is formed by the N-
terminal segment in a parallel cross-f structure: evidence from solid-state NMR. In: Journal of molecular biology, 2011.

[Kulkarni et al, 2003] Kulkarni, R. V., Slepoy, A., Singh, R. R. P., Cox, D. L., & Pazmandi, F. Theoretical modeling of prion
disease incubation. In: Biophysical journal, 2003.

[Lahoz-Beltra, 1997] Lahoz-Beltra, R. Molecular automata assembly: principles and simulation of bacterial membrane
construction. In: Biosystems. 1997.

[Lahoz-Beltra, 1999] Lahoz-Beltra R. Molecular automata modeling in structural biology. In: Advances in Structural Biology,
1999.

[Levi & Kotrla, 1997] Levi, A. C., & Kotrla, M. (1997). Theory and simulation of crystal growth. In: Journal of Physics:
Condensed Matter, 1997.

[Slepoy et al, 2001] Slepoy, A., Singh, R. R. P., Pazmandi, F., Kulkarni, R. V., & Cox, D. L. Statistical mechanics of prion
diseases. In: Physical review letters, 2001.

[Stahl et al, 1987] Stahl, N., Borchelt, D. R., Hsiao, K., & Prusiner, S. B. In: Scrapie prion protein contains a
phosphatidylinositol glycolipid. In: Cell, 1987.

[Witten & Sander, 1981] Witten Jr, T. A, & Sander, L. M. (1981). Diffusion-limited aggregation, a kinetic critical
phenomenon. In: Physical Review Letters, 1981.



International Journal “Information Theories and Applications”, Vol. 20, Number 3, 2013 217

Authors' Information

Paula Cordero — Natural Computing Group, Facultad de Informatica,Universidad Politécnica
de Madrid, Campus de Montegancedo s.n., 28660 Boadilla del Monte, Madrid, Spain; e-mail:
paula.cormo@gmail.com

Major Fields of Scientific Research: complex systems, natural computing, evolutionary
computation and the design of bioinspired algorithms.

Rafael Lahoz-Beltra — Department of Applied Mathematics, Faculty of Biological Sciences,
Complutense University of Madrid, 28040 Madrid, Spain ; e-mail: lahozraf@ucm.es

Maijor Fields of Scientific Research: evolutionary computation, embryo development modeling
and the design of bioinspired algorithms

Juan Castellanos - Head of Natural Computing Group, Facultad de Informatica,Universidad
Politécnica de Madrid, Campus de Montegancedo s.n., 28660 Boadilla del Monte, Madrid,
Spain; e-mail: jcastellanos@fi.upm.es

Major Fields of Scientific Research: natural computing, formal language and automata theory.




218 International Journal “Information Theories and Applications”, Vol. 20, Number 3, 2013

AN ARCHITECTURE FOR REPRESENTING BIOLOGICAL PROCESSES BASED ON
NETWORKS OF BIO-INSPIRED PROCESSORS

Sandra Gémez Canaval, Fernando Arroyo and José Ramén Sanchez-Couso

Abstract: In this paper we propose the use of Networks of Bio-inspired Processors (NBP) to model some
biological phenomena within a computational framework. In particular, we propose the use of an extension of
NBP named Network Evolutionary Processors Transducers to simulate chemical transformations of substances.
Within a biological process, chemical transformations of substances are basic operations in the change of the
state of the cell. Previously, it has been proved that NBP are computationally complete, that is, they are able to
solve NP complete problems in linear time, using massively parallel computations. In addition, we propose a
multilayer architecture that will allow us to design models of biological processes related to cellular
communication as well as their implications in the metabolic pathways. Subsequently, these models can be
applied not only to biological-cellular instances but, possibly, also to configure instances of interactive processes
in many other fields like population interactions, ecological trophic networks, industrial ecosystems, efc.

Keywords: Networks of biologically-inspired processors, Bioinspired Architectures, Computational Models,
Natural Computing.

ACM Classification Keywords: F.1.1 Models of Computation - Unbounded-action devices.

Introduction

Several new lines of research have been initiated in the last decade within Natural Computing from two working
perspectives: on the one hand, the bio-inspired architectures and computational models, and on the other, the
computational techniques and user friendly tools, which support the advancements in synthetic and systems
biology. A Network of Bio-inspired Processors (NBP) [Castellanos, 2003] [Manea, 2005] [Campos, 2012] is a
computational model inspired by cell biology; thus it is based on a rather common architecture for parallel and
distributed symbolic processing and is related to the Connection Machine [Hillis, 1979] and the Logic Flow
Paradigm [Errico, 1994]. NBP model consists of several processors, each one of which is placed in a node of a
virtual graph. Every processor acts on local data in accordance with some predefined rules. After that, the
processor both sends and receives the data (which behaves like a mobile agent that can navigate in the network
following a given protocol). Then, the processors can communicate the data resulting with the rest of the
processors which it is connected in the graph, using a filtering strategy. This strategy may require satisfying some
conditions that are imposed by processors, when sending, receiving or both. A processor node is very simple:
can be either an evolutionary, splicing or genetic processor depending on the operations that carries out. In
addition, an extension of NBP named Network Evolutionary Processors Transducers (NEPT for short) was
introduced in [Gémez, 2012] to simulate the work of generalized sequential machines.

Changes of the state of a cell can be modeled by means of rewriting rules like in formal grammars [P&un, 2000].
Also, the parallel nature of these changes implies a parallel application of the involved rules. In this sense, is
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more than proved that NBP is a suitable bio-inspired computing model to represent massively parallel changes of
the state of a cell [Castellanos, 2003].

Cellular organization and their biological processes include evolutionary aspects which can be viewed as a
complex web of subsystems that transform the matter, such as cellular metabolism, signaling, sexual
reproduction, etc. One can consider such a web as a composition of a number of different networks working
together. Moreover, each one of these networks will represent the dynamics of a biological process, like the
metabolism through metabolic pathways or cellular signaling through intracellular pathways. Therefore, we claim
that a web of NBPs and NEPTs is able to represent this dynamic. In addition, we propose a multilayer
architecture to design and to build this web of NBPs and NEPTs working in a cooperative way.

Related Work

The main framework analysis for the most part of biological dynamics remains in the theory of ordinary differential
equations (ODE). There are a lot of works approximating ODE models to particular biological phenomena and
some of them focus in a more general perspective, for instance the works introduced in [Schaff, 1997] and
[Novak, 2006]. However, the use of this type of models presents some intrinsic limitations in the evaluation of the
kinetic reaction rates, which usually refer to a microscopic level, hardly accessible to reliable measurements.
Really, in living organisms, these measurements dramatically alter the context of the investigated processes
[Manca, 2009]. On the other hand, in a discrete mathematical setting, specific applications for modeling biological
phenomena and bio-inspired paradigms are widely developed. Bio-inspired paradigms abstracted from the
information processing that are present in all living cellular systems, such as Membrane Computing based on P
Systems [Paun, 2000] have demonstrated being universal and computationally complete when they work in a
massively parallel way. In particular, P Systems have exhibited models representing biological phenomena.
However, these models are mainly of a qualitative nature, and do not provide criteria for predicting quantitative
aspects of biological processes. For overcoming these limitations, Metabolic P (MP) systems were introduced in
[Manca, 2009] and then widely developed along different approaches. Nevertheless, the extension of these
models to other types of biological processes is still an open working line, despite of the efforts given in
[Gutiérrez, 2008] and [Nguyen, 2009], mainly due to the hierarchical structure of P Systems and the limitations to
develop suitable and practical architectures (both software and hardware) to implement them.

NBP were widely studied from its definition [Castellanos, 2001], as well as a series of subsequent works about
their computational power and complexity. NBP can be viewed as a device that solves NP-complete problems in
linear time with polynomially bounded resources. In addition, a new variant of NBP with the same properties (but
without filtering process) and an energetic charge representation was studied in [Alarcén, 2012]. Also a software
environment and its architecture were presented in [Ortega, 2012]; this framework continues to be an active line
of research as well as the suitability of some hardware architectures. Recently, in [Gomez, 2012], it has been
proved that a transducer based on the model denominated NEP transducer (NEPT) can simulate the work of
generalized sequential machines, that is, every recursively enumerable language can be the transduction defined
by the new transducer of a very simple regular language, computing the set of all words obtained by the shortest
computations.

So far, NPB had only been used as solvers of classical mathematical problems. Alike that the other discrete
computational models, NBP can be investigated as solvers of other real problems, not only those related to
biological interest, but also the possible relevance ecologies, dynamics of social interactions, etc., that are more
complex than combinatorial optimization, as well as other classical NP-complete ones. The study of the web
structure of a NBP together the definition of its communication process, as well as some aspects concerning
computational power, efficiency and descriptive complexity leads to interesting results that apply in new fields.
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Contributions

In this work we present two main contributions. The first one is the use of NEPT to model some chemical
transformations within cell biological phenomena. In particular, this novelty is applied to simulate chemical
transformations of substances within a computational framework. We use a NEPT to transform words
representing extracellular signaling molecules in new words representing receptor proteins able to start the
signaling activities. These new words define a language that is recognizable by a NBP. The second contribution,
and related to the first, is the definition of an architecture that utilizes both NBP and NEPT to represent signaling
activities associated with cellular metabolism. Signaling activities start when an extracellular signaling molecule
arrives at plasma membrane where are transformed for receptor proteins. This transformation gives as result
intracellular signaling proteins responsible to activate one or more signaling pathways. Finally, one or more of the
intracellular signaling proteins alters the activity of effector proteins and thereby the activation or inhibition of
specific processes that modify the behavior of the cell, among themselves the metabolism. NEPT transformations
represent the first level in our multilayer architecture. The rest of signaling activities are modeled by specific
architecture layers, as is extended in section Architecture Proposal.

Structure of the rest of the paper

In section “Definitions and basic Concepts”, concepts related with the NPB model and its extension as well as a
brief biological background are introduced. Section “Architecture Proposal” contains the definition of the
architecture proposed and its motivation. Section “Using our architecture” illustrates the representation of one
instance of specific biological processes, such as the Krebs cycle and the MAS shuttle pathway, using our
architecture and, finally, the last section shows the conclusions and future work.

Definitions and basic concepts

NBP model concepts

A Network of Bio-inspired Processors (NBP) consists of several processors, each one of which is placed in a
node of a virtual graph. Each processor node acts on local data in accordance with some predefined rules. The
data becomes a mobile agent which can navigate in the network following a given protocol. The data travel
between nodes by means of a filtering process only. Note that this process may require to satisfy some other
conditions that are imposed by the processors when sending or receiving data (even simultaneously), by using a
variety of filtering strategies. A processor node is very simple; it can be either an evolutionary, splicing or genetic
processor taking into account the operations that carries out:

o An evolutionary processor performs very simple operations, namely, point mutations in a DNA sequence
(insertion, deletion or substitution of a pair of nucleotides). This type of processor is only specialized for
just one of these evolutionary operations. More generally, it can be viewed as a cell that contains genetic
information encoded in DNA sequences which may evolve by point mutations. A network containing this
type of processors is denominated Network of the Evolutionary Processors.

o A splicing processor performs the operation of recombination, which is presented in form of splicing.
This operation is one of the basic mechanisms by means of which, DNA sequences are recombined
under the effect of enzymatic activities. A network containing this type of processors is called it Network
of the Splicing Processors.

e A genetic processor has two operations: (1) Mutation between symbols (similar to the substitution
operation in the evolutionary processors) and (2) Pure and massive crossover (similar to the splicing



International Journal “Information Theories and Applications”, Vol. 20, Number 3, 2013 221

operation by taking empty contexts). These processors become part of a Network of the Genetic
Processors.

In addition, there exists another type of processor called polarized processor [Alarcon, 2012], which is a special
type of evolutionary processor having a valuation mapping. This mapping represents the polarization of the
processor in terms of an electrical charge: positive, negative or neutral, which is useful for modeling some
biological properties as the inhibition or activation of the molecules or processes. A NBP having this type of
processors is denominated Network of Polarized Evolutionary Processors (NPEP). For a more detailed view
about all of the above networks, we refer the reader to [Castellanos, 2003] [Manea, 2005] [Campos, 2012].

Since a NBP is intended to be used as an universal problem solver, an important aspect is the part of encoding
the instance of the problem and that of decoding the solution. It is natural to ask that these steps to be
accomplished by a mechanism based on a particular NBP, the NEP as well. Then, we are going to consider a
transducer based on the NEP structure which is formed by a directed graph whose nodes are evolutionary
processors without filters. In [Gémez, 2012] is demonstrated that these new type of transducers, denominated
NEPT, can simulate the work of generalized sequential machines (gsm), computing the set of all words obtained
by the shortest computations. Unlike the case of gsm every recursively enumerable language can be the
transduction defined by the new transducer of a very simple regular language. The computation on an input word
starts with this word placed in an input node and halts as soon as the output node is nonempty. Therefore, a
NEPT translates the input word into a set of words existing in the output node. Accordingly, they add new
capacities at the NBP, allowing the extension of the model. As the novelty that we have introduced in the section
Introduction, we use NPET as an overlay network that translate an input into a language that can be recognized
by one or more NBP working as underlying networks.

Biological concepts

Cellular communication is a biological process that enables a cell to send chemical signals across the extra-
cellular environment, allowing the molecular interchange between cells. Complex intracellular mechanisms are
needed to control what signals are emitted and at what time, in order to enable the signal-receiving of the cell.
These signals are interpreted and used to guide the behavior of the cell in question. A communication process
begins with an extracellular-signal molecule, which arrives at the plasmid membrane. This molecule is received
by a molecular receptor, which in turn, activates one or more intracellular signaling pathways. Within these
pathways, there are relay chains of molecules (mainly intracellular signaling proteins) that process the signal and
distribute it to the appropriate intracellular targets. Targets are generally effector proteins, which are activated (or
inactivated) by the signaling pathway. They alter the cellular behavior through processes affecting the shape,
movement, metabolism and gene expression, as it shown in Figure 1-(b). Many intracellular signaling proteins
behave like molecular switches. When receiving a signal, they switch from an inactive to an active conformation,
until another process switches them off [Alberts, 2008]. In summary, extracellular signal molecule is altered
(transduced), amplified, distributed, and modulated en route through signaling pathway (see Figure 1-(a)). In this
sense, activities in the top of communication process, like transduction and amplification, can be modeled by a
network (within a given web) that works as overlay network. This concept is relevant because of it defines the first
level in our multilayer architecture as we will see in the next section.
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Figure 1: Architecture model of a cell communication process.
a) Cell communication process. From receptors to the nucleus
through intracellular signaling pathways (adaptation of
[Alberts, 2008]). b) Architecture model showing NEPT, NPEP
and NBP layers.

Figure 2: Multilayer architecture to simulate
signaling by calcium, MAS and Krebs cycle (X;
represents the nodes of the respective network).

Architecture proposal

As we said before, a NEPT translates input words into a language that can be recognized by one or more NBP.
We will see this NEPT as an overlay network, that is, a virtual network built on top of one or more existing
networks (called the underlying network). The overlay network adds an additional layer of indirection/virtualization
and changes properties in one or more areas of the underlying network. We propose that the activities in the top
of a communication process (of a cell), like transduction or amplification, are modeled by a NEPT working as an
overlay network.

In this context, our second contribution (see section Introduction) is the definition of an architecture for
representing the signaling of a cell from reception until the activation of a target processes. We propose three
blocks of computing (see Figure 1-(b)):

1. Selection: represents the reception of an extracellular signal molecule arriving at the cellular membrane,
and its alteration (transduction), amplification and distribution through of the adequate signaling pathway
selected by the cell.

2. Control: realizes the monitoring functionality of signaling pathway either activates or inactivates the
target proteins (effectors) in order to unleash the respective cellular processes.
3. Processing: represents the target activity which alters the cellular behavior, like shape, movement,
metabolism and gene expression.
Our architecture is inspired in these three blocks, and associates each one of them with its corresponding layer.
Each layer is modeled by a specific type of NBP (including NEPT), namely:
o Top layer (overlay network): it corresponds with the selection block of computing and is implemented
by a NEPT.

o Middle layer (controller network): it corresponds with monitoring block of computing and is
implemented by a NPEP.

o Bottom layer (underlying network): it corresponds with processing block of computing, and is
implemented by one or several NBP.
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Using our architecture for modeling metabolic processes

Within the eukaryotic cell, hundreds of different protein kinases are organized into complex networks of signaling
pathways that help to coordinate the cellular activities in a cooperative and involved manner. A very well-known
metabolic process is the Krebs cycle, also called tricarboxylic acid cycle or simply acid cycle, which is critical in
cellular respiration. One of the target activities of the Krebs cycle is the generation of energy. This energy is
produced by a chain of reactions, some of them, controlled by calcium (also by the ion Ca%)- The signaling by
calcium helps to activate other metabolic processes, such as the malate-aspartate shuttle pathway (MAS for
short). In fact, MAS and the Krebs cycle share common enzymes, and major target activity altered by Ca?* is
related with brain stimulation. These metabolic activities are of great interest in the brain research [Contreras,
2009]. We use our architecture to design the process of signaling by calcium and the relationship between the
Krebs cycle and MAS as follows (see Fig. 2):

o NEPT layer: in this overlay layer, we define one NEPT which is able to receive different strings
representing extracellular signaling molecules, and translate them into others representing receptor
proteins (i.e. piruvate, calcium). These proteins can be recognized by some underlying NBP in the
bottom layer, allowing to restart the Krebs cycle and MAS respectively.

e NPEP layer: in this control layer, we define only one NPEP. This network selects the respective
pathway (represented by a NBP in the bottom layer) depending on the string that represents the
adequate receptor traduced by NEPT. Also the NPEP is responsible either to activate or inhibit these
networks through the model of the effector proteins function.

e NBP layer: in this underlying layer, we define two NBP that represent the Krebs cycle and the MAS
pathway respectively. Both networks are communicated by means of the their input/output nodes, and
they also compete by the enzymes necessaries for their internal processes, as well as the ketoglutarate,
the nicotinamide adenine dinucleotide (in reduced NADH and oxided NAD+ forms), malate, etc. Both
networks share the intracellular environment, where the before enzymes are located as well as other
type of molecules such as proteins, metabolites, etc.

Conclusions

We have proposed as novelty, the use of NEPT to model some biological phenomena to simulate chemical
transformations of substances within a computational framework. In addition, up to our knowledge, we have
defined the first multilayer architecture that uses both NBP and NEPT to represent biological processes, for
instance, signaling activities that involves cellular metabolism.

Currently, we are working in the modeling and simulation of some interrelated biological phenomena. In
particular, we use our architecture to model the Krebs interplay between these processes sharing and competing
for substances is an important study of the brain stimulation in vivo as was demonstrated in [Contreras,2009]. We
consider important modeling these processes using our architecture, in order to develop a computational software
framework that allows their computational simulation. Finally, the analysis of specific features coming from the
interaction of a web of NBP and NEPT is a new line of research to be explored in many other fields. In particular,
by using our extensible and reconfigurable architecture.
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Self-Organizing Architectural design based on Morphogenetic Programming

Nuria Gémez Blas, Luis F. de Mingo, Miguel A. Muriel

Abstract: In this paper, we present our research into self-organizing building algorithms. This idea of self-organization
of animal/plants behaviour interests researchers to explore the mechanisms required for this emergent phenomena
and try to apply them in other domains. We were able to implement a typical construction algorithm in a 3D simulation
environment and reproduce the results of previous research in the area. LSystems, morphogenetic programming
and wasp nest building are explained in order to understand self-organizing models. We proposed Grammatical
swarm as a good tool to optimize building structures.

Keywords: LSystems, Morphogenetic Programming, Swarm Computing, Particle Swarm Optimization.

ACM Classification Keywords: F.1.1 Theory of Computation - Models of Computation, 1.2.6 Artificial Intelligence -
Learning.

Introduction

Many species of animals/plants exhibit simple individual actions but in groups are able to demonstrate quite complex
emergent behaviours. This idea of self-organization of animal behaviour interests researchers to explore the
mechanisms required for this emergent phenomena and try to apply them in other domains (such as computation).
In this work, we look at Isystems, morphogenetic programming and nest building in social wasp species and use a
computer model of this behaviour in order to build articial architectures. We propose the use of grammatical swarm
to optimize generated structures.

LSystems

A Lsystem is a rule like description of a 3d form. It contains descriptions of parts and how they should be assembled
together. A simulation program reads a Lsystem description and processes it into a 3d form, see figure 1, which
can then be outputted in several formats. The description is applied to itself a number of times (recursion levels)
so fractal and recursive forms are very easy to describe in a Lsystem. That's why they are used a lot for plants,
trees and natural looking organic forms. By increasing the recursion level the form slowly grows and becomes more
complex.

LSystems were created by biologist Lindenmayer [Lindenmayer,1990] as a method to simulate the growth of plants.
But they really are an implementation of Chomsky’s generative grammars. An LSystem is a set of terminal and non
terminal symbols and some rules that define how non terminal symbols generate strings of new symbols. LSystems
are also called recursive string substitution systems. LSystems are very useful to simulate some natural growing
processes, like fungi, plants, or inorganic forms like crystals, or natural patterns. Since LSystems are basically
recursive processes, they are good examples of self similarity, and are often considered a kind of fractals. The von
Coch curve, a well known fractal object, can be produced easily with LSystems. LSystems are a very interesting tool
for generative artists, in fact they let explore form within natural processes, they can also add scientific knowledge
to artworks (grammars are linguistic models of natural processes), if well implemented they can offer an interactive
laboratory for the investigation of natural and artificial forms [Lindenmayer,1990; Rozenberg,1992]. They can be
applied to sculpture, painting, music and architecture. The good of LSystems is that even with simple rules can
be reached a great complexity. In fact, LSystems are quite simple to implement, but the complexity of the growing
process challenges all the artistic skills we may have. So if the use of LSystems is straightforward, the good use of
LSystems is very complex and needs a lot of experimentation.
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Figure 1. LSystems generated using LParser. [Lapré]

A generic implementation of LSystem is designed upon the following architecture:

e The language: A set of terminal and non terminal symbols. Non terminal symbols are symbols that may

generate new strings of symbols of the language. Terminal symbols always remain the same, usually they
are used to scale, rotate and move the elements of the system, see figure 2. In fact non terminal symbols
usually are interpreted as 2D or 3D objects, like Logo’s turtle graphic commands. But they could represent
words or sounds as well.

The generative grammar:

- Axiom: a string of symbols of the language set used as a starting point to the substitution process.

- Rules: a rule is a string of any symbol of the language set that will replace a non terminal symbol. It is
possible to create rules for every non Terminal symbol, random rules, context sensitive rules, etc.

- The substitution process: This is a recursive process that apply the rules to every non Terminal symbol
of the axiom, thus generating a new and larger string. This new string will be used as axiom for a new
substitution process. This process can be repeated many times, generating bigger and bigger strings.

- The LSystem string: Is the final string, ready to be parsed.

The parser: A parser is the module that will read the LSystem string token by token (char by char) and perform
the right action, depending of the meaning of every symbol. Seymour Papert invented "Turtle graphics” as a
system for translating a sequence of symbols into the motions of an automaton (the "turtle”) on a graphics
display. So "F" could mean go forward for some units in the 2D or 3D space, "+" could mean turn clockwise
by sdome degrees, "a" could mean draw a line, etc. You have to learn the vocabulary of the specific LSystem
implementation you are using.

Editors: In the web there are many LSystems free editors, like LParser, Fractint or GDesign. While they are
similar in their basic architecture, they can be and perform differently. GDesign is the only one with a visual
editor and real time 2D / 3D display.

Morphogenetic programming

Morphogenesis is the biological process that causes an organism to develop its shape. Itis one of three fundamental
aspects of developmental biology along with the control of cell growth and cellular differentiation. The process
controls the organized spatial distribution of cells during the embryonic development of an organism. Morphogenesis
can take place also in a mature organism, in cell culture or inside tumor cell masses. Morphogenesis also describes
the development of unicellular life forms that do not have an embryonic stage in their life cycle, or describes the
evolution of a body structure within a taxonomic group. Morphogenetic responses may be induced in organisms by
hormones, by environmental chemicals ranging from substances produced by other organisms to toxic chemicals
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variables : X F

constants : + - [ ]

start : X

rules : (X -> F[+X][-X]FX), (F -> FF)
angle : 25.7

‘ -J" , -

Figure 3: Minimal complexity prototype Houston 2011. [Tenu,2010]

or radionuclides released as pollutants, and other plants, or by mechanical stresses induced by spatial patterning of
the cells.

Morphogenetic programming is the computational model of morphogenesis concept applied to architectural design,
see figures 3, 4 and 5. Genetic algorithms, cellular automata, DNA models, neural networks, etc. take part on
morphogenetic programming. On the other hand, swarm computing models could be considered macro models
-they operate at individual level, no at molecular level-.

Achitectural behavior modeling based on cellular automata has been widely studied in recent years. Many of those
models are based on the typical orthogonal mesh, the archetypical grid. The Cellular Automata orthogonal lattice is
commonly used as the most neutral -thus general- geometrical base. It turns variables which are spatially extensive
into their density-intensity equivalents and this immediately means that comparisons can be made [Batty,1999]. The
geometric configuration of the spatial units used to represent the spatial data can have a profound effect, explaining
why using spatial systems which neutralize the effect of configuration remove any bias caused by convoluted or
distorting geometries.

The regular grid has other advantages, as the additional ability to work in layers without additional efforts to make
different ones fit into the same system, and the significant work which proves its success even with highly refined
Cellular Automata rules involving cultural and human factors [Portugali,1997].

For such reasons current models are centering their interest in orthogonal isotropic shape-constrained meshes (the
regular grid); they are essentially analytic. Nevertheless, most of them function with a certain degree of deviation
from classic Cellular Automata [Zhongwei,2003], redefining cell space, neighborhood, lattice and time concepts,
which is necessary for some degree of flexibility.

Wasp nest building
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Figure 4: Minimal surfaces as architectural prototypes 2009. [Tenu,2010]

Figure 5: Self-organizing systems. Minimal complexity prototype London 2010. [Tenu,2010]
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Figure 6: Examples of complex social wasp nests

Theory proposed by Thorpe states that wasps store an internal blueprint of the type of nest structure that they
build. While building the nest, the wasps compare their blueprint with the environment in order to decide which
action to perform. Strong experimental evidence against the existence of such blueprint were later demonstrated.
The experiments were conducted by modifying a nest structure during construction and observing the effect on the
nest building behaviour. It was observed that the wasps were not able to finish the nest as per the blueprint. The
experiments of Smith provided an insight onto the nest building strategy of social wasps by showing that cues in the
environment seemed to be the driving force in the construction, see figure 6.

Stigmergy is defined as indirect communicating through the environment by leaving signs in the environment that
could be picked up by others. Two forms of stigmergy have been identified: quantitative and qualitative. In
quantitative or continuous stigmergy, the stimulus in the environment does not change, however, the amount of
the stimulus can differ and evoke different responses to the stimulus. This model can be used to explain ant foraging
behaviours and termite nest building.

Using the stigmergy model of wasp nest building, researchers have come up with a class of algorithms that can
perform construction of artficial architectures. The algorithms use a swarm of agents that move randomly and
independently in 3D space and try to match their stimulus-response systems with the local environment. The
simulation space is usually a discrete cubic or hexagonal lattice hence the name lattice swarms, see figure 7. The
elementary building blocks of the simulation are cubic or hexagonal bricks of different types. If an agent matches
its local neighbourhood to a rule in the rule system, it deposits a brick of specified type at its current location in the
lattice.

Several methods can be used for rule application. Rules can be matched deterministically or stochastically with a
predefined probability. Only one set of rules can be matched or several sets of rules can be used either in seasonal
manner or in a hierarchy of rule sets. The algorithms can be either coordinated or uncoordinated. In coordinated
algorithms, several runs of the algorithm on the same rule system will yield architectures with common features. The
architectures resulting from uncoordinated algorithms may not be similar. A high-level description of the construction
algorithm is available in listing 1.

Grammatical Swarm
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Figure 7: Lattices in wasp nest building

Algorithm 1 Wasp nest building basic algorithm

1: /* Initialization */

2. Construct lookup table

3. Put one initial brick at predefined site

4. for k = 1tomdo

5. Assign agent £ a random unoccupied site
6. end for

7: fort = 110 ¢,,4, dO

8 fork=1tomdo

9 Sense local configuration

10: if Local configuration is in lookup table then

11: Deposit brick specified by lookup table

12: Draw new brick

13; else

14; Do not deposit brick

15 end if

16: Move to randomly selected, unoccupied, neighboring site
17.  end for

18: end for
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Grammatical Swarm (GS) relates Particle Swarm algorithm to a Grammatical Evolution (GE); genotype-phenotype
mapping to generate programs in an arbitrary language. Grammatical Evolution (GE) is an evolutionary algorithm
that can evolve computer programs in any language [O’Neill,2001; O’'Neill,2003], and can be considered a form of
grammar-based genetic programming. Rather than representing the programs as parse trees, as in GP [Koza,1999;
Koza,2003], a linear genome representation is used. A genotype-phenotype mapping is employed such that each
individual's variable length binary string, contains in its codons (groups of 8 bits) the information to select production
rules from a Backus Naur Form (BNF) grammar. The grammar allows the generation of programs in an arbitrary
language that are guaranteed to be syntactically correct, and as such it is used as a generative grammar, as opposed
to the classical use of grammars in compilers to check syntactic correctness of sentences. The user can tailor the
grammar to produce solutions that are purely syntactically constrained, or they may incorporate domain knowledge
by biasing the grammar to produce very specific forms of sentences. BNF is a notation that represents a language
in the form of production rules.

Algorithm 2 PSO Hybrid Algorithm

1. Creation of the population of particles {z*} in the interval
2. for Each particle 4 in the swarm do

3 if(f(x) > f(p)) then

4: for (d = 1 until D) do
5: Did = Zid

6: end for

7. endif

8 g=1

9. forj e Jdo

10 i (f(p;) > f(py)) then
11: (g =)

12: end if

13:  end for

14.  ford = 1 until D do

15: via(t) = via(t — 1) + cre1(pia — ia(t — 1)) + cae2(ga — ia(t — 1))
16:  end for

17:  nmut = rand(1, M)
18:  for j = 1 until nmut do
19: k =rand(1, M)

20: Tik = Dik

21:  end for

22 nmut =rand(1l, M)
23:  for j = 1 until nmut do

24: k = rand(1, M)
25 Tik = Jk

26:  end for

27: end for

The equations for the particle swarm algorithm, see algorithm 2, are updated by adding new constraints to velocity
and location dimension values, such us vmaz (bounded to 255), and dimension which is bounded to the range [0;
255] (denoted as cmin and cmaz, respectively). Note that this is a continuous swarm algorithm with real-valued
particle vectors. The standard GE mapping function is adopted, with the real-values in the particle vectors being
rounded up or down to the nearest integer value for the mapping process. In the current implementation of GS,

fixed-length vectors are used, which implies that it is possible for a variable number of dimensions to be used during

the program construction genotypephenotype mapping process. A vector's elements (values) may be used more
than once if wrapping occurs, and it is also possible that not all dimensions are used during the mapping process.
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(This can happen whenever a program is generated before reaching the end of the vector). In this latter case, the
extra dimension values are simply ignored and are considered as in trons that may be switched on in subsequent
iterations.

Let us suppose the following BNF grammar:

<expr> :: = <expr><op><expr>
| <var>
<op> :: = +
| -
| *
<var> :: = X
Iy

And the following genotype:

[ 14[8]27[254 |5 [17]12]

In the example individual (see figure 8), the left-most <expr> in <expr> <op> <expr> is mapped by reading
the next codon integer value 240 and used in 240%2 = 0 to become another <expr> <op> <expr>. The
developing program now looks like <expr> <op> <expr> <op> <expr>. Continuing to read subsequent
codons and always mapping the left-most non-terminal the individual finally generates the expression y * x -
x - x + x,leaving a number of unused codons at the end of the individual, which are deemed to be introns and
simply ignored.

This is the classic benchmark problem in which evolution attempts to find the five input even-parity boolean function
[Geva). The grammar adopted here is:

<prog> ::= <expr>
<expr> ::= <expr> <op> <expr>
| ( <expr> <op> <expr> )
| <var> | <pre-op> ( <var> )
<pre-op> ::= not
<op> ::="I" | & | ~
<var> ::=d0 | d1 | d2 | d3 | d4

The result is given by the best individual, see transcript bellow. Figure 9 shows a graphic with the best, average and
variance of the swarm population. This figure has been obtained using the GEVA simulator [Geva).

(not (d1 ) | d2 ~d4 ) &

not (d3) -~ (not (dl) &

(not (d2) &

(not (d2) |

(dl ~not (d3) ~not (d41) -

(not (dl1) -~ (d0O | not (d4))))) "~ dd)
~not (d0) ) ~ d1

Wasp nest building and Grammatical swarm

This part describes the process to follow in order to obtain a structure that minimize a certain function, according to
all previous self-organizing tools. Steps needed are the following:



Genotype | 14 8 27 254 5 17 12
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<e> U= <0> <e> <e>

| <v>

<0> =4+ ’
Grammar |- Parse Tree /

(Phenotype) X y

<V> =X
Iy

Derivation Sequence

<E> ———D> <O <CD> <> (14 mod 2 = 0)

<CO> CE> <O == + <O> <e> (8 mod 2 = 0) /I\

Derivation <0> <e> <>

+ €D O = b YD <> (27 mod 2 = 1) —_— Tree | |
- <v> <>
+ <V> <E> —=> 4 X <e> (254 mod 2 = 0) | l
!
+ X <@ ——> + X <V> (5 mod 2 = 1) X y
+XSVE ==+ XY (17 mod 2 = 1)

Figure 8: Grammatical Swarm concepts.

. Define a grammar to generate patterns in a wasp nest building algotihm:

Used grammar to generate self-organizing models (squared lattice, see figure 7, in case an hexagonal lattice
is desired just generate 7 <block> in rules <z+1>, <z>, <z-1>instead 9), where 1 means there is a
block and —1 means there is no block:

(building_patterns) = (pattern) ’?" (building_patterns)

I (pattern)
(pattern) = (z-1) (2) (z+1)
(z-1) = (block) (block) (block) (block) (block) (block) (block) (block) (block)
(2) = (block) (block) (block) (block) (wasp) (block) (block) (block) (block)
(z+1) = (block) (block) (block) {block) (block) {block) (block) (block) (block)
(block) HEE

|7
(wasp) w= 0

. Define a fitness function for a given generated structure.

. Apply the grammatical swarm algorithm to generate patterns:

These patterns are the rules of the wasp nest building algorithm. Fitness function is computed once the
structure is finished.
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GEVA has finished running.

( Close ) |lad saveimage ( Reset Graph )

Console Graph

T T T . . . . - - - - - -
4.0 12.0 20.0 28.0 36.0 44,0 52.0 60.0 68.0 76.0 84.0 92.0 100.0
Fitness  Codon Invalids = Other

Visible Highlight Name Value Minimum Maximum Mean Median StdDev Scale - Offset ) Colour -
v . Best 16,000 4,000 16,000 7,079 6,000 3,754 1:1 L\ 0 ; M dark blue

v Average 16,011 4,600 16,011 8,575 7,190 3,586 1:1 Z\ 0 ; Mroyal-blue ' 3)
v Variance 0,011 0,010 20,080 7,141 6,830 5,123 11 I+) silver 2

Figure 9: Results of even-5-parity problem simulated with GEVA.
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TECHNICAL P-SYSTEMS: OPERATING IN THE STOCK MARKETS WITH
TRANSITION P-SYSTEMS

Alberto Arteta, Angel Luis Castellanos, Nuria Gomez Blas

Abstract: During last 50 years, the markets have been object of study. Technical and fundamental indicators
have been used to try to predict the behaviour of the market and then execute buying or selling orders. This
paper use the capabilities and functionalities of the transition P-systems to create an intelligent model which is
able to process the information returned by the indicators in a efficient way .Membrane techniques provide a new
approach of markets behaviour estimation

Keywords: Trading strategies, Technical indicators, Intelligent Transition P-Systems.

Introduction

Markets indicators are numerous. Markets Operators try to determine the existence of trends. Once a trend is
found it is generally a sign of earning profit by selling or buying depending on the trend. One of the most popular
are the average (MACD) and the relative strength index (RSI). These 2 indicators can suggest and confirm the
existence of a trend [Azzopardi, 2010]. Furthermore these indicators are helpful to establish the trend predictions
patterns for the markets operators. This paper provides a new approach to an automatic view of these through
the use of transition P-systems properties.

In order to do that this paper is organized as follows:
o  Brief introduction of Transition P-systems
o  Properties of the two market indicators.
o Theoretical Method to use the transition P-system in the stock markets with these indicators.

e Conclusions and further work.

Introduction to P-systems theory

Natural computing is a new field within computer science which develops new computational models. These
computational models can be divided into three major areas:

e Neural networks.
o  Genetic Algorithms
e  Biomolecular computation.

Membrane computing is included in biomolecular computation. Within the field of membrane computing a new
logical computational device appears: The P-system. These P-systems are able to simulate the behavior of the
membranes on living cells. This behavior refers to the way membranes process information. (Absorbing nutrients,
chemical reactions, dissolving, etc)
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I. A P-system is a computational model inspired by the way the living cells interact with each other through their
membranes. The elements of the membranes are called objects. A region within a membrane can contain objects
or other membranes. A p-system has an external membrane (also called skin membrane) and it also contains a
hierarchical relation defined by the composition of the membranes. A multiset of objects is defined within a region
(enclosed by a membrane). These multisets of objects show the number of objects existing within a region. Any
object 'x' will be associated to a multiplicity which tells the number of times that 'x' is repeated in a region.

membrana piel membrana elemental

\ membrana

Qm o
s

7
[

regions__
~

Figure 1. The membrane's structure (left) represented in tree shape (right)

According to Paun 's definition, a transition P System of degree n, n > 1 is a construct: [Paun, 1998]

Where:

5.

H = (V’ H, a)l"" a)n ’ (Rl,pl)ﬂ"(Rn,pn)’iO)

Vs an alphabet; its elements are called objects;

u is a membrane structure of degree n, with the membranes and the regions labeled in a one-to-one
manner with elements in a given set ; in this section we always use the labels 1, 2, .., n;

w 1<i<n ) * . . . . .
! , are strings from V" representing multisets over V associated with the regions 1, 2, .., n
of
R 1<i<n

, are finite set of evolution rules over V associated with the regions 1, 2, .., n of j; Piisa

R1<i<

partial order over " , specifying a priority relation among rules of R, . An evolution rule is a

pair (u,v) which we will usually write in the form ¥ =V where u is a string over V and v=v' or v=V' 4

(v x {here,out})U (Vx {inj 1<j< n})

where V' is a string over , and disa special symbol not in.

The length of u is called the radius of the rule ¥ =V

fois a number between 1 and n which specifies the output membrane of I .

Let U be a finite and not an empty set of objects and N the set of natural numbers. A multiset of objects is defined
as a mapping:

M:V >N

a, —>u,
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Where % is an object and Ui jts multiplicity.
As it is well known, there are several representations for multisets of objects.

M ={(a,,u,).(ayu, ) (ay,u5). }=a," -a, -a," .....

Evolution rule with objects in U and targets in T is defined by ¥ = (m,C, o ) where
meM(V),ce M(VxT)and S € {to dissolve, not to dissolve}

From now on ‘¢’ will be referred to as the consequent of the evolution rule '
The set of evolution rules with objects in V and targets in T is represented by R (U, 7).
We represent a rule as:
X—>y or x—>yo
where x is a multiset of objects in M((V)xTar) where Tar ={here, in, out} and y is the consequent of the rule. When

s equal to “dissolve”, then the membrane will be dissolved. This means that objects from a region will be
placed within the region which contains the dissolved region. Also, the set of evolution rules included on the
dissolved region will disappear.

P-systems evolve, which makes it change upon time; therefore it is a dynamic system. Every time that there is a
change on the p-system we will say that the P-system is in a new transition. The step from one transition to
another one will be referred to as an evolutionary step, and the set of all evolutionary steps will be named
computation. Processes within the p-system will be acting in a massively parallel and non-deterministic manner.
(Similar to the way the living cells process and combine information).

We will say that the computation has been successful if:
1. The halt status is reached.
2. No more evolution rules can be applied.
3. Skin membrane still exists after the computation finishes.

Properties of the markets indicators (MACD, RSI)

1. MACD

Developed by Gerald Appel in the late seventies, the Moving Average Convergence-Divergence (MACD)
indicator is one of the simplest and most effective momentum indicators available. The MACD turns two trend-
following indicators, moving averages, into a momentum oscillator by subtracting the longer moving average from
the shorter moving average. As a result, the MACD offers the best of both worlds: trend following and momentum.
The MACD fluctuates above and below the zero line as the moving averages converge, cross and diverge.
Traders can look for signal line crossovers, centerline crossovers and divergences to generate signals. Because
the MACD is unbounded, it is not particularly useful for identifying overbought and oversold levels.

The MACD indicator is special because it brings together momentum and trend in one indicator. This unique
blend of trend and momentum can be applied to daily, weekly or monthly charts. The standard setting for MACD
is the difference between the 12 and 26-period EMAs. Chartists looking for more sensitivity may try a shorter
short-term moving average and a longer long-term moving average. MACD(5,35,5) is more sensitive than
MACD(12,26,9) and might be better suited for weekly charts. Chartists looking for less sensitivity may consider
lengthening the moving averages. A less sensitive MACD will still oscillate above/below zero, but the centerline
crossovers and signal line crossovers will be less frequent.
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Figure 1. MACD 200 periods of instrument EURUSD

2.RSI

The relative strength index (RSI) is a technical indicator used in the analysis of financial markets. It is intended to
chart the current and historical strength or weakness of a stock or market based on the closing prices of a recent
trading period. The indicator should not be confused with relative strength.

The RSl is classified as a momentum oscillator, measuring the velocity and magnitude of directional price
movements. Momentum is the rate of the rise or fall in price. The RSI computes momentum as the ratio of higher
closes to lower closes: stocks which have had more or stronger positive changes have a higher RSI than stocks
which have had more or stronger negative changes.

The RSI is most typically used on a 14 day timeframe, measured on a scale from 0 to 100, with high and low
levels marked at 70 and 30, respectively. Shorter or longer timeframes are used for alternately shorter or longer
outlooks. More extreme high and low levels—80 and 20, or 90 and 10—occur less frequently but indicate
stronger momentum.

The relative strength index was developed by J. Welles Wilder and published in a 1978 book, New Concepts in
Technical Trading Systems, and in Commodities magazine (now Futures magazine) in the June 1978 issue.l It
has become one of the most popular oscillator indices.’2
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Figure 2. Index Relative (RSI) of strength for the instrument EURUSD

Transition P-systems working with indicators

Once the characteristics of P-systems and the indicators are explained separately, a proposal for building a
community P-system working with the indicators is made. In particular, it is possible to define a P-system able to
learn through the use of the technical indicators
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As there are regions in the living cells a master membrane will synchronize the rest, which contains the info from
the indicators

The way to do this is:

In the regions, given a set of membranes M :{mi [ieN,1<i< ”} where "% is a membrane, MACD and

RSI are placed in it. In the end every membrane sends a signal to the master membrane, which determine one
the following signals = {buy,sell,null)

If the info sent by the membranes does not return any buying or selling signal, the P.system returns null which
means that buying or selling is not recommended.

The P-system considers three major stages:
e  Static structure of the P-system;
e Dynamic behavior of the P-system;

e Synchronization between membranes.

(oo Yo
abbc c->(d,out)
ac->9d b->a
MACD MACD
RSI RSI

——

aac

¢ -> (c,in4)

c -> (b,ing)

dd->(a,ins)

a ->

(a,ina)b

MACD

=

Master membrane

Figure 3. P-system with technical indicators, Technical P-system
The result will be placed outside of the membrane after the P-system finishes its execution.
Every membrane gets control the info and sends the signal to the master membrane. Every membrane is storing
the information about the information (MACD and RSI) processing for every region in a given moment. The P-

system evolves following the master membrane patterns. Moreover the master membrane outside the P-system
controls the execution steps of the P-system.
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Membranes learn from the times that evolution rules are applied and the results obtained based on the technical
indicators. The aim of this P-system supervised by the master membrane is not just to returning buying or selling
signals but also to improve the time the signals are returned so the operations can be placed in the market
immediately.

According to Paun’s model all the rules application processes occur in every region in a parallel manner.
Moreover the process is non-deterministic.

e The evolution rules that are applied in every membrane % . The number of times that every rule 7 is
applied to obtain an extinguished multiset are referred as ki.

For every membrane records are stored as: ((”1 1), (75,2),..,(1,7),..,(1,,,3) +the technical indicators and the
success or failure of placing an operation. In that way the P-system can learn.

The more time the P-system works the better results are obtained. At the end tof the computation he master
membrane will return the final signal (buying, selling, null) based on the info and hits. The optimal number of
times the rules are applied determines the execution time to be reduced. This will reduce the execution time.

In order to implement this system it is important to take into account:

e The need of auxiliary space to store information about the rules’ election, hits and failures of every
membrane output.

o The need of extra time to calculate the times that the evolution rules have to be applied

o In the beginning the results might take shorter. This might occur because as there are not enough
information from the P-system computation, the decisions made by the robot about the rules could be
worse. As the P-system learns, outputs can be more accurate. When changing non-determinism by
intelligent elections, Paun’s biological model is not useful anymore to implement the living cells behavior
which means that these technical P-systems cannot be used to implement the living cells model.

Conclusions

The idea of implementing this biological model is taking advantages of the parallelism and synchronization to
perform markets operations. This theoretical model proposed here shows that itd be possible to obtain and to
place accurate orders in the markets in a fast way with a small margin of error. As a first approach it shows it
might be a good starting point to introduce the membrane models into the markets so they can theoretically
provide a large source of signals to operate successfully.
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OVERLAPPING RANGE IMAGES USING GENETIC ALGORITHMS

Fernando Ortega, Javier San Juan, Francisco Serradilla, Dionisio Cortes

Abstract: This work introduces a solution based on genetic algorithms to find the overlapping area between two
point cloud captures obtained from a three-dimensional scanner. Considering three translation coordinates and
three rotation angles, the genetic algorithm evaluates the matching points in the overlapping area between the
two captures given that transformation. Genetic simulated annealing is used to improve the accuracy of the
results obtained by the genetic algorithm.

Keywords: Range images, genetic algorithms, overlaping point cloud captures, genetic simulated annealing.

Introduction

There are many different tools available on the market to convert range images taken from a three-dimensional
grabber on representable models in real-time on a computer. However, a common characteristic in existing tools
is the need for a large amount of manual work for the overlapping of the different captures that are required to
register the whole figure.

In this paper, we present a novel solution which aims to automate the range image overlapping process using
genetic algorithms (GA's). The GA proposed will receive as input two partially overlapped range images and it
must return the set of rotations and translations that must be performed on the second range image to ensure it is
perfectly aligned with the first.

This paper’'s main challenge is to design a GA that manages to resolve the problem. The size of the search space
in which the GA moves is very large, and therefore, great care must be taken with the design of the algorithm in
order to resolve the problem in a reasonable amount of time. The GA will mainly focus on the use of Genetic
Simulated Annealing (GSA) to increase the GA convergence speed, and also on the design of an effective fitness
capable of providing the overlapping level of two captures.

The rest of the paper is structured as follows:
o In Section 2 we will analyze the work related to the study presented here.
¢ In Section 3 we will formalize the proposed solution, explaining the GA developed in detail.
¢ In Section 4 we will present the experiments that we use to verify the performance of the GA.
¢ In Section 5 we will show the results of experiments with the algorithm developed.

¢ In Section 6 we will present the conclusions obtained and we will develop the possible future papers that
have arisen as a result of this study.

Related work

The process of computer representation of real figures starts with the input of data from a series of range images
taken by a grabber. From this series, we have to obtain one single range image in a unique reference system. In
addition, we assume that each of the images captured may have been taken in random position and rotation
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conditions. For that reason, the objective of this phase is to find a series of transformations which, based on a
random reference system for each of the captures, merges the information from all of these in one single
reference system.

The main research into this field belongs to [1]. In this work, they tackle manual calibration techniques such as
the overlapping of multiple captures with random transformations. They propose the use of an inverse calibration
system, in which the viewing frame is associated with certain coordinates of the 3D scene (which can be
performed via the pre-identification of certain elements captured on the view), allowing each of the capture points
to be associated with certain coordinates of the scene.

[11] propose an interesting approach for registration in various phases. Firstly, they perform edge-based
segmentation for broad overlapping which guides the next phase in fine-grain overlapping based on the ICP
(iterative closest point) algorithm.

[10] covers techniques for the alignment of multiple capture points. He proposes the association of different
capture points via a point-plane approach.

[3] design a new technique, called DARCES (based on the RANSAC technique) for the overlap of overlapped
range images, using their own algorithms for the cataloguing of dispersed objects in range images.

[7] seeks an algorithm that allows the transformation matrix to be found between two systems of coordinates with
different rotation. He calculates the rotation between the two systems in search of the appropriate quaternion.

The case we are dealing with has some peculiarities which make it difficult to apply the solutions proposed in the
articles. On the one hand, it must be possible to find the overlapping areas without the need to resort to the use of
markers. And, although using GPS and scanner compass information maybe of help when performing the
process, the system could not depend on the availability of this data, but rather, on the comparison of the
distribution of the points in each of the captures to be compared. Nor is it possible to resolve the problem by
searching for a change of base matrix which overlaps one capture with the other, as it will be discrete areas of
each capture which must be overlapped, and here lies the main problem to be resolved.

Genetic algorithm

Genetic algorithms (GA’s) are a type of evolutive algorithms used to resolve search and optimization problems [5,
6]. They are based on simulating the evolutive process produced in nature to resolve problems of adaptation to
the environment. GA’s simulate, via populations of individuals, the evolution suffered through different operators
called genetic operators, such as reproduction, crossover and mutation. Each operator plays a different role in the
evolution of the population. This way, the reproduction can be understood as a competition, whilst the rest, like
crossover and mutation are capable of creating new individuals from the existing ones in the population.

The individuals in our GA will represent the rotations and translations that must be carried out on the second
capture to ensure it overlaps with the first. We have opted to use a GA with binary coding and we assign 6
chromosomes to each individual of the population, 3 for the translations and 3 for the rotations. The
chromosomes of the translations have 8 bits, whilst those of the rotations have 12 bits. Figure 1 contains a
graphical representation of the coding of the individuals and their chromosomes.

The genetic operators used in the GA are as follows:

e Selection. The chosen method is the Roulette Wheel Selection operator. That is to say, the selection
probability of an individual depends on its fitness level.

o Crossover. We use the one-point crossover technique. Two parents are selected, a cut-off point is
chosen and the two parents are combined to generate two children.
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Mutation. We use a single point mutation technique in order to introduce diversity. Some bits are
modified randomly according to a mutation probability.

Replacement operator; replacement with elitism. The best individuals of the current population move on
to the next population without being modified (elitism) and the rest of the individuals are obtain using
Ccrossovers.

Since we have obtained quick satisfactory results using these four classical operators, we have not used other
possible operators like migration, regrouping or colonization-extinction.

Individual

X axis Y axis Z axis

Rotation Rotation Rotation
(LTTTTTT] (TTTTTTT] (IITTTTTT]
Translation Translation Translation
LITTTTTTITTIT] LITTTTITTITTIT] LITTTITTITTIT]

Figure 1. Representation of the individuals and their chromosomes of the GA developed.

Fitness function

In a GA the fitness function is fundamental as it allows the convergence of the population towards the optimum
solution of the problem we want to resolve. In our case, we have developed a fithess function that allows us to
check the level of overlapping of two captures simply and effectively. The basic idea is to divide the overlapped
area into a series of cells and to count the number of points of each capture which belong to each cell. The cells
that contain an equal number of points from both captures will have a high level of overlapping, whilst those that
have a different number of points will have a very low level of overlapping.

Formally, in order to calculate the fithness we need to define the following elements:

Let C, = {pu, KPP, } be the set of n points of the capture 1. (1)
Let C, = {pzil, P22K Dy s Do } be the set of m points of the capture 2. (2)
We define p:, as the value of the coordinate of point p_, on the X axis. (3)
We define p?, as the value of the coordinate of point p_, onthe Y axis. (4)
We define p:, as the value of the coordinate of point p., on the Z axis. (5)

We also need to define the zone in which both captures intersect:

Let 7, be the set of points belonging to the capture i which overlap with the capture j. (6)
We define [ min;,, max;, | as the interval of the X axis in which the points of the intersection of capture i

with capture j move. (7)
We define [ min),, max;, | as the interval of the Y axis in which the points of the intersection of capture i

with capture j move. (8)
We define [ min; , max;, | as the interval of the Z axis in which the points of the intersection of capture i

with capture j move. (9)

Likewise, we define the operator # Ser as the number of points of a set. E.g. #C, represents the
number of points of capture 1. (10)
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We divide the volume overlapped in N° cells which will determine the level of overlapping of both captures in
different places of the overlapped space. We define cell;;* as the set of points of capture 1 which are

overlapped with capture 2 and which belong to the r, s, t cell.
cellls' = {pu eC, |min;,+r-(max;,— min;, )/ N < p;, <min;, +(r +1)- (max;,— min}, /N
Aming,+s- (max{2 —minj, )/ N < py, <miny, + (s+1)- (max{ ,—minj, )/ N

Aming,+1- (maxi2 —min;, )/N <pi <minj, +(t+1) (maxlz’2 —min;, )/N }(1 1)

In the same way, we define cell;}" as the set of points of capture 2 which are overlapped with capture 1 and
which belong to the r, s, t cell.

cell;}" = {pz,i eC, |rnin‘;,l+r-(rnax;l—min;1 )/N < p;,; <minj, +(r+ 1)-(rnax§.1—min§.1 )/N

Aminj +s- (rnax’z”] —minj )/N < py; <minj; + (s + 1)- (rnax’z”] —minj )/N

Aminj +1- (max;l —minj, )/N < p;, <minj, +(t+1) (max;l —minj, )/N }(12)

With o™ we denote the level of overlapping of the r, s, t cell. The idea is that the cells that contain many points
from both captures have a high level of overlapping, whilst those which have a different level of points from both
captures have a low level of overlapping. The calculation of the level of overlapping is reflected in Table 1.

Table 1. Level of overlapping according to the number of points of each range image in the r, s, t cell.

o™ #eell' =0  0<#celll? <Few Few<#cell'
#cell," =0 Lo -LO -HO
0 < #cell} < Few L0 MO MO
Few < # cell}:" -HO MO HO

Where HO represents a constant assigned to High Overlapping, MO a constant assigned to Medium Overlapping
and LO a constant assigned to Low Overlapping. Likewise, -HO, -MO and -LO represent the same negated
values to indicate Low Non Overlapping, Medium Non Overlapping and High Non overlapping, respectively. The
value Few quantify the number of points that should have a range image to have a high grade of overlapping /
non overlapping.

The fitness will be calculated as the summation of the overlapping of all the cells.

fitness = ZN: ZN: ZN: o™ (13)

r=0 s=0 =0

Genetic simulated annealing

One of the problems of GA’s is that, although they progress very well in the first stages of learning, they have
difficulties with the fine adjustment of the final solution. In our problem, the fitting of scenes, this is translated into
the rapid establishment of an approximated fit and a much longer delay to find the definitive value of rotation and
translation of the fragments of the scene.

In order to improve this weakness of GA’s, [2] theoretically proposed a new family of algorithms which combine

the GA with a well-known technique in the field of optimization, Simulated Annealing (SA), in what they called
Genetic Simulated Annealing (GSA).



International Journal “Information Theories and Applications”, Vol. 20, Number 3, 2013 247

Subsequent research has provided algorithms which mainly modify the operator selection of the GA to
incorporate a temperature factor [4, 15], based on a neighborhood criteria among individuals which is gradually
restricted as the temperature drops. This method reminds us of the operation of the neighborhood environment in
self-organizing maps [8]. This approach has been used in various applications, among which we can highlight
telecommunications network planning [14], economics [15], or forecast prediction [9].

In our paper, in order to reduce the computational cost of the search for the optimum fit of the fragments of the
scene we have introduced the SA in the mutation and crossover operator. Given that we use a binary coding
alphabet, we propose to use the temperature factor (T) of the annealing to rule out the T less significant bits in
early stages of the process, and, as the temperature drops, to gradually incorporate more bits.

The effect of ignoring the less significant bits is to eliminate degrees of freedom from the search process in the
solutions space, by sacrificing the precision in the adjustment obtained, which allows the algorithm to quickly
converge towards the optimum solution. As more bits are incorporated to the mutation operator and the crossover
operator the precision of the solution contributed is increased, ultimately reaching the precision required in the
design in accordance with the total number of bits chosen to represent the values of position and orientation of
the scenes.

Specifically, we propose that the mutation and crossover operator is applied to the most significant (L -T) bits of
each rotation or translation, taking for L the number of bits of the translation / rotation and for T the value of the
temperature represented by the number of bits to be ruled out. E.g. if the rotation has 12 bits, and the value of T
is 4, the crossover and mutation operations will only be performed on the 8 most significant bits. The temperature
is updated every certain number of generations (to be defined in each problem) increasing by 1 the number of
significant bits.

In the same way, we will include the temperature concept in the fitness function. Our objective is that, as the GA
advances, we increase the number of cells (N) into which the overlapped area is divided. This way, at the start,
we will be able to carry out a poorly detailed adjustment of the captures and, as the generations elapse, the level
of overlapping will be much more detailed. We must define an initial value for N and, every certain number of
generations, we increase the value of N by one unit.

Experiments

In this section we are going to explain the experiments that we have used to test the algorithm. We have chosen
two range images: a rosette with 528977 points and a house with 515255 points. The two captures were cut in
half with a 38,5% overlap, which means that there is a 38,5% of the fragment in the other.

The fitness of the GA is highly dependent on the parameters. After several tests, we found optimal values for the
proper functioning of the GA, this varies depending on the capture. The Table 2 shows the parameters used in
the experiments.

Table 2. Parameters used in the experiments.

Parameter House Rosette
Number of generations 1000 1000
Population size 100 120
Crossover probability 07 07
Mutation probability 0,01 0,01

Elitism percent 5% 5%
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Initial number of cells (N) 16 20
Number of generations to update N 50 50
Initial discarted bits (7) 6 6
Number of generations to update T 25 25
Few (points) 500 500
High Overlapping (HP) 0.001 0.001
Medium Overlapping (MO) 0.01 0.01
Low Overlapping (LO) 0.1 0.1

In order to see the evolution of fitness, we are going to calculate the maximum fitness and we observe how good
the fitness is as the generations evolve. The maximum fitness is calculated when we cut the captures, at the end
of the cut, the two captures are perfectly overlapped and in this moment the maximum fitness is calculated. The
maximum fitness is used to normalize the graph, with different captures fitness results may vary, so it is a good
idea normalize to compare and have a way to measure how good it is in different cases.

Results

The figures 2 and 3 show the evolution of the genetic algorithm, in a graphical way. The figure 2a and 3a shows
the first state of the algorithm, with the two fragments in completely different positions. The figure 2b and 3b
shows the firsts steps of the algorithm, the fragment is starting to aproach to a good solution, the algorithm is in
the 200 generation. The figure 2¢c and 3c shows the lastest steps of the algorithm, the fragment is almost in its
position, the algorithm is in the 600 generation. The figure 2d and 3d shows the result of the algorithm, the
fragment is in a position near to the perfect position. The adjustment is better in the rosette than in the house
because is a complex capture, although the results are still good and we can see a graph of a typical GA,
evolving quickly at first, and later doing small adjustments.

a)

Figure 2. Results of overlapping the range image of the rosette with the proposed GA.



International Journal “Information Theories and Applications”, Vol. 20, Number 3, 2013 249

Figure 3. Results of overlapping the range image of the house with the proposed GA.

The figure 4 shows the evolution of the individuals in the genetic algorithm. The graph contains the average of the
population normalized fitness in each generation. At first, the population evolves quickly and then, GA makes a
slow and more precise adjustment. This is due to the nature of the GA, which at first have a quickly convergence
and later have a slowly adjustment, and to the inclusion of the GSA which allows a better adjustment as the GA
evolutions.

— Rosette = =House
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Figure 4. Normalized fitness evolution during de GA with de rosette and the house.

Conclusions and future work

This article presents a strategy to tackle the problem of overlapping two captures using GA’s automatically
instead of manually as has been the case until the now.

GA’s are a great help for the resolution of many optimization problems. As we have seen, it is also possible to
use them to resolve the problem of overlapping clouds of points, which is a highly complex problem as, a priori,
we have no information about the placement of the captures and they can have random translations and
rotations.
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In the article we have presented a specific GA and we have placed special importance on including the GSA and
on the development of the fitness function. After various experiments we have seen that the GA’s behavior
greatly depends on the parameters that we use for its execution. This fact highlights that, in order to achieve the
overlapping between a pair of range images, we must be perfectly aware of the nature of these range images in
order to correctly establish the parameters to be used. If the parameters are not adjusted correctly, the algorithm
will converge towards suboptimal solutions and, therefore, towards erroneous overlapping.

Despite the impediment of the parameters, the proposed algorithm continues to present huge benefits compared
to the manual overlapping of captures, as, with a little experience, the parameters are quickly adjusted and the
algorithm is capable of returning the captures perfectly overlapped.

Normally, the scanners present geographical coordinates, as well as a compass for their orientation. In this
paper, we have dispensed with any help as we cannot guarantee that all the captures presented contain this
information, and, therefore, the proposed GA has an added value as it works with the minimum information
possible on the range images.

In a future paper we will continue to study different fithess functions to see which offers better results. It is
possible to establish other fitness functions which offer advantages as regards the precision of the algorithm or
the time of its calculation.

It is more and more common to have equipment with multiple process cores, and, therefore, parallelizing these
algorithms to reduce their execution time is essential. GA’s are highly parallelizable. With little effort we could
parallelize the algorithm to obtain faster response times on moving to the exploitation phase.

In this article, we use range images with the same density of points, and, therefore, another problem to resolve is
the adaptation of the proposed GA to captures that present different point density. The current fitness is not
capable of detecting the overlapping of two range images with different point density because it uses absolute
constants to measure whether a capture has many or few points in a cell. It would be necessary to include
variables related to the size of the capture to resolve this problem.

Finally, it is possible to replace the genetic algorithms with binary coding used with genetic algorithms with real
coding, which can provide a greater convergence speed due to the variety of genetic operators available for
these.
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NUMERICAL INTEGRATION BY GENETIC ALGORITHMS

Vladimir Morozenko, Irina Pleshkova

Abstract: It is shown that genetic algorithms can be used successfully in problems of definite integral calculation
especially when an integrand has a primitive which can't be expressed analytically through elementary functions.
A testing of the program, which uses the genetic algorithm developed by authors, showed that the best results
are reached if the size of population makes 30-50 chromosomes, approximately 40-60% of its take a part in
crossover, and the program stops if the population's leader didn't change during 5-10 generations. An answer of
genetic algorithm is more exact than answer received by the classical numerical methods, even if a quantity of
partition’s points into segment is small or if an integrand is quickly oscillating. So genetic algorithms can compete
both on the accuracy of calculations and on operating time with well-known classical numerical methods such as
midpoint approximation, top-left corner approximation, top-right corner approximation, trapezoidal rule, Simpson's
rule.

Keywords: definite integral, integral sum, numerical integration, genetic algorithm, fitness-function.

ACM Classification Keywords: F.1.2 COMPUTATION BY ABSTRACT DEVICES: Models of computation —
Probabilistic computation. G.1.6 NUMERICAL ANALYSIS: Optimization — Stochastic programming.

Introduction

A solution of many problems in physics, chemistry, mechanics and other natural sciences requires calculation
definite integrals. Unfortunately, an exact analytic calculation of definite integrals is often impossible. Many
functions do not have primitive that can be expressed analytically through elementary functions. For example, this
is true for the function f(x) = exp(-x?). Moreover, a symbolic integration is a much more difficult problem than a

finding the primitive and there is no universal algorithm solving this problem. That's why an exact calculation of
definite integrals by the fundamental theorem of calculus is often difficult or impossible at all.

Traditionally, many algorithms for calculating of the integral's value are used in numerical analysis. In most of
them, the integrand f(x) is replaced with the approximating function ¢(x) which is easier to integrate
[Samarsky, 1989].

In this paper a new method of numerical integration is described. This method doesn't require knowledge of
integrand's primitive because it is based on a genetic algorithm.

Such an unusual method of numerical integration expands area of applicability of genetic algorithms, which are
traditionally used for solving of optimization problems [Gladkov, 2009].

Theoretical premises

Let a function f(x) be defined on segment [a,b]. It is required to calculate a definite integral / of the function
f(x) over the segment [a,b]:
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b
I = [f(x)dx. (1)

Let P = {x,,x1,X,.,..., x, | be a partition of the segment [a,b]. It is assumed that a = x, < x, <...< x, =b.The
nodes x,,x, X,,..., x, Of partiton P subdivide the segment [a,b] into k small segments
[xo, %1} [¥1, x5 ) X1, %, ] SOthat x, —x, , = (b—a)/k forall i =1k.
According to the additive property of definite integrals we have the equality

b k X

[f(x)dx =3 [f(x)dx.

a i=1x;_4
The theorem of mean value integration states that into segment [x,_,, x; | there exists a point ¢, for which the
following equality is true [Shipachev, 2005]:

ff(X)dXZf(ﬁi)'(Xi ~Xj4) Xiq SE < X;.

Let us pick some point ¢, into each segment [x;,,x;] and then define the following integral sum

K
S(¢1,C,mCk ) = X (1) (X; = X;1). (2)

i=1

Geometric interpretation of this integral sum (2) is shown on Fig. 1.

f(x)

a

Xg Xy X3

Figure 1. Geometric interpretation of the integral sum S with random points «;

The integral sum S(c,,c,,...,c, ) is random variable, because points c, into each segment [x, ,,x, ] are selected

.....

by random way. However it approximately equals to the value of the definite integral (1) and the calculation error
does not exceed the error given by the rectangle method. Moreover the mathematical expectation M[S] of

integral sum's value must be equal to the exact value of the integral (1), i.e.
b
M[S] = [f(x)dx.

If another set of points ¢, is selected, the value of the integral sum is different, but still it must be approximately

equal to the integral's value. In case of large N arithmetic average value of integral sum S* converges to the value
of integral (1) when N tends to infinity:
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N—x

b
lim 8™ = lim (Sy + Sy +...+ Sy )/N = [f(x)dx. (3)
N—w a

The closer value of the integral sum (2) to the average sum S* (3) is, the closer it is to the exact value of the
integral (1). Therefore if we select points fortunately, we can calculate integral (1) with high accuracy. So we
reduced the problem of the integral's calculation to the optimization problem: to find the points ¢,,c,,...,c, into

segments [x,, x ] [xq, X, }...., [x,_y, X, | SO that

‘8(01,02,..., Cy ) - S* — min.
Further we shall show that this minimization problem can be solved by a genetic algorithm with a high accuracy.
For this purpose we

o worked out a genetic algorithm for calculating the numerical value of definite integral of arbitrary
functions defined on an segment;

e developed a program that implements the genetic algorithm;

o tested and debugged the program, using our genetic algorithm.

Genetic algorithm's description

Before we develop the genetic algorithm we need to:
o define the space of search;
e select the method of coding the possible solutions;
e set rules of crossover and mutation;
o define the fitness-function.

The main requirement to the fitness-function is following: its minimum's point must be an exact solution of the
minimization problem [Gladkov, 2009].

By means of our genetic algorithm we will find the set of points ¢,,c,,...,c,, which minimize the difference

between the integral sum (2) and the integral value (1) as far as it is possible.
Coding of possible solutions

The solution is an ordered set of k points, so it can be encoded by a sequence of k numbers — the coordinates of
these points (Fig. 2). It's important to note, that there is only one point ¢, into segment [x;_,, x; ] foreach i =1,k.

i1
C1 C2 C3 Ck-1 Ck

3 HO—+—0+0—+—0+0—+0—+—& b

Figure 2. The encoding of the solution

So each chromosome is a sequence of k numbers ¢,,c,,...,c,, where k is quantity of small segments into the

segment [a,b].

Crossover and mutation

We choose the classical crossover technique — the one-point crossover. The crossover point is a random point
from the partition P = {x,,x,,x,,...,x, } of the segment [a,b], where x, — x, , = (b—a)/k forall i =1k .
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Since all the segments [x,,x,][xs,x,]....[xx_1, x, ] have the same length, all children after the one-point

crossover are viable undoubtedly, because it is impossible that there would be no point or would be more than
one point into segment [x, ,,x,]. An example of crossover's result is shown on Fig. 3 (the vertical line cuts

chromosomes).

C1 C2 C3 Ck-1 Ck
Parent 1 H—t—0+—0— ————@&
Parent2  H—O+H0——0—+—01+—+ 0

di 3 -1 i

di do ds Ck-1 Ck
Child 1 I <>—|—<> i O—t —o i L gl
Child 2 4 } *H—0— o O Ot O—

C1 C2 C3 -1 Ok

Figure 3. One-point crossover's result

Let p,... be a quantity of percents of the best chromosomes in the generation, which participate in crossover
(the parameter p_ .. can be adjusted). The crossover's point is random.

Let p,.. be a quantity of percents of the chromosomes, which mutate (the parameter p . can be adjusted,

usually it does not exceed to 5%). The mutation's operator randomly changes the coordinate of the point ¢, into
segment [x, ,,x;|. An example of the mutation is shown on Fig. 4 (point c3 is replaced by point ds).

C1 C2 C3 Ck-1 Ck

Before o } *—0— 1@ —o— L 2

After HO———+——+ FO———0—1+—@

C1 C2 ds Ci-1 Cx

Figure 4. Mutation's result

After the mutation operator is applied to a chromosome, the resulting chromosome always is viable, because the
point ¢, moves within the segment [x, ,,x; .
Fitness-function

Fitness-function has to meet the following requirements: the exact decision has to settle down in a point of its
global minimum and value of function has to reflect a level of fitness of a chromosome [Gladkov, 2009].

For definition of fitness-function we will calculate the integrated sum for each chromosome in population on a
formula (2). The problem of optimization is to minimize a divergence between the integrated sum and the value of
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integral (1). As it was noted earlier, if the value of the integrated sum S is close to average value S* of all
integrated sums, then it is closer to value of integral too.

Therefore for calculation of fitness-function F we will use a formula:
F(C,,CyrnCy ) = ‘S(Cl,cz ..... C)- s'\, (4)

where S* is the average value of all integrated sums in a given generation. It is obvious that the most adapted
chromosomes are those who have the smallest value of fitness-function (4).

The algorithm stops when the leading chromosome doesn't change during several generations.

Testing of genetic algorithm

During a testing the quality and the operating time of genetic algorithm were investigated, their dependence on
number of points in partition of a segment and parameters of genetic algorithm (such as size of the population,
percent of the chromosomes chosen for crossing, a stop condition, etc.) was estimated.

To estimate the quality of the received decision in case of /=0 the relative error of result is calculated by

formula;
1" =1

5=

-100%, (5)

where | is exact value of integral (1), I* is answer received by means of genetic algorithm. If the integral (1) can't
be calculated precisely, then [ is received by means of some classical numerical method (such as midpoint
approximation, Simpson's rule etc.). During the testing only one of parameters of the genetic algorithm was
changed, and all the others parameters remained fixed.

Dependence of quality and operating time of genetic algorithm on partition's size

It is obvious that if number k of points into segment [a,b] grows, the value A = (b-a)/k decreases. Therefore it

is possible to calculate the integral (1) more precisely if we increase the number k. Suitable value of k depends on
properties of integrand f(x).

Error, %
60 " T T T T T T T T T T
! —a— genetic algorithm ]
50 + 1
. == top-left corner approximation ]
40 + “ 1
f’_ A \ —=== top-right corner approximation ]
2 30+ \ ]
w L — Simpson's rule
201 \\
10
0

Number of segments

Figure 5. A result's precision given by genetic algorithm and by numerical methods
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1
For example we consider an integral with a monotonic continuous integrand such as [vxdx =2/3. The
0

dependence of result's precision (5) given by genetic algorithm and by numerical methods on quantity of
partition's points is presented on Fig. 5. It is important to note that the result's precision (5) given by genetic
algorithm is much higher than ones given by known numerical methods such as top-left corner approximation,
top-right corner approximation, Simpson's rule, especially in case of small partition's points.

The essential error arises in case of quickly oscillating functions if the integral is calculated by means of classical

1
numerical methods. For example, we mean the integral |[sin(1/ x)dx . The diagram of quickly oscillating
0.01

integrand sin(1/ x) is shown on Fig. 6.
1.0
05

0.0 A

05 |

40 F

Figure 6. Diagram of quickly oscillating function sin(1/x)

But even in case of quickly oscillating function the genetic algorithm gives more exact answer, than other known

numerical methods such as midpoint approximation, top-left corner approximation, top-right corner approximation,
trapezoidal rule, Simpson's rule (Fig. 7).

Error, %
70 I 3 —e— genetic algorithm ]
60 - '{ —.—-- midpoint approximation
i '; ------ top-left corner approximation ]
2 T }1 --------- trapezoidal rule B
=S [ “a"'. . A ]
40 F Yy e top-right corner approximation ]
S SRR o ]
w3 i z !! " —— Simpson's rule
20 -
10 +
0
0

Number of segments

Figure 7. Precision given by genetic algorithm and by numerical methods in case of a quickly oscillating
integrand

If the quantity k of partition's segments increases the operating time of the genetic algorithm increases too of
course. For example, if the number of partition's segments is equal to 1000 the operating time of the genetic
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algorithm doesn't exceed 1 minute. But if the number of partition's segments is less than 100, an operating time
doesn't exceed 4 seconds.

Dependence of a quality and an operating time of genetic algorithm on its parameters
As a result of testing of the program using the genetic algorithm the following regularities were found:

¢ In case of small quantity of chromosomes in population (less than 15) the error of the decision is rather
great. If to increase number of chromosomes in population then the average error (5) monotonically
decreases and stabilizes.

o The percent of the chromosomes who are taking a part in crossover slightly influences an operating time
of algorithm and doesn't influence almost response accuracy.

e The algorithm stops if the leader doesn't change during several generations. Such quantity of
generations is one of the algorithm's parameter. A user can set its value voluntarily. If this parameter's
value is small (less than 5), then an error of received decision (5) can be big. However in case of this
parameter's value is more than 10 an error considerably decreases, and in case of its further increase
the error practically doesn't change.

Calculating multiple integrals

The developed genetic algorithm can be extended for calculating multiple integrals. The task is to compute an
integral where integrand depends on n arguments and exists into a domain D, where D c R" .

[F(X1,Xq,00s X JdX10X5...0X (6)
D

The domain of the function f(x,, x,

e Disboundedin R",i.e. 3/": D <", where I" — n-dimensional parallelepiped;

o the bound of D is a null-set in Lebesgue measure.

At the beginning we consider a simple case when the domain D is a n-dimensional parallelepiped. For clarity, we
describe a genetic algorithm when integrand has two arguments and D is a rectangle.

Integration over a rectangle

The domain D of the function f(x,y) is a rectangle which is separated into equal rectangles by lines
x=x,i=0k,y=y, j=0k, Thenwe picka point ¢, in each rectangle (Fig. 8).

fix.y)

Figure 8. Diagram of function f(x,y), the partition of the rectangle and chosen points ¢,

In case of n=2 a chromosome is a two-dimensional array and selected points

cj=(xp,y;)|i=0k j=0,m . . .
{ i =0y;) / } are elements of this array. In this case we need to select 2 crossover lines for
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the crossover operator. But when D is n-dimensional parallelepiped we need to select n hyperplanes. Children
inherit fragments of parents’ chromosomes. The example of crossover is shown on Fig. 9.

Parent 1 _' [* 1« " Parent 2

Child 1 Child 2

Figure 9. Crossover operator

During the mutation a point randomly changes its position inside the rectangle (Fig. 10).

Before et | D AL After

Figure 10. Mutation operator

Fitness-function F is computed by the formula (4), where S* is the average value of the integral sums in the
generation and S is integral sum for the chromosome calculated with following formula:

=

M3

S=

I

fley)(xi =Xi)(Y;=¥Yj4)

N
o
Il
[N

Integration over an arbitrary domain
For calculating integrals (6) over more complicated areas D, we introduce the concept of characteristic function.
Let characteristic function for the set D be the function

1, xeD,

XD(X):{O, xeD.

The integral (6) of the function f(x) over the domain D is defined as:

JF(X4: X000 Xy JAX40Xg.0X )y = [F(X4, X0 Xy ) - XD (X1s X2 senny Xy )Xy X0y -
D "

where D < /" and I” — n-dimensional parallelepiped.

Thereby, the task of integration over an arbitrary domain D is reduced to the integration over a parallelepiped /.

We tested our genetic algorithm with the purpose to evaluate its accuracy and an operating time. The testing
procedure is similar to the one-dimensional case above. One of the parameters is changing while the others are
fixed.

First, we investigated the dependence of the solutions’ precision on number of the segments in the partitions.

These solutions were obtained by genetic algorithm and classical numerical methods. There are two examples of
the test below. In the first test, the integrand is smooth continuous function which is defined on a rectangle:
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1ot 2 (3 2 (5

[dy|(sin(3x)+ sin(5y ))dx = sin(j + sin(j ~ 0.8066

0 0 37 2) 5 (2

The genetic algorithm shows more accurate result than other methods, even if the number of segments is small
The dependence of the solutions’ precision on number of the segments in the partitions is presented on Fig. 11.

Error, %
60 e ;
—e— (genetic algorithm
5 | o N
i —m midpoint approximation
40 ll —mem top-left corner approximation
30 e trapezoidal rule
o 5
w20 "\ ----- top-right corner approximation ]
10 1
0
0 10 20 30 40 50
Number of segments

Figure 11. Results given by the genetic algorithm and numerical methods

The second example shows us a dependence of precision on the number of segments for quickly oscillating
integrand.

Error, %
50 ’_;"." ' ' —e— genetic algorithm enes trapezoidal rule I 1
jy o .y
40 it ----- midpoint approximaton ~~ ----- top-right corner approximation
< 30
5 1
am 20 T
10 7
n

Number of segments

Figure 12. Results given by the genetic algorithm and numerical methods in case of quickly oscillating integrand
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In this example we calculated the integral with quickly oscillating integrand
Vix® |
j sin[jdy ~0.023-

Xy

0.1

1

jdx

0.1
The error increased when a quickly oscillating function is integrated, but the result given by genetic algorithm is
more precise even than one given by Simpson’s rule, not to mention other more rough approximations (Fig. 12).

Some more examples in the table below are shown:

Integral Accuracy, % Operating time, Quantlt.y of
sec. generations
2t 0 2
[ do [cosydy|r?(2rcosgcosy +1)dr 0.0088 129,64 149
3n b 0 ’ )
2 2
% 2cos ¢
[do [ ry1+cos(g+sing)dr 0,0783 19,34 180
T 0
2
1 A4-r?
jd(pfrdr fzdz 0,1125 130,53 123
0 0 2r?
? dXZIXS—sin(6x+2y)
ST SAOX T2V )y
Box In(x +10) 0,3369 12,02 109
2 Va-x? Xh:yg
[sax [ yay [z 0,4125 229,67 145
0 0 0
4 \25-%7 .
[dx [ (x+siny)dy 0,5254 4,08 36
0 %x
2 V12 r2
[do | r1+—= ar 1,2788 8,29 81
0 0.00001/11 re -1
Conclusion

A purpose of our investigation was to research a possibility of genetic algorithms' application to a task of definite
integral's computation. To do this we developed a genetic algorithm and created the software product using this
algorithm.

The developed genetic algorithm allows calculating definite integrals with an acceptable accuracy. Testing of a
software product showed that the best accuracy of the decision is reached if the size of population makes from 30
to 50 chromosomes, 40-60% of chromosomes participate in crossover and the algorithm stops if the leader of
population doesn't change during 5-10 generations.

The genetic algorithm with the specified parameters provides the more exact result than if we would apply other
well-known numerical methods such as midpoint approximation, top-left corner approximation, top-right corner
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approximation, trapezoidal rule, Simpson's rule. Advantage of the genetic algorithm is especially noticeable, when
a quantity of partition’s points is small and also when an integrand is quickly oscillating.

Executed research shows that genetic algorithms can be used for numerical integration when integrand has a
primitive which can't be expressed analytically through elementary functions. Also developed genetic algorithms
allow to calculate multiple integrals with integrand function of n arguments defined over n-dimensional
parallelepiped or arbitrary bounded domain into n-dimensional space. Thus was confirmed that genetic algorithms
can successfully compete with classical numerical methods both on the accuracy of computation and on an
operating time.
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INTRODUCTION TO STORING GRAPHS BY NL-ADDRESSING
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Abstract; This paper introduces an approach to storing graphs based on the Natural Language Addressing in
multidimensional numbered information spaces. A sample graph is analyzed to find its proper NL-representation.
Taking in account the interrelations between nodes and edges, a ‘multi-layer” representation is possible and
identifiers of nodes and edges can be avoided. The advantages and disadvantages of NL-addressing for the
multi-layer representation of graphs are discussed.

Keywords: graphs; addressing; natural language addressing.

ACM Classification Keywords: D.4.3 File Systems Management, Access methods.

Introduction

This paper introduces an original approach to storing graphs based on the so called “Natural Language
Addressing” (NL-addressing) in multidimensional numbered information spaces [lvanova et al, 2012; Ivanova et
al, 2013].

Firstly, our attention will be paid to addressing and naming (labeling) in graphs with regards to introducing the NL-
addressing. A sample graph will be analyzed to find its proper NL-representation. Taking in account the
interrelations between nodes and edges, we will see that a “multi-layer” representation is possible and the
identifiers of nodes and edges can be avoided.

As result of the analysis of the examples, the advantages and disadvantages of NL-addressing for the multi-layer
representation of graphs will be discussed. The conclusion is that if we will use the indexed files or relational data
bases, the disadvantages may make the implementation impossible. A solution of this problem may be the using
of NL-addressing which consists in assuming the internal computer codes of letters as co-ordinates in a
multidimensional information space.

Addressing and naming (labeling) in graphs

Graph theory may be said to have its beginning in 1736 when EULER considered the (general case of the)
Koénigsberg bridge problem:

“Is there a walk crossing each of the seven bridges of Kdnigsberg (now Kaliningrad, Russia) exactly
once?” [Euler, 1736] (Figure 1)

What is interesting in the scheme on Figure 1 is that every bridge has two kinds of identification:

— lts own name: Kramer Br. (Shopkeeper Br.), Schmiede Br. (Blacksmith Br.), Griine Br. (Green Br.),
Kéttel Br. (Guts, Giblets Br.), Honig Br. (Honey Br.), Holz Br. (Wooden Br.), and Hohe Br. (High Br.);

— ltsown address: a, b, ¢, d, e, f, g.
This reflects in our further research in two directions — naming and addressing, respectively.
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Figure 1. lllustration of Kénigsberg bridge problem [Euler, 1736]

As example of the addressing direction, we may point the term “addressable graph” [Harju, 2011].

For instance, a computer network can be presented as a graph G, where the vertices are the node computers,
and the edges indicate the direct links. Each computer v has an address a(v), a bit string (of zeros and ones).
The length of an address is the number of its bits. A message, that is sent to v, is preceded by the address a(v).
The Hamming distance h(a(v), a(u)) of two addresses of the same length is the number of places, where a(v) and
a(u) differ; e.g., (00010, 01100) = 3 and h(10000, 00000) = 1.

It would be a good way to address the vertexes so that the Hamming distance of two vertices is the same as their
distance in G. In particular, if two vertices were adjacent, their addresses should differ by one symbol. This would
make it easier for a node computer to forward a message.

A graph G is said to be addressable, if it has an addressing such that dG(u, v) = h(a(u), a(v)) (Figure 2).

Figure 2. Example of an addressable graph

As example of the naming direction, we may point the term “named graphs” [NG, 2013].

“Named Graphs” is the idea that having multiple RDF graphs in a single document/repository and naming them
with URIs provides useful additional functionality built on top of the RDF Recommendations [RDF, 2013].

Let remember, the Resource Description Framework (RDF) is the W3C recommendation for semantic
annotations in the Semantic Web. RDF is a standard syntax for Semantic Web annotations and languages [Klyne
& Carroll, 2004]. The underlying structure of any expression in RDF is a collection of triples, each consisting of
a subject, a predicate and an object. A set of such triples is called an RDF graph. This can be illustrated by a
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node and directed-arc diagram, in which each triple is represented as a node-arc-node link (hence the term

"graph") (Figure 3).
~_ —
Subject \) Predicate @)
- _

Figure 3. RDF triple

Each triple represents a statement of a relationship between the things denoted by the nodes that it links. Each
triple has three parts: (1) subject, (2) object, and (3) a predicate (also called a property) that denotes a
relationship. The direction of the arc is significant: it always points toward the object. The nodes of an RDF graph
are its subjects and objects. The assertion of an RDF triple says that some relationship, indicated by the
predicate, holds between the things denoted by subject and object of the triple. The assertion of an RDF graph
amounts to asserting all the triples in it, so the meaning of an RDF graph is the conjunction (logical AND) of the
statements corresponding to all the triples it contains. A formal account of the meaning of RDF graphs is given in
[Hayes, 2004].

A Named Graph is an RDF graph which is assigned a name in the form of an URIref. The name of a graph may
occur either in the graph itself, in other graphs, or not at all. Graphs may share URIrefs but not blank nodes.
Named Graphs can be seen as a reformulation of quads in which the fourth element’s distinct syntactic and
semantic properties are clearly distinguished, and the relationship to RDF’s triples, abstract syntax and semantics
is clearer [Carroll et al, 2005].

In other words, a Named Graph is a set of triples named by an URI. This URI can then be used outside or within
the graph to refer to it.

Named Graphs aim at more complex RDF application areas like:
— Data syndication and lineage tracing;
— Ontology versioning;
— Modeling context;
— Modeling access control;
— Expressing privacy preferences;
— Scoping assertions.

Named graphs are kind of “Labeled Graphs”. A graph labeling is an assignment of integers to the vertices or
edges, or both, subject to certain conditions. Graph labeling was first introduced in the late 1960s. In the
intervening years dozens of graph labeling techniques have been studied in over 1000 papers [Gallian, 2011].

A labeled graph G = (V, E) is a finite series of graph vertices V with a set of graph edges E of 2-subsets of V. The

term "labeled graph" when used without qualification means a graph with each node labeled differently (but
arbitrarily), so that all nodes are considered distinct for purposes of enumeration [Weisstein, 2013] (Figure 4).

unlabeled graph edge-labeled graph vertex-labeled graph
Figure 4. Labeled graphs
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NL-addressing in graphs

As it is seen from Figure 1, the set of addresses is isomorphic to set of names, i.e. the correspondence between
two sets is one-one. This means that using of one or other of these sets closely depends of the interpreter and its
functionality. If the interpreter is a computer or a mathematician, the addresses (numbers or letters) are
preferable. If the interpreter is an end-user (human), the names (natural language words or phrases) are
preferable.

Is it possible one and the same string of letters to be used as both name and address?
The positive answer is given by NL-addressing.
To illustrate NL-addressing in the multi-dimensional information spaces let see an example (Figure 5).

For instance, a separate basic information element (BIE) may be a letter, a word, a phrase of words (string). Such
information element is colored in magenta on Figure 5 and has number 114.

A=(C4, C3, Cz, C])
A=(66, 101, 101, 114)

Figure 5. Example of a space address

Let a set of such elements is numbered by the human and stored in any archive (file). If we have several such
sets, we may number them again and store in a common archive. And so on. This way we receive a specific
hierarchy of numbered sets. If one will write the sequence of numbers of the sets starting from the one which
contain all others, he will create a space address. The space address showed on Figure 5 means that the space
with number 66 contains the space with number 101. The numbering is unique for every set. Because of this,
there is no problem to have the same numbers in the included sets what is illustrated at the Figure 5 — set 101
contains element with number 101 which is a set of elements. Finally, the last set contains element with number
114 which is not a set but string of symbols.

In other words, the space address of this string is A = (66, 101, 101, 114) and its content may be written or read
directly using this address.

Now we may to illustrate the idea of NL-addressing.
Consider the space address we just have seen — (66, 101, 101, 114).
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If we assume these numbers as ASCII codes, i.e. 66 = B, 101 = ¢, 114 = r, we may “understand” the space
address as the word “Beer” (Figure 6).

A=(C, C;, C, C)
A=(66, 101, 101, 114)
A=(B, e, e, r)

Figure6. Example of natural language space address

At the end, we have to illustrate the BIE (content) which may be stored at such NL-space address. It may be
arbitrary long string of words. In our example we choose the BIE to be the remarkable aphorism of Benjamin
Franklin: “Beer is proof that God loves us and wants us to be happy” (Figure 7).

“Beer is proof that
God loves us
and wants us
to be happy.”
Benjamin Franklin

A=(C4, Cs, Cz, C1)
A=(66, 101, 101, 114)
A=(B, e, e, r

Figure 7. Example of content accessed by NL-addressing
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In this case (Figure 7) the couple {(space address A), (BIE)} is:
{(B, e, e, 1), (“Beer is proof that God loves us and wants us to be happy.” Benjamin Franklin)}

To access the text, we have to convert index (B, ¢, e, r) to index (66, 101, 101, 114) and to use corresponded
access operations, i.e. we have the consequence:
Beer =>
=>(B, e, e,r1)=>
=> (66, 101, 101, 114) =>
=> (“Beer is proof that God loves us and wants us to be happy.” Benjamin Franklin).

To illustrate using of NL-addressing, let see two simple examples.

» Example 1. Multi-layer representation of a sample graph

Consider a sample graph [GraphDB, 2012], which contains three named nodes (Alice, Bob, Chess) with
addresses (ld.1, 1d.2 and 1d.3), six labeled edges connecting them (knows, knows, is_member, members,
members, is_member) with addresses (Id. 100, ..., Id.105), and some features and their values (Figure 5).

To represent this graph in the computer memory we have to use (identificators as) pointers. It is possible to
present the information in two tables — one for nodes (Table 1) and another for the edges (Table 2). The names of

columns and values of the corresponded cells are easy understandable.
Id.:2

Name: Bob
Age: 22

IS_member
2011/02/14

Id: 105
I: members

Label: j
Id: 104

Labe

Since:

Id.:1
Name: Alice
Age: 18

Id.:3
Name: Chess
Type: Group

Figure 5. A sample named/addressed graph



International Journal “Information Theories and Applications”, Vol. 20, Number 3, 2013 269

Table 1. Description of nodes of the sample graph

Node Id. | Name | from-edges | to-edges | Age | Type
1 Alice | 101;103 | 100; 102 | 18 -
2 Bob 100; 104 | 101; 105 | 22 -

3 Chess | 102;105 | 103;104 | - | Group
Table 2. Description of the edges of the sample graph
Edge Id. Label from node | to node Since
100 knows 1 2 2001/10/03
101 knows 2 1 2001/10/04
102 is_member 1 3 2005/07/01
103 members 3 1 -
104 members 3 2 -
105 is_member 2 3 2011/02/14

Each table corresponds to one type of components — to nodes or to the edges. Every row corresponds to one
identificator (address) and connected to it features.

If we will take in account the interrelations between nodes and edges, we will see that another (“multi-layer”)
representation is possible and the identifiers of nodes and edges can be avoided (Table 3).

Table 3. Multi-layer representation of the sample graph.

addresses
Alice Bob Chess
Age 18 22
Type Group
knows; Bob; Alice;
layers since 2001/10/03 2001/10/04
members Alice; Bob
is_member Chess; Chess;
since 2005/07/01 2011/02/14

In this case, names of nodes are addresses (i.e. names of columns) and names of edges will define the different
“layers” (i.e. — rows of the table) in which the corresponded values are stored at the address (column) given by
node names.

To find all edges from given node we have to start with node name (column), for instance “Bob”, and read all
information from different layers (rows) stored at address (in column) “Bob”. In other words, all needed
information for the node is in the column with corresponded node name.

If we will have possibility for NL-addressing it will reduce the information to be stored on the disc - only the cells
with text in bold of Table 3 will be stored. At a rough estimate, the sum of filled cells in:

— The first case (Table 1 + Table 2) has at least 18 + 30 = 48 filled cells for the two tables and real need of
additional indexing to speed up the access;

— In the second case (Table 3) — 8 filled cells and no need of additional indexing.
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The graph database models

Let remember that the “graph database model” is a model in which the data structures for the schema and/or
instances are modeled as a directed, possibly labeled, graph, or generalizations of the graph data structure,
where data manipulation is expressed by graph-oriented operations and type constructors, and appropriate
integrity constraints can be defined over the graph structure [Angles & Gutierrez, 2008].

Graph database model can be defined as those in which data structures for the schema and instances are
modeled as graphs or generalizations of them, and data manipulation is expressed by graph-oriented operations
and type constructors.

The notion of graph database model can be conceptualized with respect to three basic components, namely:
(1) Data structures; (2) Transformation language; (3) Integrity constraints. Hence, a graph database model is
characterized as follows:

Data and/or the schema are represented by graphs, or by data structures generalizing the notion of
graph (hypergraphs or hypernodes) [Guting, 1994; Levene & Loizou, 1995; Kuper & Vardi, 1984;
Paredaens et al, 1995; Kunii, 1987; Graves et al, 1995a; Gyssens et al, 1990].

Data manipulation is expressed by graph transformations, or by operations whose main primitives are on
graph features like paths, neighborhoods, subgraphs, graph patterns, connectivity, and graph statistics
(diameter, centrality, etc.) [Gyssens et al, 1990; Graves et al, 1995a; Guting, 1994];

Integrity constraints enforce data consistency. These constraints can be grouped in schema-instance
consistency, identity and referential integrity, and functional and inclusion dependencies. Examples of
these are: labels with unique names, typing constraints on nodes, functional dependencies, domain and
range of properties [Graves et al, 1995b; Kuper & Vardi, 1993; Klyne & Carroll, 2004; Levene &
Poulovassilis, 1991].

Graph database models are applied in areas where information about data interconnectivity or topology is more
important, or as important, as the data itself. In these applications, the data and relations among the data are
usually at the same level. Introducing graphs as a modeling tool has several advantages for this type of data:

It allows for a more natural modeling of data. Graph structures are visible to the user and they allow a
natural way of handling applications data, for example, hypertext or geographic data. Graphs have the
advantage of being able to keep all the information about an entity in a single node and showing related
information by edges connected to it [Paredaens et al, 1995]. Graph objects (like paths and
neighborhoods) may have first order citizenship; a user can define some part of the database explicitly
as a graph structure [Guting, 1994], allowing encapsulation and context definition [Levene &
Poulovassilis, 1990].

Queries can refer directly to this graph structure. Associated with graphs are specific graph operations in
the query language algebra, such as finding shortest paths, determining certain subgraphs, and so forth.
Explicit graphs and graph operations allow users to express a query at a high level of abstraction. To
some extent, this is the opposite of graph manipulation in deductive databases, where often, fairly
complex rules need to be written [Guting, 1994]. It is not important to require full knowledge of the
structure to express meaningful queries [Abiteboul et al, 1997]. Finally, for purposes of browsing it may
be convenient to forget the schema [Buneman et al, 1996].

For implementation, graph databases may provide special graph storage structures, and efficient graph
algorithms for realizing specific operations [Guting, 1994]. These structures are very important — the
features of the graph storage structures influence the corresponded to them operations and algorithms.
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» Example 2. The toy genealogy graph database

Let's look at another example - the toy genealogy from [Angles & Gutierrez, 2008] (Figure 6.). The genealogy
diagram (right-hand side) is represented as two tables (left-hand side) NAME-LASTNAME and PERSON-
PARENT (Children inherit the last name of the father just for modeling purposes).

NAME | LASTNAME ~ PERSON | PARENT (George Jones)  (_ Ana Stone )
George | Jones Julia George parent parent
Ana Stone Julia Ana

Julia Jones David | James (J ames Deville) ( Julia Jones )

James Deville David | Julia

David | Deville Mary | James parent| Parent,“\parent | parent

Mary Deville Mary Julia (David Deville) (Mary Deville)

Figure 6. Running example: the toy genealogy graph database
The "multi-layer" representation of the family tree from Figure 6 is given in Table 5.

Table 5. Multi-layer representation of the family tree from Figure 6

addresses
George | Ana Julia James David Mary
layers lastname | Jones | Stone Jones Deville Deville Deville
parent_of George; Ana James; Julia | James; Julia

The NL-addressing means direct access to content of each cell. Because of this, for NL-addressing the problem
of recompiling the database after updates does not exist. In addition, the multi-layer representation and natural
language addressing reduce resources (24 cells in Figure 6 vs. 9 cells in the case of Table 5) and avoid using of
supporting indexes for information retrieval services (B-trees, hash tables, etc.).

Discussion

The state of the art with respect to existing storage and retrieval technologies for RDF graphs is given in [Hertel et
al, 2009]. Different repositories are imaginable, e.g. main memory, files or databases. RDF schemas and
instances can be efficiently accessed and manipulated in main memory. For persistent storage the data can be
serialized to files, but, for large amounts of data, the use of a database management system is more reasonable.
Examining currently existing RDF stores we found that they are using relational and object-relational database
management systems. Storing RDF data in a relational database requires an appropriate table design. There are
different approaches that can be classified in (1) generic schemas, i.e. schemas that do not depend on the
ontology, and (2) ontology specific schemas.

Graph database models took off in the eighties and early nineties alongside object oriented models. Their
influence gradually died out with the emergence of other database models, in particular geographical, spatial,
semi-structured, and XML. Recently, the need to manage information with graph-like nature has reestablished the
relevance of this area [Angles & Gutierrez, 2008].

The graph oriented approach for storing ontologies became one of the preferred. Some of the world's leading
companies and products which support extra-large ontology bases are presented on page of W3C [LTS, 2012]. It
should be noted, there exists a gradual transition from relational to non-relational models for organizing
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ontological data. Perhaps the most telling example is the system AllegroGraph® 4.9 [AlegroGraph, 2012] of the
FRANZ Inc.

Concluding the examples, let point on advantages and disadvantages of the proposed here multi-layer
NL-representation of graphs.

The main advantages are:
— Reducing the number of tables, which represent the graph;
— Reducing the number of filled cells.

The main disadvantages are:
— The tables are sparse;

— Avoiding pointers we receive a variety of names, which have different lengths and cause difficulties for
the implementations in the data bases where the fixed length is preferable;

— The number of nodes may be very great and this way needs corresponded number of columns in the
table (in any cases hundreds or thousands).

Multi-domain information model (MDIM)

If we will use the indexed files or relational data bases, the disadvantages of such data models may make the
implementation impossible. We propose another approach which is based on addressing with variable number of
co-ordinates. For instance, the ASCII internal representation of the word “accession” is the following unique
sequence of numbers: (97, 99, 99, 101, 115, 115, 105, 111, 110). It is its NL-address (9 co-ordinates) and its
internal computer representation. Using the same approach, the names of our sample graph will be represented
as follow (Table 6):

Table 6. Names of the nodes of the sample graph and theirs co-ordinate representations

name co-ordinates comment
Alice: | (65, 108, 105, 99, 101) | 5 co-ordinates (dimensions)
Bob: (66, 111, 98) 3 co-ordinates (dimensions)
Chess: | (67, 104, 101, 115, 115) | 5 co-ordinates (dimensions)

As it is seen from Table 6, words (and phrases) have different lengths and require using of addressing by co-
ordinate arrays with variable length, i.e. to have variable dimensions in one and the same time. Such addressing
we call “multi-dimensional”.

Fortunately, there exist approach called “Multi-Domain Information Model” (MDIM) and corresponded to it “Multi-
Domain Access Method” (MDAM) which permit operating with multi-dimensional addressing. Detailed and formal
presentations of MDIM have been given in [Markov, 1984; Markov, 2004]. There exist several realizations of
MDAM for different hardware and/or software platforms. The most resent one is the Archive Manager — ArM
[Markov et al, 2008]. We have upgraded it for NL-addressing approach and applied for NL-storing of graphs.
Below we will illustrate this model by short comments and several figures.

We consider the type of memory organization, which is based on the numbering as a main approach. The main
idea consists in mapping the values of the objects' attributes (symbol or real; point or interval) to integer numbers
of the elements of corresponding ordered sets. This way, each object will be described by a vector of integer
values, which may be used as the co-ordinate address in the multi-dimensional information space. This type of
memory organization is called "Multi-dimensional numbered information spaces".
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The process of mapping the names to numbers permits the use of mathematical functions and address vectors
for accessing the information instead of search engines.

As an example we will consider a numbered modification of Table 3 where the names of addresses and layers
are replaced by integer numbers (Table 7).

Table 7. Numbered representation of the sample graph

addresses
1 2 3
1 18 22
2 Group
layers 3 Bob; 2001/10/03 Alice; 2001/10/04
4 Alice; Bob
5 Chess; 2005/07/01 Chess; 2011/02/14

Every row of the Table 7is a numbered information space of range 1 because all elements in the every row are
numbered separately. In the example this is indicated by couples (number : element). This way we have:

row 1: (1:18); (2: 22); (3 : None).
row 2: (1: None); (2 : None); (3 : Group).
(1: Bob; 2001/10/03); (2 : Alice; 2001/10/04); (3 : None).
row 4: (1: None); (2 : None); (3 : Alice; Bob).
row 5: (1 : Chess; 2005/07/01); (2 : Chess; 2011/02/14); (3 : None).

The set of rows of the Table 7 is numbered information space of range 2 because all rows are numbered and all
elements in the every row are numbered, too. This is indicated by triple

1
row 3: (1

(number of row, number of element : element).
This way we have a matrix below (called Example_table 1 to be distinguished from other tables in this paper):
Example_table 1:
(1,1:18); (1,2:22); (1, 3 : None).
(2, 1:None); (2, 2 : None); (2, 3 : Group).
(3, 1: Bob; 2001/10/03); (3, 2 : Alice; 2001/10/04); (3, 3 : None).
(4, 1:None); (4, 2 : None); (4, 3 : Alice; Bob).
(5, 1: Chess; 2005/07/01); (5, 2 : Chess; 2011/02/14); (5, 3 : None).

Space addresses of the elements of Example_table 1 above are the couples (1, 1), (1, 2), ..., (5, 3). For instance,
the couple (3, 2) is address of string “Alice; 2001/10/04’. If we add leading zeroes the address remain the same,
i.e. (0,00 3 2) = (3 2)=> "Alice; 2001/10/04".

A space indexes iy and i, over Example_table 1 above may be the sequences:
i1:{(2,3), (3, 2), (5, 1), (3 3)}
i {(1,2),(1,3),(1,2), (1, 3)}

The indexes may be not sorted (see i7) and may contain repeated addresses (see iy).

If we assume that the equally numbered elements of the rows of Example_table 1 above corresponds each other
than we may build different “sub-tables” (ST) such as:

STi: {row 3, row 4, row 2};
STy {row 5, row 5, row 1}.
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STsand ST, are aggregates. There are no restrictions on the rules for creating the aggregates.
The aggregate ST contains the next table
ST+
(3, 1: Bob; 2001/10/03); (3, 2 : Alice; 2001/10/04); (3, 3 : None).
(4, 1: None); (4, 2 : None); (4, 3 : Alice; Bob).
(2, 1:None); (2, 2 : None); (2, 3 : Group).
The aggregate ST, contains the next table
ST,
(5, 1: Chess; 2005/07/01); (5, 2 : Chess; 2011/02/14); (5, 3 : None).
(5, 1: Chess; 2005/07/01); (5, 2 : Chess; 2011/02/14); (5, 3 : None).
(1,1:18); (1,2:22); (1, 3: None).

Finally, the Table 7 is an aggregate which is constructed by all layers (rows). We may represent it as an
aggregate as follow:

— Every layer (row) will be separate information space of range 1 and will be stored in a separate file with
name of the layer.

— The names Alice, Bob, and Chess will be space addresses common for all layers, i.e. the corresponded
elements will be accessible via one and same addresses.

As result we will have the following structure of files (Table 8).

Table 8. Aggregate built by information from Table 3
file name content
Age (Alice - 18); (Bob - 22); (Chess - None).
Type (Alice - None); (Bob - None); (Chess - Group).
knows_since |(Alice — Bob : 2001/10/03); (Bob — Alice : 2001/10/04); (Chess - None).
(
(

members Alice - None); (Bob - None); (Chess - Alice; Bob).

Alice — Chess : 2005/07/01); (Bob — Chess : 2011/02/14); (Chess - None).

is_member

Taking in account that the Alice, Bob, and Chess are not real text strings but NL-addresses, i.e.
Alice = (65, 108, 105, 99, 101), Bob = (66, 111, 98), and Chess = (67, 104, 101, 115, 115) the aggregate has the
following structure (Table 9).

Table 9. Storing format of the aggregate from Table 8

file name space addresses
(65, 108, 105, 99, 101) (66, 111, 98) (67,104, 101, 115, 115)
Age 18 22
Type Group
knows_since Bob; 2001/10/03 Alice; 2001/10/04
members Alice; Bob
is_member Chess; 2005/07/01 Chess; 2011/02/14
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Only the strings in bold will be stored on the disk.

Assuming that names of the files are NL-addresses, too, we may build more complex structure (Table 10) in one
file using concatenated space addresses (name | file_name) where NL-addresses are the elements of the sets:

name : {Alice, Bob, Chess}
file_name : {Age, Type, knows_since, members, is_member}.
Again, only strings in bold will be stored on disk.

Table 10. Concatenated NL-addresses of data from Table 3

(Alice|Age : 18) (BoblAge : 22) (Chess|Age : None)

(Alice|Type : None) (Bob|Type : None) (Chess|Type : Group)

(Alice|knows_since : Bob; 2001/10/03) | (Bob|knows_since ; Alice; | (Chess|knows_since : None)

(Alice|members : None) 2001/10/04) (Chess|members  :  Alice;

(Alicelis_member : Chess; | (Bobjmembers : None) Bob)

2005/07/01) (Boblis_member : Chess; | (Chess|is_member : None)
2011/02/14)

Representing characteristics of the nodes and edges

A question about representing the characteristics of the nodes and edges rises from the analysis of the Table 9
and Table 10. At the Figure 5 they have been written as any comments to nodes and edges.

The characteristics of nodes (viz. age, type) may be represented as additional loop edges of type
“has_characteristics” and different characteristics may be given by keywords and corresponded values for these
edges.

The characteristics of edges (viz. since) may be represented as additional information to the node pointed by
the corresponded edge. This information may be given again by corresponded keywords and theirs values.

For instance, the final table representation of our sample graph is given in Table 11 and corresponded to it
representation by triples is given in Table 12.

The final version of the sample graph based on the information of Table 11 (or Table 12) is shown at Figure 9.

Table 11. Final variant of the aggregate from Table 8

file names space addresses
Alice Bob Chess
has_characteristics | Alice - Age: 18 Bob - Age: 22 Chess - Type: Group
knows Bob - since : 2001/10/03 | Alice - since: 2001/10/04
members Alice - since: 2005/07/01;
Bob - since: 2011/02/14
is_member Chess - since: 2005/07/01 | Chess - since: 2011/02/14

Finally, using NL-addressing, the multi-layer representation is easily understandable by humans and interpretable
by the computers. To illustrate this, let see the description by triples of the sample graph (Table 12).
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Table 12. Representation of the sample graph by triples

Subject | Relation Object
Alice has_characteristics | Alice — Age : 18
Bob - since : 2001/10/03

Alice knows
Alice is_member Chess - since : 2005/07/01
Bob has_characteristics | Bob - Age : 22
Bob knows Alice - since : 2001/10/04
Bob is_member Chess - since : 2011/02/14
Chess | has_characteristics | Chess -Type : Group
Chess | members Alice; Bob
has_characteristics
age: 22
has_characteristics
age: 18
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Figure 9. Final variant of the sample graph
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OWL and RDF descriptions of the sample graph

To make comparison, corresponded OWL and RDF descriptions of the sample graph are given in Table 13 and
Table 14 in the Appendix. They were prepared using Protégé 4.2.

Protégé is developed by the “Stanford Center for Biomedical Informatics Research” at the Stanford University
School of Medicine. This is a tool which allows a user to construct domain ontology, customize data entry forms
and enter data. The tool can be easily extended to access other knowledge based embedded applications. For
example, Graphical widgets can be added for tables and diagrams. Protégé can also be used by other
applications to access the data [protégé, 2012; protege-owl, 2012]. There is an additional option in Protégé,
which serves the storing of ontologies in various relational databases, called OntoBase [Yabloko, 2011]. It should
be noted that the same name “OntoBase” is used in [Pan & Pan, 2006], but without any connection to Protégé.
Figure 10 illustrates the using of Protégé by graphical representation of our sample graph.

The example on Figure 10 and descriptions given in the Appendix show that the sentence:
“OWL and RDF are easy readable by humans”
is not the all truth.

Linearization the information is suitable solution for telecommunication and computer processing, but it is not
easy understandable by humans. Let remember two dimensional representation of the sample graph. What is
presented in four rows in Table 11 is the same as one presented on the pages with small font in the Appendix.

containg ow Search Clear

e ] e ] o
-] (B[ alafalq [a]6]a =]8] [B]s] alFE

" > = # Chess Object property assertions:
Chess mambars Alica

Chess mambars Bob
Data property assertions:
Chess typa “"group”

T

Object property assertions: ‘ Alice
\ Alica knows Bob
3 _| Alice is_mamber Chass 7’

Data property assertions:
Alica Agea "18”

v
#
‘ Bob Object property assertions:
Bob is_mambar Chass

Bob knows Alica

ol

Data property assertions:
Bob Aga "2

Figure 10. Protégé graphical representation of the sample graph
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Conclusion

In January 1978, John F. Shoch from “Xerox Palo Alto Research Center” had written a very interesting note
[Shoch, 1978a]. Later in the same year he had published this note in the paper [Shoch, 1978b]. This classical
paper became as a mile stone in the further research concerning the naming, addressing and routing at the first
place with its “extremely general definition” [Shoch, 1978al:

The “name” of a resource indicates “what” we seek,
an “address” indicates “where” it is, and
a “route” tell us *how to get there”.

This definition gives us a quick and intuitive understanding of the fundamental concepts of haming. Informally, a
name is a string of symbols that identifies an object, thus both a human readable text-string and a binary number
can be a name. Ideally, all objects would be named and handled in a uniform manner [Jording & Andreasen,
1994].

Shoch gave “some further detail to flesh this out” [Shoch, 1978a]:

I. A “name” is a symbol, usually a human-readable string, identifying some resource, or set of resources.
The name (what we seek) needs to be bound to the address (where it is).

[I. An “address”, however, is the data structure whose format can be recognized by all elements in the
domain, and which defines the fundamental addressable object. The address (where
something is) needs to be bound to the route (how to get there).

Il. A “route’ is the specific information needed to forward a piece of information to its specified address.
Thus, a “hame” may be used to derive an “address”, which may then be used to derive a “route”.

There is an interesting similarity between this structure and mechanisms used in programming languages (where
one must bind a value to a variable), or in operating systems (where one must link a particular piece of code into
a module) [Shoch, 1978a].

Shoch's definition failed to capture that addresses are names too and names must eventually be mapped to
routes [Jording & Andreasen, 1994]. In this sense, the idea of NL-addressing is fo use encoding of the name as
route in a multi-dimensional information space and this way to speed the access to stored information.

In this paper, firstly our attention was paid to addressing and naming (labeling) in graphs with regards to
introducing the NL-addressing in graphs. A sample graph was analyzed to find its proper representation by
triples.

Taking in account the interrelations between nodes and edges, we saw that a “multi-layer” representation is
possible and the identifiers of nodes and edges can be avoided. As result of the analysis of the examples, the
advantages and disadvantages of the multi-layer representation of graphs were pointed and the conclusion was
that if we will use the indexed files or relational data bases, the disadvantages of such data models may make the
implementation impossible.

A solution of this problem may be the using of NL-addressing which consists in assuming the internal computer
codes of letters as co-ordinates in multi-dimensional information space. Different words and phrases have
different lengths and require using of addressing with variable length of the co-ordinate arrays, i.e. to have
variable dimensions in one and the same time. Such addressing we call “multidimensional”.

Our starting point of realization of our approach was the Multi-Domain Information Model (MDIM) [Markov, 2004]
and corresponded Multi-Domain Access Method (MDAM) [Markov, 1984], which we upgraded to NL-addressing
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approach to apply for storing graphs. The possibility to use coordinates is good for graph models where it is
possible to replace search with addressing. Hence, the advantages of the numbered information spaces are:

— The possibility to build growing space hierarchies of information elements;

— The great power for building interconnections between information elements stored in the information
base;
— The practically unlimited number of dimensions (this is the main advantage of the numbered information
spaces for graphs where it is possible "to address, not to search");
The NL-addressing and multi-layer organization of the information, together with the model of representing the
characteristics, are good basis for implementing this approach for real solutions.

Appendix

Table 13. The Protégé QWL description of the sample graph

Prefix(owl:=<http://www.semanticweb.org/wiki/ontologies/2013/2/untitled-ontology-18#http://www.w3.0rg/2002/07 owl#>)
Prefix(rdf:=<http://www.semanticweb.org/wiki/ontologies/2013/2/untitled-ontology-18#http://www.w3.0rg/1999/02/22-rdf-syntax-ns#>)
Prefix(xml:=<http://www.semanticweb.org/wiki/ontologies/2013/2/untitled-ontology-18#http://www.w3.org/XML/1998/namespace>)
Prefix(xsd:=<http://www.semanticweb.org/wiki/ontologies/2013/2/untitled-ontology-18#http://www.w3.0rg/2001/XMLSchema#>)
Prefix(rdfs:=<http://www.semanticweb.org/wiki/ontologies/2013/2/untitled-ontology-18#http://www.w3.0rg/2000/01/rdf-schema#>)

Ontology(<http://www.semanticweb.org/wiki/ontologies/2013/2/untitled-ontology-18#http://www.semanticweb.org/wiki/ontologies/2013/2/untitled-ontology-
18>

Declaration(Class(<http://www.co-ode.org/ontologies/ont.owl#Club>))
Declaration(Class(<http://www.co-ode.org/ontologies/ont.owl#People>))
Declaration(ObjectProperty(<http://www.co-ode.org/ontologies/ont.owl#is_member>))
AnnotationAssertion(<http://www.co-ode.org/ontologies/ont.owl#since> <http://www.co-ode.org/ontologies/ont.owl#is_member> ")
InverseObjectProperties(<http://www.co-ode.org/ontologies/ont.owl#members> <http://www.co-ode.org/ontologies/ont.owl#is_member>)
InverseFunctionalObjectProperty(<http://www.co-ode.org/ontologies/ont.owl#is_member>)
Declaration(ObjectProperty(<http://www.co-ode.org/ontologies/ont.owl#knows>))
AnnotationAssertion(<http://www.co-ode.org/ontologies/ont.owl#since> <http://www.co-ode.org/ontologies/ont.owl#knows> ™)
Declaration(ObjectProperty(<http://www.co-ode.org/ontologies/ont.owl#members>))
AnnotationAssertion(<http://www.co-ode.org/ontologies/ont.owl#since> <http://www.co-ode.org/ontologies/ont.owl#members> ")
InverseObjectProperties(<http://www.co-ode.org/ontologies/ont.owl#members> <http://www.co-ode.org/ontologies/ont.owl#is_member>)
FunctionalObjectProperty(<http://www.co-ode.org/ontologies/ont.owl#members>)
Declaration(DataProperty(<http://www.co-ode.org/ontologies/ont.owl#Age>))
DataPropertyDomain(<http://www.co-ode.org/ontologies/ont.owl#Age> <http://www.co-ode.org/ontologies/ont.owl#People>)
DataPropertyDomain(<http://www.co-ode.org/ontologies/ont.owl#Age> DataAllValuesFrom(<http://www.co-ode.org/ontologies/ont.owl#Age>
<http://www.w3.0rg/2001/XMLSchema#decimal>))
Declaration(DataProperty(<http://www.co-ode.org/ontologies/ont.owl#type>))
DataPropertyDomain(<http://www.co-ode.org/ontologies/ont.owl#type> DataAllValuesFrom(<http://www.co-ode.org/ontologies/ont.owl#type>
<http://www.w3.0rg/2000/01/rdf-schematLiteral>))
Declaration(NamedIndividual(<http://www.co-ode.org/ontologies/ont.owl#Alice>))
ClassAssertion(<http://lwww.co-ode.org/ontologies/ont.owl#People> <http://www.co-ode.org/ontologies/ont.owl#Alice>)
ObjectPropertyAssertion(Annotation(<http://www.co-ode.org/ontologies/ont.owl#since> "2005/07/01") <http://www.co-
ode.org/ontologies/ont.owl#is_member> <http://www.co-ode.org/ontologies/ont.owl#Alice> <http://www.co-ode.org/ontologies/ont.owl#Chess>)
ObjectPropertyAssertion(Annotation(<http://www.co-ode.org/ontologies/ont.owl#since> "2001/10/03") <http://www.co-ode.org/ontologies/ont.owl#knows>
<http://www.co-ode.org/ontologies/ont.owl#Alice> <http://www.co-ode.org/ontologies/ont.owl#Bob>)
DataPropertyAssertion(<http://www.co-ode.org/ontologies/ont.owl#Age> <http://www.co-ode.org/ontologies/ont.owl#Alice> "18")
Declaration(NamedIndividual(<http://www.co-ode.org/ontologies/ont.owl#Bob>))
ClassAssertion(<http://www.co-ode.org/ontologies/ont.owl#People> <http://www.co-ode.org/ontologies/ont.owl#Bob>)
ObjectPropertyAssertion(Annotation(<http://www.co-ode.org/ontologies/ont.owl#since> "2011/02/14") <http://www.co-
ode.org/ontologies/ont.owl#is_member> <http://www.co-ode.org/ontologies/ont.owl#Bob> <http://www.co-ode.org/ontologies/ont.owl#Chess>)
ObjectPropertyAssertion(Annotation(<http://www.co-ode.org/ontologies/ont.owl#since> "2001/10/04") <http://www.co-ode.org/ontologies/ont.owl#knows>
<http://www.co-ode.org/ontologies/ont.owl#Bob> <http://www.co-ode.org/ontologies/ont.owl#Alice>)
DataPropertyAssertion(<http://www.co-ode.org/ontologies/ont.owl#Age> <http://www.co-ode.org/ontologies/ont.owl#Bob> "22")
Declaration(NamedIndividual(<http://www.co-ode.org/ontologies/ont.owl#Chess>))
ClassAssertion(<http://www.co-ode.org/ontologies/ont.owl#Club> <http://www.co-ode.org/ontologies/ont.owl#Chess>)
ObjectPropertyAssertion(Annotation(<http://www.co-ode.org/ontologies/ont.owl#since> "2011/02/14") <http://www.co-ode.org/ontologies/ont.owl#members>
<http://www.co-ode.org/ontologies/ont.owl#Chess> <http://www.co-ode.org/ontologies/ont.owl#Bob>)
ObjectPropertyAssertion(Annotation(<http://www.co-ode.org/ontologies/ont.owl#since> "2005/07/01") <http://www.co-ode.org/ontologies/ont.owl#members>
<http://www.co-ode.org/ontologies/ont.owl#Chess> <http://www.co-ode.org/ontologies/ont.owl#Alice>)
DataPropertyAssertion(<http://www.co-ode.org/ontologies/ont.owl#type> <http://www.co-ode.org/ontologies/ont.owl#Chess> "group")
Declaration(AnnotationProperty(<http://www.co-ode.org/ontologies/ont.owl#since>))

)
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Table 14. The Protégé RDF description of the sample graph

<?xml version="1.0"?>
<IDOCTYPE rdf:RDF [
<IENTITY owl "http://www.w3.0rg/2002/07 /owl#" >
<IENTITY xsd "http://www.w3.0rg/2001/XMLSchema#" >
<IENTITY rdfs "http://www.w3.0rg/2000/01/rdf-schema#" >
<IENTITY ont "http://www.co-ode.org/ontologies/ont.owl#" >
<IENTITY rdf "http://www.w3.0rg/1999/02/22-rdf-syntax-ns#" >
<IENTITY owl "http://www.semanticweb.org/wiki/ontologies/2013/2/untitled-ontology-18#http://www.w3.0rg/2002/07 fowl#" >
<IENTITY xsd "http://www.semanticweb.org/wiki/ontologies/2013/2/untitled-ontology-18#http://www.w3.0rg/2001/XMLSchema#" >
<IENTITY xml "http://www.semanticweb.org/wiki/ontologies/2013/2/untitled-ontology-18#http://www.w3.0org/XML/1998/namespace” >
<IENTITY rdfs "http://www.semanticweb.org/wiki/ontologies/2013/2/untitled-ontology-18#http://www.w3.0rg/2000/01/rdf-schema#" >
<IENTITY rdf "http://www.semanticweb.org/wiki/ontologies/2013/2/untitled-ontology-18#http://www.w3.0rg/1999/02/22-rdf-syntax-ns#" >
>
<rdf:RDF xmIns="http://www.semanticweb.org/wiki/ontologies/2013/2/untitied-ontology-18#http://www.semanticweb.org/wiki/ontologies/2013/2/untitled-
ontology-18#"
xml:base="http://www.semanticweb.org/wiki/ontologies/2013/2/untitled-ontology-18#http://www.semanticweb.org/wiki/ontologies/2013/2/untitled-ontology-
18"
xmins:rdfs="http://www.w3.0rg/2000/01/rdf-schema#"
xmins:ont="http://www.co-ode.org/ontologies/ont.owl#"
xmins:owl="http://www.w3.0rg/2002/07/owl#"
xmins:xsd="http://www.w3.0rg/2001/XMLSchema#"
xmins:rdf="http://www.semanticweb.org/wiki/ontologies/2013/2/untitled-ontology-18#&rdf;"
xmins:xml="http://www.semanticweb.org/wiki/ontologies/2013/2/untitled-ontology-18#http://www.w3.org/XML/1998/namespace">
<owl:Ontology rdf:about="http://www.semanticweb.org/wiki/ontologies/2013/2/untitled-ontology-
18#http://www.semanticweb.org/wiki/ontologies/2013/2/untitled-ontology-18"/>
<l--
T
I/ Annotation properties
i,
->
<I-- http://www.co-ode.org/ontologies/ont.owl#since -->
<owl:AnnotationProperty rdf:about="&ont;since"/>

<l--
T T
I/ Object Properties
e,

-->

<I-- http://www.co-ode.org/ontologies/ont.owl#is_member -->
<owl:ObjectProperty rdf:about="&ont;is_member">
<rdf:type rdf:resource="&owl;InverseFunctionalProperty"/>
<ont:since></ont:since>
</owl:ObjectProperty>

<I-- http://www.co-ode.org/ontologies/ont.owl#knows -->

<owl:ObjectProperty rdf:about="&ont;knows">
<ont:since></ont:since>

</owl:ObjectProperty>

<I-- http://www.co-ode.org/ontologies/ont.owl#members -->
<owl:ObjectProperty rdf:about="&ont;members">

<rdf:type rdf:resource="&owl;FunctionalProperty"/>

<ont:since></ont:since>

<owl:inverseOf rdf:resource="&ont;is_member"/>
</owl:ObjectProperty>

<l
T
|/ Data properties
L

>

<I-- http://www.co-ode.org/ontologies/ont.owl#Age -->
<owl:DatatypeProperty rdf.about="&ont;Age">
<rdfs:domain rdf:resource="&ont;People"/>
<rdfs:domain>
<owl:Restriction>
<owl:onProperty rdf:resource="&ont;Age"/>
<owl:allValuesFrom rdf:resource="&xsd;decimal"/>
</owl:Restriction>
</rdfs:domain>
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</owl:DatatypeProperty>

<I-- http://www.co-ode.org/ontologies/ont.owl#type -->
<owl:DatatypeProperty rdf:about="&ont;type">
<rdfs:domain>
<owl:Restriction>
<owl:onProperty rdf:resource="&ont;type"/>
<owl:allValuesFrom rdf:resource="&rdfs;Literal"/>
</owl:Restriction>
</rdfs:domain>
</owl:DatatypeProperty>

<l--
i
Il Classes
o nm

-->

<I-- http://www.co-ode.org/ontologies/ont.owl#Club -->
<owl:Class rdf:about="&ont;Club"/>

<I-- http://www.co-ode.org/ontologies/ont.owl#People -->
<owl:Class rdf:about="&ont;People"/>

<l--
i
/I Individuals
i

-->

<I-- http://www.co-ode.org/ontologies/ont.owl#Alice -->
<owl:Namedindividual rdf:about="&ont;Alice">
<rdf:type rdf:resource="&ont;People"/>
<ont:Age>18</ont:Age>
<ont:knows rdf:resource="&ont;Bob"/>
<ont:is_member rdf:resource="&ont;Chess"/>
</owl:NamedIndividual>
<owl:Axiom>
<ont:since>2001/10/03</ont:since>
<owl:annotatedSource rdf:resource="&ont;Alice"/>
<owl:annotatedTarget rdf:resource="&ont;Bob"/>
<owl:annotatedProperty rdf:resource="&ont;knows"/>
</owl:Axiom>
<owl:Axiom>
<ont:since>2005/07/01</ont:since>
<owl:annotatedSource rdf:resource="&ont;Alice"/>
<owl:annotatedTarget rdf:resource="&ont;Chess"/>
<owl:annotatedProperty rdf:resource="&ont;is_member"/>
</owl:Axiom>

<I-- http://www.co-ode.org/ontologies/ont.owl#Bob -->
<owl:NamedIndividual rdf:about="&ont;Bob">
<rdf:type rdf:resource="&ont;People"/>
<ont:Age>22</ont:Age>
<ont:knows rdf:resource="&ont;Alice"/>
<ont:is_member rdf:resource="&ont;Chess"/>
</owl:NamedIndividual>
<owl:Axiom>
<ont:since>2011/02/14</ont:since>
<owl:annotatedSource rdf:resource="&ont;Bob"/>
<owl:annotatedTarget rdf:resource="&ont;Chess"/>
<owl:annotatedProperty rdf:resource="&ont;is_member"/>
</owl:Axiom>
<owl:Axiom>
<ont:since>2001/10/04</ont:since>
<owl:annotatedTarget rdf:resource="&ont;Alice"/>
<owl:annotatedSource rdf:resource="&ont;Bob"/>
<owl:annotatedProperty rdf:resource="&ont;knows"/>
</owl:Axiom>

<I-- http://www.co-ode.org/ontologies/ont.owl#Chess -->

<owl:NamedIndividual rdf:about="&ont;Chess">
<rdf:type rdf:resource="&ont;Club"/>
<ont:type>group</ont:type>
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<ont:members rdf:resource="&ont;Alice"/>
<ont:members rdf:resource="&ont;Bob"/>
</owl:NamedIndividual>
<owl:Axiom>
<ont:since>2005/07/01</ont:since>
<owl:annotatedTarget rdf:resource="&ont;Alice"/>
<owl:annotatedSource rdf:resource="&ont;Chess"/>
<owl:annotatedProperty rdf:resource="&ont;members"/>
</owl:Axiom>
<owl:Axiom>
<ont:since>2011/02/14</ont:since>
<owl:annotatedTarget rdf:resource="&ont;Bob"/>
<owl:annotatedSource rdf:resource="&ont;Chess"/>
<owl:annotatedProperty rdf:resource="&ont;members"/>
</owl:Axiom>
</rdf:RDF>

<l-- Generated by the OWL API (version 3.4.2) http://owlapi.sourceforge.net -->
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COMMON BUILDING ISSUES OF KNOWLEDGE-BASED MANAGEMENT
INFORMATION SYSTEM FOR SUPPORTING PERSONNEL MOTIVATION

Elena Antonova, Nikita Lyalyakin

Abstract: The possibility of creating a knowledge-based management information systems (MIS) for support of
solving personnel motivation tasks in principle is considered in this article, there is an emphasis and description of
the main issues that need to be addressed when developing such systems.

Keywords: management information systems.

KoppekTHoe (pyHKLMOHMPOBaHWE N0BON CUCTEMBI YNPABEHUS 3aBUCUT B NEPBYIO 04epedb OT NPaBUIbHOCTY U
CBOEBPEMEHHOCTW MPUHATUS PelleHnn CyObeKTOM ynpaBneHus (nuua, npuHMMarowero peenus - JIMP).
YnpaBneHue npeanpusaTuem SBRSETCS MHOMOLENEBbIM, NpU 3TOM NPaBUIbHOCTb U CBOEBPEMEHHOCTb MPUHATUS
PELLEHNA — 3TO HeobXxoauMoe YCroBWe LOCTWKEeHUs Lenei oprannsaumn. Cpean Leneit pasHoOro ypoBHS
BbIZENAT CTpaTernyeckne, NePCnekTBHbIE M TakTUYeckue, onepaTtusHble. Lienu moryT 6biTb 0bwymmm ans e
OpraHuMsauMM ¥ YacTHbIMM [N ee pasfMyHbIX MOAPa3AeneHun, MOryT OTANYaTbCA N0 COAEpXaHuio
(3KOHOMMYECKWe, CcoLManbHble, OpraHU3aLUMOHHbIE, TEXHWYECKUE, MPOU3BOACTBEHHbIE), HOCUTL KOMMIEKCHBIN
xapakTtep, ObITb MPOMEXYTOYHBIMUA M KOHEYHbIMK [YnpaBsneHue opraHusauumen, 2001]. KnoueBbiM 06bEKTOM
yNpaBreHus ABNSIOTCA COTPYAHWKW OpraHu3aummn, obnagatoLyne COBOKYMHOCTBID NCUXO(U3NYECKUX CBOWCTB U
CUTYaLMOHHbIX  (PaKTOpOB, KOTOpble 0OYCNaBMMBAlOT —Criyyan MPOSBMEHMSt T.H. «HEHadéXHOCTW» -
3abbIBYMBOCTH, HEKAYECTBEHHOIO, MEASIEHHOTO MM HE3I((EKTUBHOMO BbINOMHEHNS CryxebHbIX 0Bs3aHHOCTEN,
HeraTMBHO BIMAIOWMX Ha OOCTWXEHUEe Lenen opraHusaumu. [Ans OOCTUXEHUS BbllLenepeyncineHHbIX Lenen
NpeanpuaTAs, NPeaoTBPaLLEHNst HEHaAEXHOCTN NepcoHana W CHUKEHWS HEraTMBHOTO ddekta UCMomnb3ayT
MOTVBaLMM — BO3AENCTBUS HA MOBEOEHWE COTPYAHMKOB. KOMMnekc mMOoTMBaUMA NpeacTaBnser coboi T.H.
NOMUTIKY MOTUBALMK.

[ns nomowum JIMNP B BbINOMHEHWUM Mx 00S13aHHOCTEN CYLLECTBYET KMacc CUCTEM MOAAEPXKKM NPUHATUS PELLEHMI
(CMNP), B kotopom BoigenawT nogknacc UC meHemkmeHTa. MC MeHegxMeHTa - 3TO WHTErpupoBaHHas
YenoBeKo-MalMHHan cuctema, obecneunBatoLlas MHGopMaLmen, HeobxoanMon Ans onepauuin, MeHeDKMEHTa
W NpUsTUS pelleHnii B opraHu3auusx. CMCTeMbl WCMOMb3YIOT KOMMbIOTEPHYID TEXHWKY W NPOrpaMMHOe
obecneyeHne, MOAENM yNpaBleHNs 1 NPUHATUS peLLeHni, a Takke 6a3y gaHHbIx [Davis, 1974].

ABTOMaTW3aLNS MPOLECCOB B COBPEMEHHON OpraHu3alM, Kak NpaBumio, NoapasyMeBaeT MCMonb3oBaHWe
NHCOPMALIMOHHbIX CUCTEM YNpaBNEHWst NepCOHaroM, peLlatLux criesytolme 3agaqm:

1. ynpaBreHue NMYHON MHhopMaLIen O COTPYAHMKAX;
2. OTYETHOCTb M aHann3 MHAOPMaLMM O COTPYAHMKAX;

3. ynpasneHue pr,ElOBOI7I ﬂOKyMeHTaLLI/IeIh opraHusauuu, B T.M. pykoBoacTBamu [nOns COTPYAHWKOB,
pernameHTamu, npaBunamn TEXHNKN Be3onacHocTm, OXpaHbl TPyaa U 1.4.;

4. ynpaBneHue obyyeHnem;

5. ynpaBneHue 3apnnarton 1 npeMuamu;
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6. perucTpaums 1 ynpasneHue pestome.

3apaun pas3paboTkm MOMMTUKM MOTMBALMKM COTPYAHWKOB, BbiBOpa, MPUMEHEHWS W OLEHKM 3DPEKTUBHOCTM
MOTMBALMN NOMHOCTBIO BbINOMHSIOTCS MEHEI)KMEHTOM OpraH13aLni 1 oTAenaM1 KagpoB, W, HECMOTPS Ha CBOKO
BaXHOCTb, Ha MPOTSHXKEHUM BCel uctopum passutus MC meHemkMeHTa He paccMaTpuBannChb Kak OObEKT
4aCTUYHOM MNW nonHon aeTomatu3aumn [Management Information Systems, 1995] [Power, 2011] . Pewwenue
noaoOHbIX 3aday HEBO3MOXHO MONMHOCTHIO ABTOMATWU3MPOBATb B cury  cneuudukm npegmeTHoi obnactn —
COLManbHO-NCMXONOrMYeCckoro  npouecca Ha  NpeanpusTM, -  O4HAKO  BO3MOXHO  NpeaocTaBUTb
aBTOMATU3VNPOBAHHYIO MOAAEPKKY MEHEMKMEHTY npeanpusaTthsa. Cuctema, okasbiBatoLLas TakoByl NOLOEPKKY,
JOMKHa BbITb WHTENNeKTyanbHOW, T.e. OBBLACHATL MOTMBbLI TEX WIW UHBIX NpeanaraembiX pelleHuin. B xoge
AMNNOMHOM paboTbl M OCBOEHMs momydeHHoro rpaHTa [OBlY, 2010] 6bin npoBeaéH aHanmu3 NpeaMEeTHOM
obrnactm «npegoTBpaLleHne HeHaoéXHOCTM MepcoHana», CrpOEKTUPOBAH W peann3oBaH MPOTOTMN CUCTEMbI
OLEHK/ MOTWMBALMA Kak COCTABHOM YaCTW CUCTEMbl WHTENNEKTyanbHOM MOAAEPKKA Npu  ynpaBneHun
nepcoHanom. lpogenaHHas pabota u AanbHewwme wccnepoBaHust knacca MC meHemxMeHTa npuenu K
BblJENEHNI0 CriedylowWwmx NATW  NpUHUMNManbHbIX  npobnem, KoTopble  HeoGXOAMMO pewnTb B Xoae
NPOEKTUPOBAHMSA U peann3aumn uHTennekTyansHon C MeHemKkMeHTa NOAAEPKKN peLleHns 3agad MoTUBaLMM
nepcoHana:

1. Boibop mogenu NpeacTaBneHus 3HaHUA O JIMYHOCTSX COTPYAHMKOB, WX MPEANOYTEHUA W OXWGaHWn oT
paboyero npoecca.

B WC meHemxMeHTa NOAAEPXKN PeLleHUst 3ahady MOTWUBALMM NepcoHana HeaocTaToOMHO OAHOW Nlb Gasbl
[aHHbIX, COAEPXaLlel 3annucu O COTPYOHMKAX M WX NCUXO(M3NYECKME XapaKTepUCTUKW. Hanuume cuctembl
MpaBun 1 3aBUCUMOCTEN MEXOY XapaKTepUCTUKAMU COTPYOHMKOB U SP(EKTUBHOCTHIO MPUMEHSIEMbIX K HUM
MOTWBALMA, a Takke BHOBb pa3pabaTblBaemblx METOAMK TECTUPOBAHMS MepcoHana Ha npeamer
YAOBNETBOPEHHOCTI MOTPEGHOCTEN U OXMOAHUA W OLEHKM NMYHOMO OTHOLUEHMSI K MOTMBALMSM C MOMOLLbO
ONPOCHIKOB 00YCnaBnMBaeT HeOBXOAMMOCTb MCMONb30BAHMS MOMOMHAEMON 6a3bl 3HAHWN.

CnoXHOCTb NPEeACTaBNEHNS 3HAHWN O COTPYAHWKAX U MOTUBALMSX, BEPOSITHO, He MO3BOMINT UCMONL30BATL ANS
3TUX Lienen eayHCTBEHHYID MOAENb, HO BbIHYAUT WCMONb30BATb CIOXHYI, CMELaHHY mMogenb. BbibpaHHble
MOZenvM AOMKHbI obecneunBatb BCHO MOMHOTY NPEACTaBIEHUS 3HAHWA O MPUMEHMMOCTM BO3AEMCTBUM K
COTPYAHUKaM C OnpedenéHHbIMKA NCUXO(U3NYECKUMI XapaKTepUcTKaMu nona, BospacTta, TemnepameHTa U
HEKOTOpbIMK ApYruMM CBOWMCTBaMU. Tak, paspabatbiBaemas WC meHemKMEHTa [OSKHA, OCHOBbLIBASICb Ha
YKa3aHHbIX 3HaHUSX, BCEraa MMETb YETKU OTBET Ha BOMPOCHI: «KaKyld MOTMBALMIO MPUMEHWUTb K AAHHOMY
COTPYAHWKY?», «ByaeT M1 AaHHas MOTMBaUMS Hanbonee 3h(EKTUBHOI Ha 3TOM yyacTke paboT?» U «HACKOMbKO
CHU3NTCS 3 EKTUBHOCTb MOTMBALW NOCTIE CAEAYIOLLEr0 NPUMEHEHNA?Y.

2. Beibop Teopum moTuBaLmm.

[o Havana paspabotkn UC meHemkmeHTa Heobxoaumo BbibpaTb Hanbonee MOAXOAALLYI0 C TOYKM 3PEHUs
(hopmanusaLmu 1 aBToMaTM3aLmuy TEOPUK0 MOTUBALMM, KOTOPAs NSHXKET B OCHOBY BCEW CUCTEMBI, T.€. 06ecneunTb
OCHOBY Ans (hopMasbHOM MOAENM MOTUBALMIA KaK COLManbHO-MCUXONOrMYECKOro npoLecca 1 HenocpeaCcTBEHHO
Npon3BecTy npoLecc popmanuaaLmm.

B HacTosiee Bpems BbIAENSIOT 4BE rpynMnbl TEOPUA MOTUBALIMK: COLepaTenbHble 1 npoLeccyanbHble. epsble
OCHOBaHbl Ha aHann3e NOTPEBHOCTEN YenoBeka; BTOPbIE — Ha OLEHKE CUTyauui, BO3HMKAIOWMX B npolecce
MoTMBaLun. ABTopami Hambonee WM3BECTHbIX COAepkKaTenbHbIX Teopuin MoTuBaumu siensiotcs A. Macnoy, K.
Anbgepdep, 0. MakKennaHg n ®.l'epubepr. LUnpoko WM3BECTHON U 4acTO LMTMPyeMOi sBnsieTca Teopus A.
Macnoy - «IMupammaa Macnoy» unm «Mupammaa notpebHoCTENR YenoBekay.
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/3 npoueccyanbHbIX TEOpUA MOTMBALMW OBBIYHO OTMEYAIOT TEOPUID OXMAAHUS, TEOPUID CMpaBeaIMBOCTU M
mozent [lopTepa-Nlaynepa. B Teopuw cnpaBeanMBOCTM MOAYEPKMBAETCS BaXHOCTb COOTHOLIEHWA MEXZy
YCUINMSMM  YNEHOB KOMMEKTUBA W MONYYaeMbIMU BO3HArpaxgeHWsIMW: €eCnn YenoBeK CUMTaeT, UTO ero
HEeAO0OLEHNBAIOT, TO MOTMBALMA W pe3ynbTaTUBHOCTb Tpyfda CHWXatoTcs. OOHaKo 3TU Teopun CKOpee HOCAT
XapakTtep runoTe3 WM pekOMeHZauuW, W, Kak NpaBuno, He MPUMEHSIIOTCS MeHemKepamu OpraHM3aLuii.
CoBpeMeHHble CUCTEMbl MOTUBALMW OPUEHTUPOBAHbLI Ha Pa3BUTWE TBOPYECKMX CMOCOBHOCTEN U MHWLWATUBbI
COTPYAHWKOB, TyMaHu3auuto Tpyda, MapTHEPCKME OTHOLIEHWS B KOMMEKTMBe, COrfacoBaHWe WHTEpPecoB
OpraHu3auv, noapasaeneHuin u Bcex rpynn nepcoHana [Camoykuna, 2006].

Mpu BbiGOpE TEOpUM MOTMBALMM HEOOXOAMMO Y4YWTbIBaTL BIMSHWE HA MPUMEHUMOCTb M 3EKTUBHOCTL
MOTMBALN NMCUXO(U3NYECKINX XapaKTEPUCTUK COTPYAHUKOB. A Takke BO3MOXHOCTb aBTOMAaTU3aLMu U3MepPeHUs
W XpaHEHUs TaKOBbIX XapaKTepUCTUK. Tak, HEKOTOpble aBTOPbl [7] MPMBOAAT 3aBUCUMOCTL MeXZy PasHbIMU
TUNaMM TEMNEPaMEHTOB W MPUMEHUMbIMWA TUMAMWU MOTWUBALMIA: B Pa3NnYHbIX CUTYyaUUsX NpUMEHeHue psaa
MOTMBaLMA K COTPYAHWKaM C OnpefenéHHbIMM TUNamu TEMMNEPAMEHTOB KpalHe HeXenaTenbHO, T.K. MOXET
BbI3BaTb OTPULATENbHbIA 3CHEKT, U HAOBOPOT, NPUMEHEHNE APYTMX MOTUBALMIA K 9TUM Xe COTPYAHMKaM MOXeET
JaTb KONoCCanbHbIA MPUPOCT 3GEKTUBHOCTU pPeLLeHMs 3adady. Tak Kak mogobHble XapaKTEPUCTMKM, Kak
NpaBurno, BLISBNSIOTCA C  MOMOLGID  TECTMPOBAHUS UM aHKETUPOBAHMSA, T.e. SABMAKOTCA  BMOMHE
KOMMbKOTEPU3MPYEMBIMU, HEOBXOAMMO NPEAYCMOTPETb BO3MOXHOCTb MX BBOZA B pa3pabaTbiBaemyo CUCTEMY.

3. Bblbop kaHanoB focTaBkM MOTUBALK.

B 3aBucumoctyn ot Xapaktepa p860TbI COTpyOHUKa (O(*)VICHaﬂ nnn nonesad, NOCTOAHHAA U nepmonmquKaﬂ),
Xapaktepa MoTuBalun (I/IH,D,VIBVI,EI,yaJ'IbHaﬂ, KOJ'IJ'IeKTMBHaﬂ) n I'ICI/1XOCbI/I3I/I‘-IeCKI/1X XapaKTepucTuK COTPYAHUKA
BO3MOXXHO NpuMeHeHe pa3nn4vHbIX KaHanoB JOCTaBKK MOTMB&LI,VIVI.

Mo cnocoby [oCTaBKM KaHasbl MOXHO PasgennTb Ha:
(hU3NYECKIIA: BPYYEHWE NPEMUIA, NOBBILLEHWE 3apnnaThl, BPyYeHe NaMATHbIX NO4APKOB 1 AUMIIOMOB;
BMPTyarbHbIi: OTMpaBka MOTMBMPYOLMX e-mail n SMS-coobLueHuit, ucnonb3oBaHWe BUPTYasbHbIX [OCOK
noyéra.
Mo HanpaBNEHHOCTM KaHasbl MOXHO Pa3aennTb Ha:
1. nepcoHarnbHbIi: NPUMEHEHWE MOTUBALMK K COTPYAHMKY Ge3 u3BeLyeHns 06 3TOM OCTanbHbIX
YNEHOB KOMNeKTUBa;
2. KONNEKTWBHbIN: NyOnnYHOE NPYMEHEHe MOTUBALMM, HanpaBneHHOe Ha NOBbILEHNE LIEHHOCTY
COTPYZHWKA B rNasax ero Konmer 1 noBbILEHWE CaMOOLIEHKN COTPYAHMKA.
4. Bbibop MeTO0B OLEHKN 3GhDEKTUBHOCTI MOTUBALIMIA M MPOrHO3MPOBAHNS 3GEKTUBHOCTI MOTUBALINIA.

Hanuune wuctopum NpUMEHEHUs MOTMBAUWA K COTPYOHMKAM W KOPPEMSLMOHHLIX 3aBUCMMOCTEN MEXIY
MPUMEHSIEMBIMIA  MOTUBALMAMU U 3HDEKTUBHOCTBH) BbINOMHEHUS OOMKHOCTHbIX 0BS3aHHOCTEN MNO3BONSET
FOBOPUTb O MPUHLMMWANBHON BO3MOXHOCTW pa3paboTki METOAOB OLEHKM 3GhheKTMBHOCTU MOTMBALMIA. Kpome
TOrO, Hanuune opmarnbHOM MOAEMNM CoLMarnbHO-NCUXOMOrMYeCcKoro npowecca (4To BbINo paccMOTPEHO paHee)
no3BONsieT  WCMOMb30BaTb METOAbl MPOrHO3MPOBaHUS BENUYMH  3hpeKTUBHOCTM MoTUBaumn. OpHako
pa3paboTka BO3MOXHbIX METOLOB OLEHKM 3D(PEKTUBHOCTM W NPOrHO3MPOBaHUS 3TON BENUYMHBI, anpobauus u
BbIOOP Hanbonee ka4eCTBEHHOO U3 3TUX METOLOB ABNSIETCS HEPELIEHHOW HA AAHHDBIA MOMEHT Npo6neMON.

5. OnpefeneHne MecTa CO3AaBaeMOIl CUCTEMbI CPeAM WH(OPMALMOHHBIX CUCTEM TNpeanpusTis U eé
nHTerpauus ¢ IC meHemkmeHTa, VC ynpaBrneHusi nepcoHanom 1 apyriMm nporpamMMHbIMIA CUCTEMaMMU.

NC MeHemKMeHTa NnoadepXkn peleHna 3adad MoTuBauMu nepcoHana [ormkKHa Co3aaBaTbCA C y‘-IéTOM
BHe,El,péHHbIX Ha NpeanpuaTnn npovnx NC meHemKMeHTa, aBTOMaTtu3MpoBaHHbIX CUCTEM YynpaBlieHUsA, CUCTEM
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yNpaBreHus MepcoHanoM U ApYyrX NporpaMMHbIX CUCTEM, a TakKke nopsgka WX  MCMOMb30BaHuS.
PaspabatbiBaemas cuctemMa 4OMmKHa UMETb MEXAHW3MbI MHTErpaLun ¢ CUCTEMaMK ynpaBneHns noTokammn pabot
(workflow management), npoektamu (project management), nporpamMHbIMK CPEACTBAMU MAAHWPOBAHUS W
OTCIEXWUBAHNS UCTIONHEHUS 3aay U aBTOMAaTU3MPOBAHHBIMI CUCTEMAMI ONpoca COTPYAHMKOB. [ns nonyyeHus
OLieHKM 3¢peKTUBHOCTU MOTMBaLmMK paspabaTbiaeMas IC MeHemkMeHTa AOIKHA MMETb JOCTYN K PAaCYETHBIM
W aKT4ECKMM CPOKaM BbIMOSHEHWS 3aaHuin COTPYAHUKAMM NPeanpusaTUs, a Takke K nnaHam pyKoBOAUTENe!,
COpPMMPOBAHHBIM B NPOrPaMMHbIX CUCTEMax MNaHMpoBaHus paboT, aHanuaupoBaTb M obpabatbiBaTb WX.
MoMnUMO 3TOro, AOIMKHBI BbITb NPEgyCMOTPEHbI MEXaHW3Mbl BBOAA Pe3yNbTaToB BHELLHUX (B T.4. «(OU3NYECKMXY)
ONpOCOB COTPYAHMKOB NPEANPUATUS B CUCTEMY.

PaccmoTpeHHble npobrnembl, onpegenéxHHo, OTPaXarT He BCE CMOXHOCTM pa3paboTku uHTennektyansHoi UC
MEHEeKMEHTA NOAAEPXKKN PeLLEeHNs 3ajay MOTMBALMKM MEPCOHana, U B XO4e MPOEKTUPOBaHWS 1 pa3paboTku
TaKoM CUCTEMbI BCKPOETCS Lienblil nnacT noboyHbIX BOMpocoB. OfHAKO pelleHne NpeacTaBfieHHbIX npobnem
ABNSIeTCS HEOOXOAMMBIM YCMOBMEM YCMELUHOM pa3paboTku nogoOHOM cucTeMbl 1 06ECneYnT B AOCTATOYHOM
CTENEHN YHUBEPCANbHY0 aBTOMATU3aLMIO.
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AUTHENTICATION BASED ON FINGERPRINTS WITH STEGANOGRAPHIC DATA
PROTECTION

Narek Malkhasyan
Abstract: This paper examines security problems of biometric based authentication. An authentication method is

suggested, which is based on fingerprints with steganographic data protection in all stages of functioning.
Suggested procedures of fingerprint based enrollment and authentication are also functionally described.

Introduction

The increasing computerization of society, together with the prevalence of the internet and "cloud" technologies
leads to the fact that both organizations and individuals increasingly rely on modern informational tools. The
increasingly complex IT infrastructure of enterprises and organizations, along with the changing nature of the
threats and risks make information security a vital issue. However, quite different and effective information
security methods can be practically useless if they are not reinforced by convenient and reliable means of
authentication (identity establishment) of consumers of information services.

Recent years are characterized by steady increase in interest in biometric authentication methods, which are
based on physiological and behavioral characteristics of the user, and which are far better than traditional means,
such as passwords, ID cards, etc.One main reason for this popularity is the ability of biometric technology to
relatively simply and easily distinguish legitimate users from hackers attempting to fraudulently obtain access
rights to information resources[1, 2]. Currently the most common are the technologies based on fingerprint,as
these are the most convenient to use and the most cost-effective. Although, it should be noted that the results for
fingerprints are mostly applicable in other biometric systems after undergoing some minor customizations.

At the same time, an analysis of possible attacks on the authentication system based on fingerprints shows that
one of the major challenges is to ensure the security and integrity of biometric data[3]. It's obvious that the
biometric data, having a high degree of uniqueness, in practice are poorly protected against copying, misuse or
modification. Essentially a biometric authentication system can work properly only if it is able to ensure that
duringenroliment and authentication data have been received from the relevant user and have not been subjected
to external influence[4]. Therefore, from the point of view of facilitating widespread usage of biometric methods,the
task of protecting biometric data, in particular fingerprint data becomes critical.

Fingerprint protection

Fingerprint security can be achieved through the use of cryptographic techniques. Cryptography can be used for
encrypting the fingerprint after scanning to ensure the safe transfer and storage. At the authentication stage both
stored during the enroliment and received by the server fingerprint data are being deciphered for the matching
procedure. The result is the security of fingerprint data, as it cannot be used or modified without the correct
decryption with the corresponding private key. In general, cryptography can be used also to monitor the integrity
of the fingerprint to confirm the authenticity of the source.
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It should be mentioned that in many security applications biometric information is used to generate passwords for
protecting cryptographic keys. A good survey on this problem can be found in [5]. In applications like the one
described above it is critical to protect biometric information especially when it is transmitted remotely through an
insecure channel.

The implementation of the mentioned protection of biometric data through the use of steganographic techniques
[6] seems to befairly promising. While cryptography is primarily focused on techniques designed to make the
encrypted information meaningless to outsiders, steganography is based on the concealment of the fact of the
existence of secret information. As a result steganographic techniques can be used to protect the fingerprint with
the same success providing both security and integrity of data transmitted from the client to the server or stored
on the server. This significantly reduces the chance of unauthorized acquisition of biometric data, thus reducing
the likelihood of misuse or alteration.

In order to monitor the integrity and authenticity of the fingerprint data source, steganography can be used to
embed special labels in the image, often called digital watermarks. The mentioned labels can be embedded both
assymbolic and graphic information. In the process of authentication labelsembedded in the fingerprint image can
be extracted and used to verify the integrity and authenticity. Also the same steganographic techniques can be
used for protecting fingerprint images by embedding them in other, not suspicious objects (such as images) often
called containers. In other words, we can consider two main areas of steganographic protection of fingerprint
data:

* embedding of special labels into fingerprint image for integrity monitoring,

* embeddingof fingerprint images into other images for more secure communication.

Authentication Method

Acombination of these approaches to the steganographic protection is proposed for comprehensive protection of
fingerprint data. At first identification labels will be embedded into the fingerprint image, and thenit will be
embedded into the container for secure communication. In the general case, the authentication is preceded by
user enroliment process, during which the user data is recorded on the server side, and entered into the
appropriate storage [7]. Functional scheme of the proposed enroliment process is shown in Figure 1.

User enrollment is carried out in the following order:

* Images of user’s two different fingers are acquired using a suitable scanner, the first of which will then
be used for authentication and the second one will be used for integrity control.

* Animage is chosen from an archive stored in the user’s computer, which will be used as a container.

* Both scanned fingerprint images are embedded into the container using appropriate steganographic
algorithm and key.

» The filled container together with the user ID (name, nickname, password ...)is sent to the server side.

e The resulting filled container with the appropriate user ID is stored in the storage of fingerprints on the
server side.

In this procedure, any image file (photo, drawing ...) stored on the computer and having a suitable format for the
selected steganographic algorithm can be used as a container. Corresponding selection of steganographic
algorithm and a secret key can provide a high level of protection of the fingerprint data during transmission and
storage on the server. Other files supported by the selected steganographic algorithm, can also be used as a
container in the mentioned scheme (audio, video ...) [6]. It should be noted that the enroliment procedure of a
user is carried out not often, usually only once, therefore, to provide a high level of security it is quite permissible
to use full-sized fingerprint images and large steganography container files.
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Figure 1. Functional Scheme of User Registration Procedure

Obviously, during the authentication stage the same fingers of the user should be scanned and securely
transmitted to the server. To provide a higher level of secrecy of the data transmission it is possible to use
synthetic or real image of some fingerprint as a container. This image is not really involved in the authentication
and only distracts the attention of potential adversary who can intercept the information passed through an open
channel. At the same time it is necessary to consider that from security perspective, the amount of embedded
information should be much smaller than the volume of the container[8]. Therefore, it is proposed to extract a
fragment from the first fingerprint image, which has suitable dimensions for embedding, and yet contains
sufficient information for authentication. Additionally it is proposed to use minutiae points extracted from the
second fingerprint image as a digital watermark, which must be embedded into the first fingerprint image to
ensure the authenticity of the fingerprint data source. Based on the above an authentication procedure with
steganographic data protection is proposed. The functional diagram of operations of the proposed procedure is
shown in Figure 2.

Preparation of information required for authentication is carried out in the following order:

* Two fingers of the user, which have been used at the enroliment stage, are scanned using a suitable
scanner.

* A fingerprint image is selected from an archive stored on the user's computer, which will be used as a
container.

* A fragment of necessary size is extracted from the first fingerprint image in accordance with the volume
of the selected container.

* Minutiae points are extracted from the second fingerprint image.

e The minutiae points’ parameters extracted from the second fingerprint image are embedded into the
extracted fragment of the first fingerprint image as a digital watermark using appropriate steganographic
algorithm and key.

* The fragment of first fingerprint image is embedded into the container using appropriate steganographic
algorithm and key.

* The filled container together with the user ID is passed to the server.
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Figure 2. Functional Scheme of Client Side User Authentication Procedure

The functional scheme of the operations of the proposed authentication procedure on the server-side is shown in
Figure 3.
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Figure 3.Functional Scheme of Server Side User Authentication

Processing of thereceived information needed for authentication on the server side is carried out in the following

order:

A filled container from the server side storage of fingerprints is retrieved according to the received user

ID.
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e Two embedded fingerprint images are extracted from the container using appropriate steganographic
algorithm and key.

e Minutiae points are extracted from these fingerprint images.

e The fingerprint image fragment is extracted from the received container using appropriate
steganographic algorithm and key.

* Using appropriate steganographic algorithm and key the digital watermark is extracted from the
fingerprint image fragment, which is a set of parameters of minutiae points of the second fingerprint.

e Minutiae points’ parameters extracted from the second fingerprint image, which has been retrieved from
storage, are compared with the extracted digital watermark data and a decision regarding the integrity of
the received fragment is made.

* Minutiae points are extracted from the extracted fingerprint image fragment.

e Minutiae points’ parameters extracted from the first fingerprint image, which has been retrieved from
storage, are compared with the minutiae points’ parameters extracted from the received fragment and a
decision regarding the user authenticity is made.

It should be noted that the same key should be used for embedding into the containers and extracting from them
fingerprint images and digital watermarks in all phases of authentication. This key may be agreed between the
user and the Server as a part of the communication protocol. For safety reasons, different keys can be used for
each embedding/extraction operation, which obviously will significantly increase the level of protection, but also
will significantly complicate the protocols and procedures.

Security Considerations

Although the fingerprint recognition technique is the dominant technology in the biometric market, it may suffer
attacks at different points during the authentication process. The most common attacks occur by the use of fake
fingerprint images. These fake fingerprint images can be acquired from different surfaces touched by the
legitimate user (such as glasses, doorknobs, glossy paper, etc.) The vulnerability to this kind of attacks has
always been considered as a major drawback of fingerprint-based authentication systems.

The suggested method alleviates the mentioned vulnerability to some extent. Let us consider the security of the
system from the perspective of an attacker who has access to the communication channel between the client and
server modules of the proposed method and who has illegitimately acquired the fingerprint image of a legitimate
user of the system. Also let us assume that the attacker has somehow managed to break the steganographic
algorithm used to embed fingerprint images into a container, although this task is very hard to accomplish on it's
own in the case of appropriate steganographic algorithm selection. In order to pass successful authentication on
behalf of the legitimate user the attacker has to take the following additional steps:

* guess the necessity of embedded digital watermark in the fingerprint image,

e acquire the minutiae points of the fingerprint image of the legitimate user's second finger, which
obviously is a harder task than acquiring just the fingerprint image from some surface touched by the
user,

* Dreak the digital watermark algorithm in order to embed the acquired minutiae points into the fingerprint
image of the user’s first finger, which, in the case of appropriate algorithm selection, is a very hard task
also.

Thus, we can conclude that the proposed scheme adds an additional security layer to the fingerprint
authentication process.
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Conclusion

The proposed method represented in this paper provides security and integrity of transmitted and stored
fingerprint data through the use of steganographic data protection methods. A slight modification of this method
can provide its applicability to the problem of identification of registered users.

As a suggestion for a future research in this area the following directionscould be pointed out:
* Development of steganographic algorithms specifically adopted for effective embedding of fingerprint
images into containers.
* Development of methodology for extracting fingerprint image fragments of needed size,sufficient for
successful authentication.
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NbE30ONTUYECKUE CKAHUPYIOLLME KOMMYTATOPDI

Psbuos A.B.

AHHOmayusi: B cmambe paccMOmpeHb! ONMOBOMOKOHHbIE KOMMYMaULUOHHbIe ycmpolicmea Ha OCHO8e
mpy6YambIx U MOHOMUMHbIX NbE3037IeKMPUYECKUX aKmyamopos.

Knioueenle cnoea: BonokonHas onmuka — KommymayuoHHble ycmpolicmea — [Tbe3oanekmpuyeckue
aKkmyamope!.

Knioyeenie cnosa knaccugpukayuu ACM: H.4.3 Communications Applications.

BBeaeHue

B HacTosiluee BpeMs B Mupe WAeT akTuBHash OGopbba 3a nmaepcTBo B MHGopmaumoHHoi cepe. Ocoboe
BHUMaHWE YOensietcs MOMHOCTbIO OMTMYECKUM CeTAM, Kak Hauboree nepenekTUBHbIM - Cpean  MpoYmx
WH(OPMALMOHHO-KOMMYHUKALIMOHHBIX TEXHOMOMIA C TOYKM 3pEHUs yBennieHus obbema n CKOpoCTW nepesaym
nHdpopmaumn [Cknspos, 2004, MpuHdunbg, 2002]. OcHOBHbIE yeunus 60MbLUMHCTBA BEAYLLMX MPON3BOAUTENEN
ceTeBoro 00OpPYyAOBaHWS HanpaBneHbl Ceivac Ha co3daHue mpocTbiX M 3GhEKTUBHBIX YCTPOMCTB AJ1S
KOMMYyTaLu1 ONTUYECKUX CUTHanoB. Ha cerofgHslHWi AeHb B Mupe pa3paboTaHo W ucnonb3yetcs Bonblioe
YUCIO OMTUYECKMX KOMMYTATOPOB, OCHOBAHHbIX HA Pa3NNYHbIX (U3NYECKUX MPUHLMNAX, HO, HI OOWH U3 HUX He
SBNAETCH NUAMPYIOLMM B AAHHON 0BnacTu B CUNY MUMEIOLLMXCH CXEMHbBIX OTPaHUYEHUIA UM KOHCTPYKTUBHbIX
ocobeHHocTen [[anBopoHckasi, 2011, ManeopoHckasi, 2010]. OQHMM M3 NepCneKTUBHLIX HaNpaBneHU SBNISeTCS
pa3paboTka  MPOCTPAHCTBEHHbIX ~ OMTUYECKMX  KOMMYTAUMOHHbIX ~ YCTPOWCTB  HAa  OCHOBE  MMKPO-
anekTpoMexaHuyeckux cuctem (MEMS) ¢ pasnnyHoro Buaa aktyatopamu - YCTPOMCTBAMU, OCYLLECTBISIOLMMM
MUKponepeMmeLLeHns NOABMKHbIX YacTel onThieckoro kommyTtaTtopa [Little, 2001, Dooyoung, 2004].

CkaHupyolme Nbe30aKTyaTopbl

B cBA3M C 3TUM NpeaCcTaBnseT MHTEPEC NPUMEHEHUE CKaHUPYIOLLMX Nbe303NEKTPUYECKUX SNEMEHTOB B KavecTse
aKTyaTOpOB ONTUYECKUX Nepekntovateneir. Tak, Hanpumep, XOpowo oTpaboTaHHas TEXHOMOrMs NpPOU3BOACTBA
Tpy6YaThiX Nbe303neKTpuyeckux anemeHToB (TJ), WMPOKO NPUMEHSIBLUMXCA B HEAAnekoM MpoLufioM B
KayecTBe YyBCTBUTESbHbIX AMIEMEHTOB 3BYKOCHUMATENe [Xase, 1975], 1 ¢ ycnexom NpUMEeHSIoLLAsca ceilvac B

. Il

PucyHok 1. TpyGuaThIin Nbe303MEMEHT (a) M CXeMa NOAKIOUEHNS ero anexkTpoaos (6):

1- Tpy6yYaThIN NbE30INEKTPUYECKMI ANEMEHT, 2 - NNOCKWUE 3NEKTPObI, 3 - BbIBOAbI
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3NEKTPOHHOM MUKpockonuu [HesonuH, 1996], MoxeT BbITb MCMONb30BaHa B HOBOM Ka4eCTBE B MHOTOKaHamNbHbIX
ONTUYeCcKMX kommyTaTopax. OCHOBHbIM JocToMHCTBOM T3 (puc. 1) ABNSETCS BO3MOXHOCTb MNOMyYeHUs
N3rMBHBIX MPOCTPAHCTBEHHbIX AedhopMaLuid B ABYX KOOPAMHATaX NPy OTHOCUTENBHO HEOOMbLUMX YNPaBRSOLLMX
HanpsbkeHuax.  TMO npeacTaensioT cobOM TOHKOCTEHHbIE NOMble LWMWHAPbI 1 13 TuTaHata Oapust mnm
LMPKOHATa TWUTaHaTa CBMHLA, HA BHELHIO W BHYTPEHHIOK MOBEPXHOCTW KOTOPbIX METOAOM HarblfieHus
HaHeCeHbl ANeKTpodbl 2 C MPOBOMOYHBIMM UMM NIEHTOUHBIMI BbiBOAAMM 3 Ans nogkmodeHust TMO Kk cxeme
ynpaBneHus. ONeKTpoA Ha BHYTPEHHe: MoBepXHOCTW TIO 06bIYHO BbIMOMHAETCA CMIOWHbLIM, @ BHELUHUIA
3NeKTPOA NPOJONLHO pasaenieH Ha YeThIpe YacTy No-KBaapaHTHO, Kak MoKasaHo Ha PUCYHKe 1.

lMog BencTBUEM HAMpSPKEHWS, MPUIIOXEHHOTO K 3neKTpodam, Nbe303MEMEHT W3MEHSIET CBOM reoMeTpuyeckue
pasmepbl. MexaHuyeckoe HanpsbkeHue, BosHWkatowee B T BcneacTene obpaTHOro nbe3oadpdekta MoXeT
ObITb onucaHo B obLLem Buae ypasHeHneM [[anBopoHckas, 2011]:

u,=d, E. (1)

roe Uy — TeH3op pdedopmaumii, E, — KOMMOHEHTbI 3NEKTPUYeckoro nonsi, Oj — KOMMOHEHTbl TeH3opa
NbE303NEKTPUYECKUX KOIDDULMEHTOB. Tpn 9TOM OTAMYHBIMW OT HYNS SBASKOTCA TOMBKO TPW KO3(hULMEHTa:
33, d3r 1 dis, XapaKkTepusylowme npogosbHbIe, NONEPeYHble U caBuroBble Aedhopmauuu. MonepeyHsiMU 1
COBUIOBbIMK dechopmaumsamn B TIMO B AaHHOM criyyae MOXHO npeHebpeuyb. Torga BenuunMHa NpoAorbHOM
gedopmauun B TMO nog OEMCTBMEM  3MEKTPUYECKOrO MONS OCTATOMHOW MONspu3aumm MOXeT ObiTb
nNpeacTaBneHa B BuZe:

o0=ds I E (2)

roe I1— pnuna TTO B HedeOpPMUMPOBAHHOM COCTOSHUM, Eqcm — HAMPSHKEHHOCTb NOMS OCTAaTOMHOW NONSpU3aLuK
nbesomarepuana.

Torga abcontoTHOE 3Ha4eHWe NpoaoNbHON Aedhopmauuu TIO MoxeT ObiTb NPeacTaBNEHO B BULE:

A = dsa %Uyﬂp (3)

2

roe > — TonwmHa cTeHkn Tpyokun, Uy — NPUNOXeHHOe HanpskeHue ynpasneHus. O4eBuaHO, YTo Npu OAHOM U
TOM Xe HanpsbkeHun Uyn, yanuHenwe Tpybku Byoet Tem 6Gorblue, Yem Bonblue ee AnMHA W YeM MeHblue
TOMLWWMHA e€e CTeHKW. Tak Kak BEKTOP MOJis 0CTAaTOYHOM nonsipusauum umeet B TINO paguanbHeIn xapaktep, TO
MexaHuyeckne [OedopMauMu  Ha  yyacTkax, HaxoAsluxcs nog  AvamMeTpanbHO  MPOTUBOMOMOXHbLIMY
anekTpogamu, OyoyT MMeTb NPOTMBOMONOXHbIE 3HakW. B atom cnyvae gedopmaums TN npuobpertaer
N3rnbHbIN xapakTep. BennumHa yrnoBoro OTKMOHEHUS! koHUa TIO OT NpOJOoMnbHOW OCK ONpeaensieTcs Lenbim
pAaoOM (hakTOpOB, He BCeraa NoafaloWMXC aHanMTUYECKoMy OMMCaHUIO, CPEAM KOTOPbIX criedyeT YNoMAHYTh
TONWMHY, MaTepuan u cnocob HaHeCeHWs 3NeKTPOAOB, KECTKOCTb 3akpenneHus TIO B kopnyce u T.4. B
OONbLUMHCTBE MPAKTUYECKUX MPUMEHEHWN TS BenMuMHa UX M3rMOHOMO OTKIOHEHMSI OT MPOLOSbHOM OCK Mpu
BblLLUEYKa3aHHbIX pasMepax He npesbiwaeT 3...5% OT NMHENHOro pasmepa npK HaNPSHKEHHOCTSX MPUIOXEHHOTO
anekTpuyeckoro nons E < 5- 104 B/m.

[ns ncnonb3osannsa TI13 B ka4eCTBE MyNbTUNNEKCUPYHOLLIETO ONTUYECKOrO KOMMYTaTopa OAUH U3 KOHLIOB Takoro
TpyByaToro Nbe3oanemeHTa 1 JomkeH GbiTb KOHCONMBHO 3aKPENeH B HEMOABUXHOM OCHOBAHUM 2, Kak NoKa3aHo
Ha pUCyHKe 2.

BTopoit koHew, ocTaeTcst CBOGOAHBIM 1 HANPaBISIETCS B CTOPOHY My4ka BbIXOAHbIX CBETOBOLOB, TOPLbI KOTOPbIX,
CHabXeHHble KONMUMUPYHOLMMM NIMH3aMM (Ha PUCYHKe He NokasaHbl), 06pasyioT ABYXKOOPAMHATHYI0 MaTpuLly 3.
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Tak kak TIMO saBngeTcs nonbim CTEePXHEM, TO 4Yepe3 €ero LUeHTpanbHYld OCb MOXET ObITb nponytlieHo
0OHOMOJOBOE OMTUYECKOe BOMOKHO 4 Ge3 3alMTHbIX NOKPOBOB, NO KOTOPOMY B KOMMYTAaTop 6y,lJ,yT nocrtynatb
BXO[HblE€ ONTU4EeCKNe CurHanbl.

mMux

6

PucyHok 2. KoHCTpyKUust ONTUYeCKoro MynbTunnekcopa Ha ocHose TI13 (a)
W ero aKBUBamEHTHas (yHKLMOHanbHas cxema (0)

MopaBas 0QHOBPEMEHHO ABa ynpaBnstoLyx HanpskeHust UynX 1 UyypY Ha MPOTMBOMOMNOXHBIE Napbl SMEKTPOAO0B
TMNO, MOXHO M3rMGaTb Mbe303ANEMEHT B [BYX KOOPAMHATaX, OCYLLECTBMSS CKAHMPOBaHWE TOpLa BXOAHOrO
CBETOBOZA B NMOCKOCTM BbIXOAHbIX NMOPTOB KOMMYTATOpA, KaK Noka3aHo Ha pUcyHKe 2. TeM cambiM peanunayeTcs
BO3MOXHOCTb MPOCTPAHCTBEHHON KOMMYTALMM ONTUYECKOTO CUrHana NyTeMm HanpasneHust ero ¢ nomowysio TN
B 3aflaHHblit NopT. OYeBMaHO, YTO AAHHAs KOHCTPYKLMS HAa OCHOBE TPYBUATOro Nbe303NeKTPUYECKOro akTyaTopa
BbINOMHSET  (hyHKUMIO  MynbTUnnekeupytowero (1xN) kommyTatopa ONMTMYECKUX CuUrHanoB. WHBepTUpys
ONTUYECKME BXOAbI W BbIXOAbI MOXHO MOMYYUTb AEMynbTUMMEKCUPYIOLLMA onTuyeckuin kommyTtaTop (Nx1) 6e3
N3MEHEHMSI KOHCTPYKLMW YCTPOIACTBA.

2
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PucyHok 3. KOHCTpyKUMSt NONHOMYHKLMOHANBHOTO ONTOBOSIOKOHHOTO KOMMYTATOpa Ha OCHOBE
aeyx T3 (a) u ero akBmBaneHTHas yHKUMOHamNbHas cxema (6)

[ancHenlwee pa3suTME MNPEASIOKEHHON KOHCTPYKUMM MO3BONSET peanu3oBaTb  MOMHOMYHKLMOHAMNbHbINA
CKaHupyrowmin onthyeckuin  kommyTtatop (NxM), nossonswowmin obecneunts n0bOA 3agaHHbIA  anropuTM
KOMMyTaLMK, Ha ocHoBe AByX TI3 1, 3aKpenneHHbIX B OCHOBaHMSIX 2, C OTPE3KOM CBETOBOAA 4, BbIMOMHAKLLMM
(OYHKLMIO NOABYKHOTO ONTUYECKOrO NaTy-Kopaa, Kak NokasaHo Ha pUCYHKe 3.

OpHako 04eBWUOHBIM HEOOCTAaTKOM TakMX COOPHbIX KOHCTPYKUMIA SIBMSETCA TEXHOMOrndyeckasi CROXHOCTb B
MaccoBOM MPOW3BOACTBE, 06yCnoBneHHas HeobXxoanMocTbio obecnedeHns obLUern HagexXHOCTH U CTabUNbHOCTH
MeXaHUYeCKNX XapaKTepuCTUK YCTPOCTBA B LIESOM.
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['opa3no adhbekTMBHEE UCMONMB30BATh B KAYECTBE CKAHWUPYIOLLEro akTyaTopa Ans ONTUYECKOro KoMMyTaTopa He
cbopHoe u3genue Ha ocHoe TI13, a MOHOMWUTHLIA MbE303NEMEHT U3 ONMTWYECKM NPO3PayvHOro Martepuana.
MpUMeHsieMble B TEXHMKE KpWUCTanmbl ONMTWYECKM YMCTOrO €CTECTBEHHOMO KBapua 00nafaloT BenMKONMenHom
Npo3payHoCTbio, HO BecbMa foporu. [1oaTomy, B HacTosilyee BpeMs B 3MEKTPOOMTUYECKMX YCTPOACTBAX
nomnyyYnnu pacnpocTpaHeHne Takue WCKYCCTBEHHbIE NpO3payHble Nbe3omatepuarbl, Kak Huobat nuTus.
Vcnonb3ys aTOT MaTepuan B KayecTBe Mbe303NEKTPUYECKON OCHOBbLI aKTyaTopa MOXHO MOMy4NTb HOBbIA TUM
NMbE30ONTNYECKOro CKAHUPYHOLLLEro KOMMYTATOPa, KaK MpeasioxeHo aBTopamm B pabote [Abpamos, 1984].

OcCHOBOW TaKOr0 MOHOSIUTHOMO CKaHWPYIOLLEro KOMMYyTaTopa SBASETCA LWNWHOPUYECKUA CTepkeHb 1 13
NPO3PaYHOro MbE303NEKTPUYECKOTO MaTepuana, LeHTpanbHO 3aKpenneHHbIn B HENOABMKHOM OCHOBaHMM 2, Kak
nokasaHo Ha puUCyHke 4.

3 3
1 — 1 1
A A
2ty 4 el e|E
% IIk\Z-:-:-:-:& IL‘\% — 3 3 —
—_— Ty ) H\z v o
ML v —
a §)

PucyHok 4. KoHCTpyKUmst NONHOMYHKLMOHANBHOTO ONTOBOSIOKOHHOTO KOMMYyTaTOpa Ha OCHOBE
CKaHMPYIOLLEro Nbe3oanemMeHTa 13 Huobata nutus (a) v ero skBUBanNeHTHas dMYHKUMOHaNbHasa cxema (0)
HaHecs anekTpoabl Ha BHELLHIOK NOBEPXHOCTb MPO3PaYHOrO Nbe303NeMeHTa, W MpUKNadbiBas K HUM ABa

ynpaBnsiowux HanpsikeHnst UynX 1 Uypp¥, MOXHO OCYyLIECTBNSTb (DYHKLMKO MPOCTPAHCTBEHHOM OMTUYECKOM
KOMMYTaL/W, aHANOTMYHO YCTPOMCTBAM Ha PUCYHKaX 2 1 3.

3aknoueHue

OCHOBHbIMM  JOCTOMHCTBaMM CKaHMpyKoLlero aktyatopa, BbIMOMHEHHOIO W3 MOHOJIMTHOMO NPO3pavyHOro
Nbe30KpUcTanna, AenaTCA NPOCToTa, TEXHONOIMYHOCTb N HaAEKHOCTb KOHCTPYKLUUN. Kpome TOro yny4warTca
TOYHOCTb U MOBTOPAEMOCTb NO3NLUNOHNPOBAHUA, BPEMEHHAA U TemnepaTypHaa CTabunbHOCTb napameTpos,
YMEHbLWAKTCA 3Ha4YeHnA rucrepesnca u ,u,pe|7|¢)a BCneacTBne OCTATOMHbIX NNIAaCTUYECKUX ,qed)opmau,vnh
NbE303N1EMEHTa.

YMeHbLUeHre TeMnepaTypHbIX (yKTyaLuit yrna OTKNOHeHNs akTyatopa obecneumsaeTtcs BbIGOPOM MaTepuanos
C MUHUMAnNbHO BO3MOXHBIM TeMnepaTypHbIM KO3(MULMEHT TMHENHOTO PaCLUMPEHUs], KOTOPbIA, B YaCTHOCTM NS
nbesokepamukn LITC-19, coctasnsetr 6:-10€...1,2:107 K' [[xarynos, 1994]. MoxXHO npeanoxutb Takke
TEPMOCTATUPOBaAHME BCEN KOHCTPYKLWM KOMMyTaTopa. Kpome TOoro TepMocTabunbHOCTb akTyatopa MOXHO
MOBbICUTb MYTEM BBEAEHUS B KOHCTPYKUMKO CKaHepa WM ero fepxartens 3MeMEHTOB, W3MEPSIOLMX W
KOMMEHCUPYIOLWMX TENrnoBble Aechopmaln, HanpuMep Kak npeasioxeHo asTopamu B pabote [xarynos P.T.,
1991].

BricTpogencTeme kKoMMyTaTopa B 3HAYMTENBHOM Mepe 3aBUCUT OT (Da304aCTOTHbIX XapaKTepUCTUK akTyaTopa.
KoHconbHOe 3akpenneHne CKaHWMpYOLLEro nbe30dnemMeHTa npearnonaraeT HamuuMe B XapakTepUCTUKE
PE30HAHCHbIX MIUKOB, YTO TPebyeT CHMKEeHUs paboyen YacToTbl NEPEKMIOYEHUs KOMMYTaTopa HUXKe YacToTbl
OCHOBHOMO pe3oHaHca. Takum obpas3om, ObicTpodeicTeue kKommyTatopa Oyaer onpegenstbCsl B OCHOBHOM
NIMHENHLIMW pa3Mepamit akTyaTopa W OrpaHUYMBaTLCS Ero HU3LLIEN PE30HAHCHON YacTOTOM.

Pasmepbl akTyaTopa OnpedensioT Takke [AONTOBPEMEHHYK CTabWNbHOCTL MapaMeTpoB KoMmmyTaTopa. [lpu
Bonblumx (cBbiwe 5104 B/M) HanpsKEHHOCTSX NPUNOXEHHOrO 3NEKTPUYECKOro Nons B Mbe30KEPAMMKE
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noABNAKTCA NPU3HAKKM  nepenondapu3auuMu, Y10 NPUBOAUT K  NOCTENEeHHOMY  yXYAWEHUK  TOYHOCTU
NO3MUNOHNPOBaHUA CKaHepa U3-3a CHWXEHUA KOS(*)(*)MLLI/IGHT& NbEe304YyBCTBUTENBHOCTU MaTepuana [PFI6LI|OB,
1994].

HDOCTOG CHKEHNE BENUYUHbI ynpaBnAaowero HanpsaxeHnsa B AaHHOM Cliy4ae HenpuemnemMo, Tak Kak npu 3Tom
yMeHbLIaeTCA [AMana3oH CKaHWpPOBaHUA nNO obenm KoopanHaTtam, a, cnegoBaTtenibHO, U MakCuUMalbHO
A0CTMXNMaA pa3MepPHOCTb ONTUYECKOro KOMMYTaTopa.

Pelwenne aToii npobnembl, MO MHEHWIO aBTOPOB, NIEXWT B WCMOMb30BAHWM CKAHMPYIOWMX aKTyaTOpOB,
BbINONHEHHBIX M3 HEAABHO CO3AaHHbLIX KOMMO3UTHBLIX MAaTEPUANOB, B YACTHOCTH, U3 HEMOMSPHLIX NONMMEPOB Ha
OCHOBE ANBIOKOB MOUCTMPEHA, B KOTOPBIX 0OpaTHLIN Nbe303¢)DEKT NPOSBINAETCA B AECSATKN Pa3 CUIMbHEE, YeM
BO BCEX M3BECTHbIX ECTECTBEHHbIX MbEe30OKPUCTaNIax 1 UCKYCCTBEHHbIX Mbe3okepamukax [Overton, 2011]. 3to
MNO3BOMUT B [ECATKM pa3 CHW3WUTb pasMepbl akTyaTOpPOB MpU COXPaHEHWW MPEXHUX BEUYMH ero YrioBbiX
OTKMOHEHWN, TEM CaMbIM Ha NOPSAAOK YBENMYNB BbICTPOAENCTBNE ONTUYECKNX KOMMYTATOPOB.

Takum 06pa3om, CKaHMPYtOLME Mbe303NEKTPUYECKE aKTyaTopbl MOXHO C YCTIEXOM NPUMEHWUTb ANs CO3AaHus
HaZeXHbIX U AONTOBEYHbIX OMTUYECKUX KOMMYTALWMOHHBIX YCTPONCTB B MONTHOCTBI OMTUYECKUX CETSIX.
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