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ANALYZING THE COLLECTIVE INTELLIGENCE APPLICATION SOFTWARE
“WISDOM PROFESSIONAL” FOR ADVERTISING IN (SOCIAL) MEDIA, CASE
STUDY: COCA-COLA

Elham Fayezioghani, Koen Vanhoof

Abstract: The main goal of this article is set to demonstrate how collective intelligence application software works
and can be used for advertising purposes. Following this objective, it is aimed to optimize advertising in (social)
media for a company or enterprise by using collective intelligence software. To this end, the Wisdom Professional
software from MicroStrategy Company is utilized to derive required information. These data are kind of raw data
that are derived from the information of Facebook users that are collected in Wisdom Professional. Wisdom
Professional includes Facebook information of millions of people such as demographic, geographic,
psychographic information and so on. The information of Facebook users in Wisdom Professional are considered
to be representative information of the whole population in a sense that what is observed in this sample (i.e.
Facebook users in Wisdom Professional) can be extended and generalized for the whole customer population.
The data derived from Wisdom Professional are further processed by means of different methods to demonstrate
the best possible advertisement options for a specific enterprise. The two utilized methods are Popularity oriented
and lift factor methods. The results of analyses reveal that both methods provide with reliable and consistent
outcome. As for the application part of this article, Coca-Cola Company is considered to be the chosen case
study. Coca Cola fans’ information are analyzed in Wisdom Professional to provide best possible advertising
channels that this company could benefit by advertising its product in those channels.

Keywords: collective intelligence, Wisdom Professional, advertising, social media

ACM Classification Keywords: H.4.2 Information Systems Applications - Types of Systems - Decision support

Introduction

In this article it is aimed to analyze collective intelligence application software. This software is called Wisdom
Professional and is a product of MicroStrategy. In this article the objective is to evaluate the situation of a
company (here Coca Cola) by means of Wisdom Professional and provide the company with some helpful
information that they can use to improve their business. The results of this type of analysis will empower
organizations to make better business decisions, realize their status among competitors and ultimately improve
their organization’s efficiency through analyzing interests of millions of people on Facebook. It is very important
for an organization, enterprise or a brand to know everything about its customers or target groups. The results of
this article can help them to get a better insight into the position of their competitors and their status in market,
products and partners for gaining competitive advantage. Therefore, the main motivation on carrying out this
research is to show that adopting such business intelligence software could result in better decision making for a
company and furthermore acting in a collective manner is more intelligent than deciding individually.

In this article, we aim at optimizing advertisements in Social media for a company or enterprise by means of
collective intelligence software. Figure (1) shows the three major contribution factors of this article. Adopted
software is Wisdom professional from MicroStrategy Company. Target Company is Coca-Cola and for the
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comparison purposes some of its competitors and other Coca-Cola’s brands (e.g. Fanta, Sprite and etc.). The
study area is also selected to be Europe.

Collective
Intelligence

Advt. in
Social Media

Wisdom
Professional

Figure (1): Relation between 3 key components in this article

Literature review

Collective intelligence

Collective intelligence means using more than an individual intelligence for achieving complex goals. The basis of
this approach relies on the fact that a group of people is more intelligent than an individual [Surowiecki, 2005].
The crowd can collectively do something such as solving problems or recognizing patterns better than machines
[Leimeister, 2010].

In general collective intelligence helps organizations to improve business outcomes through accessing to
untapped knowledge and experience of their networks [IBM].

Collective intelligence could be categorized and defined as follows:

o The collective intelligence resulted from interactions among different people with diverse knowledge
working together;

o The collective intelligence created by independent customers in a market;

e The collective intelligence of global information systems that can be achieved by means of computers
(The Co-Intelligence Institute).

Social theories

The classical social theory can help to have a better recognition of social media, collective intelligence and the
relation between them. Merton (1967) declares in his social theories that humans need to act reciprocally, to learn
from each another, share and exchange ideas to enhance level of knowledge and working together as a group to
make better and more effective decisions [Merton, 1967]. In social capital framework, Bourdieu (1986) declares
that social networks are an origin of capital that made up of social obligation and “social capital is actual or
potential resources which are linked to possession of a durable network of more or less institutionalized
relationships of mutual acquaintance and recognition or in other words, to membership in a group” [Bourdieu,
1986]. The social value of a group improves when they think and act collectively. Field's (2003) social capital
theory position is defined in a way that relationships matter and social networks are valuable assets where people
develop communities and commit themselves to each other. The human experience of trust and tolerance bring
benefits to people in the network including mutual understanding [Nickel, 2013].
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Link between social media and collective intelligence

Social media and collective intelligence have close relation to each other. Using internet and online collective
communication vehicles such as web sites and web pages, people can interact together and create, share and
exchange their information and wisdom in virtual spaces. In other words, people can understand what other
persons are thinking and feeling. This means using collective intelligence in social media. Two key examples are
Wikipedia and Facebook.

In Facebook there is much information about users. This information includes demographic information such as
age, gender, marital status, level of knowledge and so on and interests, idea or opinion of users. For example a
media planner wants to plan for Coca-Cola Company. The goals he follow them are: which vehicles are more
appropriate (TV, magazine, internet, ...) to advertise? And when and where is better for advertising? He can uses
software like Wisdom Professional that it contains many information about users of Facebook. Now he should use
needed Facebook information with regards to Coca-Cola plan to make decisions.

MicroStrategy and Wisdom Professional

MicroStrategy is founded in 1989. It is a global provider of enterprise software for business intelligence (Bl),
mobile intelligence and social intelligence (i.e. Wisdom Professional software) applications. It provides reporting,
analyzing and monitoring that enable organizations make business decisions better than before [Wisdom].

Wisdom Professional provides analytical application of existing data of Facebook users. It has many capabilities
such as Dashboard, Demographics, Interest analysis, Place analysis, Psychographics, Scores and Comparison
(compares several pages simultaneously). In this article main analysis is done based on Interest analysis
capability (Figure (2)).

Wisdom INTERESTS

| il Interests Analysis Grid | Graph | Heatmap
» Page Al
22,776,311 People in filter selection Export: | PDF | Excel
Scarch Page
Rank By |Highest Afinity [=] Page Group | (Al) [z| Page Category [ian [=]
ZaCender M ATTINILY s 1ve atracHvent oF THS GROUP VERSUS THE AVERAGE PERSON N WISDOM NETWORK
SS:;ECHI’EU Page Affinity People % of Segment 30 day Growth Growth %  Acceleration Trend
Flremals Facebook 1.0x 1,460,171 6.4% 691 0.0% 6.3% v -
Cmate Barack Obama 1.0x 1,366,464 6.0% 1,042 0.1% 6.6% v
» Age Bracket Al Family Guy 1.0% 1,332,661 5.9% 574 0.0% -2.8x v
> Relationship Status Al YouTube 1.0x 1,268,919 5.6% 333 0.0% 71x v
+ Education Level Al House 1.0x 1.239 307 549 236 0.0% -29 9x v
» Income Bracket Al Michael Jackson 1.0x 1,228 900 549 1770 0.1% A 1x v |7
» Urbanicity Al Eminem 1.0x 1,202 457 549 1622 0.1% A Bx v
+ Country Group Al Starbucks 1.0x 1,202,568 53% 720 0.1% -3.0x v
» Country Al Lady Gaga 1.0x 1,165,999 51% 792 0.1% 1.8x v
» State / Territory All Bob Marley 1.0x 1,121,545 4.9% 2,390 0.2% 1.5x A~
» Metro a1 The Beatles 1.0x 1,101,984 48% 1,569 0.1% 1.6x v
S CalntironRain a1 Rihanna 1.0x 1,080,408 47% 1,342 0.1% -2.6x v
S B a1 The Simpsons 1.0x 1,026,957 45% 1,01 0.1% 2.2x v
i Al Megan Fox 1.0x 1.014 707 45% 991 01% 1 6x v
T a1 Coca-Cola 1.0x 982 525 43% &72 0.1% -2 6x v
Figure (2): A snapshot of Interests tab in Wisdom Professional
Interest analysis

In interest analysis, Interests are divided into 14 groups such as companies/products, sports, music, movies,
people, TV, books, games/Apps, art, general entertainment, going out, news/media, travel and other and related
page categories. In this article, seven interests are selected namely TV, news/media, companies/products, music,
movies, books and games/Apps. These interest categories are selected because they are the top interest
categories with highest number of people in Wisdom Professional.
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There are 5 main metrics that can be referred to for interest analysis, namely Affinity, People, % of segment,
Growth and Acceleration [Wisdom]. Here we worked with two metrics, People and % of segment.

The People represent the number of people who are fans of a particular page. The % of Segment shows the
percentage of fans of a specific page in the selected area.
Wisdom data of Coca-Cola fans in Europe

In Wisdom database 160369 people who live in Europe like Coca-Cola. Demographic information of Coca-Cola
fans in Europe is as follows: average age is 26, average yearly income is $41k, in gender 52% are male and 48%
are female, in marital status 47% are single, in education level 50% are holding at least a college degree, 76%
live in urban areas [Wisdom].

Methodology

The problem we aim to solve in this article is optimizing media advertisement for companies. Due to the limited
budget and time, companies cannot address their advertisements in all media. They need to advertise in most
important and effective media that gives them the most benefit. As a solution for this problem, one could think of
employing collective intelligence. Collective intelligence is a powerful method that gathers useful information by
collectively gathers revealed preferences of a large scale population. A large scale population’s decision is
always more reliable than individual’s decisions. For this purpose we aimed to analyze and use collective
intelligence software namely “Wisdom Professional”. This is the tool that systematically gathers Facebook users’
opinions. In fact Wisdom Professional could be considered as a small community which appropriately resembles
the real world and, therefore, its information can be generalized to the global population.

In order to analyze the information revealed from Wisdom Professional two major types of data are being
collected. These data are basically population-based or penetration-based measures. Population-based
measures are the ones where we exclusively consider the number of fans of a product but penetration-based
measures deal with the relevant figures. In Wisdom Professional there are many different channels such as TV,
News/Media, Companies/Products, Movies, Music, Books and etc. where people’s interests are categorized in
those channels. Each channel includes many cases which are basically Facebook pages. By having all those
channels and their embraced cases, one could easily analyze a specific product (here in this article Coca-Cola)
and different interests of this products fans. In this article and due to self-imposed constraint we focus on the top
10 cases of interest in any kind of analysis. In this way, we make sure to focus on the most popular and influential
cases that gives us the most efficient advertisement opportunities.

The first method (i.e. Method A) deals with different approaches through which different raw numbers from
Wisdom Professional are collected and further processed in order to achieve the goals of this article. These
numbers are calculated to show which advertising channel is the most suitable one and via which channel Coca-
Cola Company can target its customers more effectively. Method A mainly considers the number of fans of each
case; however, Method B deals more with the penetration rate of different cases. In what follows a brief
description of both two methods is illustrated.
Method A; Popularity oriented method
To achieve the best possible advertising method, there are 3 different approaches via which the best
advertisement place can be identified. These approaches are the following:

1. Single product with single channel;

2. Single product with multiple channels;

3. Multiple products with single channel.
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Here product means a type of drink (e.g. Coca-Cola), channel refers to the category of interests (e.g. Media, TV,
Companies, etc.) and case or page refers to cases included in each channel (e.g. The Simpsons, House, etc. in
TV channel).

Single product with single channel: in simple words, we should correlate only one product like Coca-Cola with
only one channel and then find the top ten cases of this specific channel based on the products preferences from
Wisdom Professional. These cases will be analyzed in terms of number of fans and the results will be further
processed and reported accumulatively and in percentage. To limit our choices and to emphasize on the most
beneficial cases for doing advertisements we highlight the cases by which 80% of top ten cases fans are already
covered. The aim is to express which pages have more visitors in each channel and for each product. Details of
this procedure are mentioned as follows.

Single product with multiple channels: This approach is the same as the first approach except of the fact that
there are multiple channels such as TV, News/Media, companies/products or any other possible channels all
together. When considering all possible channels together, the two considerably most favorite pages of Coca-
Cola fans are YouTube and Facebook; these two pages cover the most number of Coca-Cola fans in comparison
to any other pages.

Multiple products with single channel: Here the combination of two products is analyzed in correspondence with a
single channel. There are 2 different methods applicable for this approach. The first method is appropriate for
channels that have many similarities in their programs when combining Coca-Cola and the comparison product.
In this method we can select top 20, 15 or 10 of Coca-Cola in a specific channel like TV. Then we should rank the
other products based on Coca-Cola priorities.

The second method is suitable for channels in which Coca-Cola fans have several dissimilar favorite pages in
comparison to their competitor product fans. In this method, products are mutually selected where always one
party is Coca-Cola (e.g. Coca-Cola with Heineken or Coca-Cola with RedBull). Then top 10 of Coca-Cola and top
10 of the other product favorite channels are selected. At this stage, all repeated channels form this 20 channels
list are kept once. At this stage the same procedure will be employed to distinguish the number of channels by
which 80% of Coca-Cola fans will be covered.

Method B; Lift factor method

In data mining, lift is a quantity of the performance of a targeting model at predicting cases as having an improved
respond (with respect to the total population as a whole), measured against a random choice targeting model
[SQL Server Microsoft]. A targeting model is doing a good job if the response within the target is much better than
the average for the population. In other words, lift factor is simply the representation of this ratio: target response
divided by average respond. Lift factor shows how companies can prepare for their advertising plans by
considering four main elements; 1) whole population of the study area (e.g. Europe zone), 2) number of specific
product’'s fans in the study area (e.g. number of Coca-Cola fans in Europe), 3) total number of fans of a target
channel that the company wants to advertise in it (e.g. “MTV” from TV cases) and 4) the percentage of a channel
fans who like a specific product (e.g. percentage of “MTV” fans who like Coca-Cola).

Coca — Cola fans of MTV in Europe in Wisdom
total fans of MTV in Europe in Wisdom
total Coca — Cola fans in Europe in Wisdom
total Wisdom population in Europe

lift factor =
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For example, imagine that a population has an average respond rate of 6.6% and a specific model has
recognized a segment with a respond rate of 53%. Then lift of this segment will be 8. Above is an example of lift
factor for MTV which is among the top 10 Coca-Cola cases in TV.

This should be noted that these lift factors are different from the affinity measures available in Wisdom
Professional since for the calculation of affinity the geographical choice (i.e. here Europe as the case study area)
is not considered and the calculation is made based on the whole population of Wisdom.

Results

In this section the results of the two employed approaches will be explained. For a better representation, results
will be mainly expressed in tables and graphs. Using visual aids such as graphs and tables is an effective way for
an easy understanding of the results. First approach contains three parts, namely single product - single channel,
single product - multiple channels and multiple products - single channel. The objective of this part is to
demonstrate which channels in each category cover 80% of fans within top 10 favorite channels. Furthermore,
the results of the second method (i.e. Lift factor method) are demonstrated.

Single product - single channel

Single product - single channel means that the analysis considers one product like Coca-Cola, Red Bull, Pepsi
and etc. and one channel like TV, News/Media and etc . Cases presented in Table (1) are top 10 Coca-Cola fan’s
TV category priorities and are ranked base on their popularity. The numbers of fans for each product are
mentioned accumulatively. All numbers are derived from Wisdom Professional. The 80% threshold are calculated
by multiplying 0.8 by the last number (i.e. 10th number which represents the number of Coca-Cola fans who like
at least one of those 10 cases) of each product. For instance, 80% of top Coca-Cola fans are covered by any

advertisement prepared for the first three TV programs, namely “The Simpsons”, “House” and “South Park”. For a
better understanding of these results, Table (1) is followed by its corresponding graph.

Table (1): Single product - single channel=TV in Europe

Coca-Cola Red Bull Pepsi Fanta Sprite  Heineken

1 Simpsons 63100 46664 5069 10050 6920 11094
2 House 87222 60961 6440 11451 8484 17620
3 South park 94667 66975 6909 11895 9100 19946
4 MTV 101018 71295 7354 12489 9568 21244
5 Family guy 104300 74045 7566 12767 9721 22378
6 How | met your mother 107816 77485 7758 13002 9869 23902
7 Two and half man 109800 79709 7857 13116 9931 24964
8 Spongebob Squ. 111199 80450 7935 13228 10063 25189
9 Futurama 111802 80842 7968 13280 10091 25396
10 The big bang theory 112746 81504 8032 13346 10120 25856

80% of top 10 favorite cases 90196.8 6562032  6425.6 10676.8 8096 20684.8




Table (2) shows the absolute numbers of Table (1) in percentage. In Table (2) the numbers of each column in
Table (1) are divided by total fans of each product. The aim is to show the percentage of each product's fans who
like that specific product in comparison to its total fans. When only the absolute measures are considered, Coca-
Cola is always on top because it has more fans in comparison with its competitors but when the rates are
considered the orders will be different. This implies the fact that by advertising on a specific TV case, more fans
(in terms of absolute numbers) but a smaller share of total fans (percentage of fans) might be exposed to that
advertisement. The last percentage in each product's column shows the percentage of each specific product fans
who like at least one of the top 10 TV cases. For instance, 72.50% of Coca-Cola fans like at least one of those
top 10 TV cases. In fact what is reported as 80% of top 10 TV cases fans in Table (1), is 80% of this 72.50%.
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Figure (3): Single product - single channel=TV in Europe

Table (2) is followed by its corresponding graph.

Table (2): Single product - single channel=TV in Europe, in percentage

Coca-Cola Red Bull Pepsi Fanta Sprite Heineken
1 Simpsons 40.57% 41.05%  49.24%  59.73%  59.37%  22.46%
2 House 56.08% 53.63%  62.56%  68.05%  72.79%  35.66%
3 South park 60.87% 58.92%  67.12%  70.69%  78.07%  40.37%
4  MTV 64.96% 62.72%  71.44%  74.22%  82.09%  43.00%
5  Family guy 67.07% 65.14%  7350%  75.87%  83.40%  45.30%
6  How | met your mother 69.33% 68.16%  75.36%  77.27%  84.67%  48.38%
7 Two and half man 70.60% 7012%  76.33%  77.95%  8520%  50.53%
8  Spongebob Squ. 71.50% 70.77%  77.08%  78.61%  86.33%  50.98%
9  Futurama 71.89% 7M12%  7740%  78.92%  86.57%  51.40%
10  The big bang theory 72.50% 71.70%  78.03%  79.31%  86.82%  52.33%
Total fans 155519 113676 10294 16827 11656 49405
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Figure (4): Single product - single channel=TV in Europe, in percentage

From the business point of view, when we cover fans of first three TV cases (80% of top 10 cases) in advertising
for Coca-Cola, in fact we also cover fans of Red Bull, Pepsi, Fanta and Sprite which are Coca-Cola’s competitors.
This is due to the fact that fans of these products share a number of similar favorite cases. When considering the
percentage of fans of competitor products the analysis reveals that for a couple of products, even a greater share
of fans are exposed to Coca-Cola advertisement.

The aforementioned conclusion could lead to another business strategy which is usually referred to as
cooperative advertising. Cooperative advertising is a cost-effective way for manufacturers and retailers to reach
their target markets. If Coca-Cola strategy planners are well informed of the common favorite pages of their
product and their competitors’ products, they can easily set up a co-op advertisement where they can share both
costs and benefits. This could sound more beneficial if Coca-Cola set up co-op advertisement with other Coca-
Cola brands (e.g. Coca-Cola zero, Fanta and Sprite) or Red Bull since they do not exactly belong to the same
category of drinks. On the contrary, it is almost impossible if they try to follow this co-op advertising strategy with
Pepsi because they are exactly in the same category of drinks and are known to be the two opposing poles in the
market.

Single product - Multiple channels

Single product - multiple channels approach means that one product like Coca-Cola, Red Bull, Heineken and etc.
will be simultaneously analyzed with several channels like TV and News/Media and etc. The results of this
analysis could give a great view of the fans of all possible pages together.

Cases in Table (3) are ranked base on top 10 Coca-Cola priorities. Number of fans of each product are noted
accumulatively. As can be seen in Table (3), 80% of top 10 cases fans who like Coca-Cola are covered by the
first 3 pages, namely “YouTube”, “Facebook” and “The Simpsons”. For a better understanding of this result, Table
(3) is followed by its corresponding graph.
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Table (3): Single product - multiple channels=all channels in Europe
Coca-Cola Red Bull Pepsi Fanta Sprite Heineken
1 YouTube 86154 57942 6760 11172 9106 14434
2 Facebook 103897 69729 7759 12749 9973 19378
3 The Simpsons 113984 78215 8230 13807 10464 22705
4 Rihanna 119707 82412 8512 14238 10724 24561
5 Michael Jackson 124830 85684 8714 14450 10883 26456
6 House 130524 89198 8920 14716 11046 28772
7 Red Bull 134013 116995 9146 15025 11181 30647
8 David Guetta 135756 116995 9208 15153 11243 31642
9 Eminem 136775 116995 9266 15242 11296 32039
10 Disney 138497 116995 9322 15369 11349 32516
80% of top 10 favorite cases ~ 110797.6 93596 74576 122952  9079.2 26012.8
160000
140000 o—
120000
100000 - 9— Coca-Cola
80000 -~ == Red Bull
60000 - Pepsi
40000
0000 e T
0 A T T T T T T T T T 1 ¥ Sprlte
@ - o 2 N 2 > 2 & A inek
& ¢ & §E Y F @S —0—Heineken
& ((@(Jéo C}@Qc’ Q-:\Q’b s \,bé{“ S Qgp ~@>®° %@Q &°
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Figure (5): Single product - multiple channels=all channels in Europe

Table (4) corresponds to the numbers of Table (3) but in percentage. In Table (4) the numbers of each column in
Table (3) are divided by total fans of each product. The aim is showing percentage of each product’s fans that like
specific case in comparison to its total fans. Table (4) is followed by its corresponding graph.

Table (4): Single product - multiple channels=all channels in Europe, in percentage

Coca-Cola Red Bull Pepsi Fanta Sprite Heineken
1 YouTube 54.00% 49.53% 64.73%  64.37%  76.33%  28.47%
2 Facebook 65.13% 59.60% 74.29%  73.45%  83.60%  38.22%
3 The Simpsons 71.45% 66.85% 78.80%  79.55%  87.72%  44.78%
4 Rihanna 75.04% 70.44% 81.50%  82.03%  89.90%  48.44%
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5 Michael Jackson 78.25% 73.24% 83.44% 83.25% 91.23% 52.18%
6 House 81.82% 76.24% 8541%  84.78%  92.60%  56.75%
7 Red Bull 84.00% 100.00% 87.57%  86.56%  93.73%  60.44%
8 David Guetta 85.10% 100.00% 88.17% 87.30% 94.25% 62.41%
9 Eminem 85.74% 100.00% 88.72%  87.81%  94.69%  63.19%
10 Disney 86.81% 100.00% 89.26% 88.55% 95.14% 64.13%
Total fans 159532 116995 10444 17357 11929 50704
120.00%
100.00%
80.00% =4-Coca-Cola
60.00% == Red Bull
40.00% e=fr=Pepsi
20.00% Fanta
0.00% : : : : : : : : : | =#=Sprite
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Figure (6): Single product - multiple channels=all channels in Europe, in percentage

Multiple products - single channel

Multiple products - single channel approach means that two products like Coca-Cola and Red Bull or Coca-Cola
and Heineken are analyzed in correspondence with a single channel like TV, News/Media and etc. For a better
understanding of differences between Coca-Cola and its competitor cases they are mutually analyzed. It is worth
mentioning that favorite cases are ranked based on Coca-Cola priorities.

The first method is more appropriate for channels that have many similarities in their favorite cases comparing
with Coca-Cola. Following this method, top 20 or 15 or 10 of Coca-Cola fans favorite channels are selected.
Furthermore, competitor's cases are illustrated based on Coca-Cola’s ranking. In this method, from the business
point of view if the ranking line of a competitor product (e.g. Pepsi) for a specific case is on top of the baseline
(i.e. Coca-Cola’s line) it means that specific case is less favorable for that competitor product in comparison with
Coca-Cola. Therefore, it can be concluded that top favorite Coca-Cola cases that their ranking line falls below the
baseline are better potential candidates for advertising purposes. It is due to the fact that by targeting those
cases, not only top favorite Coca-Cola fans are covered, but also higher number of competitor fans are exposed
to the advertisement. These results can be considered as helpful tools for media planners to have a better
understanding of each product/channel position; however, the choice of which case to do the advertisement in
remains dependent of many other factors like company’s advertisement policies, advertisement costs and
judgment of decision makers and media planning experts.

In TV category, top 20 TV programs are very similar to each other; therefore, the first method is used for TV.
More details are followed by Table (5) and one of the corresponding graphs (Red Bull).
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Table (5): Multiple products - single channel=TV in Europe (first method)
Coca-Cola RedBull Heineken Pepsi Fanta  Sprite
1 Simpson 1 1 2 1 1 1
2 House 2 4 1 5 4 4
3 South Park 3 2 3 3 5 3
4 Family guy 4 3 4 2 2 5
5 MTV 5 5 7 4 3 2
6 How | met your mother 6 7 6 9 10 9
7 Two and half men 7 6 5 7 12 7
8 Spongebob sq. 8 9 18 6 6 6
9 Futurama 9 8 9 8 8 8
10 The big bang theory 10 10 8 10 14 12
11 Grey's anatomy 11 15 12 18 13 18
12 Friends (TV show) 12 14 10 1 17 1
13 CSI: Miami 13 13 15 12 9 10
14 American dad 14 11 17 13 7 13
15 Sexand the city 15 16 14 17 18 16
16 Scrubs 16 12 16 15 31 22
17 Gossip girl 17 17 22 21 21 17
18 Glee 18 19 34 14 1 14
19  NCIS 19 20 21 19 20 20
20  Desperate house. 20 21 24 24 27 28
25
20
15
10
5
== Coca-Cola
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Figure (7):

Multiple products - single channel=TV in Europe (first method), Coca-Cola with RedBull
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The second method is suitable for products which have differences in their favorite cases compared with Coca-
Cola (e.g. Heineken as an alcoholic drink). In the second method, top 10 favorite cases of any couple of products
(i.e. Coca-Cola and other products) are selected and combined in one single table. Expectedly many of these top
10 favorite cases are not similar, however, there will be a number of cases which are favorable for Coca-Cola and
the comparison product. In this step, all repeated cases are refined and only kept in the table once.

For example top 10 cases in News/Media channel for Heineken are not completely the same as the ones for
Coca-Cola. First we select top 10 favorite cases of Coca-Cola and top 10 favorite cases of Heineken in
News/Media category. Then similar cases should be separated and only counted once. As can be seen in Table
(6), there are 15 cases left in the News/Media table. According to the measures in Table (6), 80% of top 15 cases
fans of Coca-Cola are covered by first eight cases of News/Media. Table (6) is followed by its corresponding
graphs. The first graph corresponds to columns 2 and 3 and second graph corresponds to columns 4 and 5.

Table (6): Multiple products-single channel=News/Media in Europe (second method)

Coca-Cola Heineken Coca-Cola Heineken

1 National geographic 23692 8030 15.12% 16.12%
2 Playboy Bill565 11039 20.13% 22.15%
3 Ta' bonito 37313 11793 23.81% 23.67%
4 Patatine fri. 44530 12551 28.41% 25.19%
5 WWE 48626 12972 31.02% 26.03%
6 Publico 49857 13337 31.81% 26.77%
7 Sports on FB 52533 14196 33.52% 28.49%
8 The New York times 54368 14910 34.69% 29.92%
9 Celebs on FB 57485 15183 36.68% 30.47%
10 Fanpage.it 59885 15634 38.21% 31.38%
11 Mashable 62545 17341 39.90% 34.80%
12 Eurosport 63997 18002 40.83% 36.13%
13 VICE 65029 18821 41.49% 37.77%
14 The Economist 65710 19164 41.92% 38.46%
15 The Cool hunter 66269 19588 42.28% 39.31%
80% of top 15 favorite cases 53015.2 15670.4

Total fans 156737 49827
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Figure (8a): Multiple products-single channel=News/Media in Europe (second method)
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Figure (8b): Multiple products-single channel=News/Media in Europe (second method), in percentage

What was reported in Table (6) was an example of situations where two products have so many dissimilar
favorites. As can be seen, the 80% constraint will be met when advertising in several cases and not a few cases
like TV channel. This implies that advertising in News/Media channel might not result in favorable business
outcome since the number and percentage of expose fans are significantly less than other channels.

Method B, Lift Factor

The meaning of lift factor is mentioned in methodology section in detail. Here the interpretation of the results will
be explained by reviewing the values mentioned in different tables. There are 3 tables and 3 corresponding
graphs for each channel such as TV, Companies/Products, News/Media, Music, Movie, Books, Gams/Apps and
All channels together.

In Table (7) TV programs are mentioned and ranked based on the number of Coca-Cola fans’ preferences
(column 1). The numbers of each top ten program are expressed individually and independent to each other.
These numbers include fans of each TV program in Europe in Wisdom network (column 2), Coca-Cola fans of
each TV program (column 3) and ratio that expresses percentage of Coca-Cola fans in comparison to entire
related TV program fans in Europe. These ratios (column 4) are calculated by dividing column 3 by column 2 and
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the lift factors that are proportions of ratios divided by the fix figure of 6.6 % (column 5). Table (7) is followed by
its corresponding graph.

Table (7): Lift factors, TV channel in Europe, individual measures

Total fans of Coca-Cola in Europe / wisdom population in Europe is 6.6%

TV program Fans in Europe Coca-Colafans  Ratio (%) Lift factor
1 The Simpsons 181566 64846 35.71% 5.409
2 House 194147 55240 28.45% 4.309
3 South park 138979 49614 35.70% 5.407
4 Family guy 155668 49473 31.78% 4.813
5 MTV 79676 42216 52.98% 8.025
6 How | met your mother 140307 31745 22.63% 3.427
7 Two and a half men 116320 31207 26.83% 4.063
8 SpongeBob Squ. 56456 29930 53.01% 8.029
9 Futurama 73755 28697 38.91% 5.893
10  The Big bang theory 103892 25113 24.17% 3.661
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Figure (9): Lift factors, TV channel in Europe, individual measures

In Table (8), TV programs are ranked based on highest to lowest lift factor of table (7) and measures in columns 2
and 3 are accumulatively calculated. Table (8) is chosen to be the best and most useful Table for advertising
purposes because programs are ranked according to individual lift factors in Table (7) in descending order and
also accounts for accumulative representation of case fans. When the lift factor is high the ratio is high as well
and this means more numbers of specific case fans like Coca-Cola rather than others. In other words, higher lift
factor for an individual program or a higher accumulative lift factor for a combination of programs represents the
most favorable programs that should be considered for marketing and advertising purposes. For TV programs
most favorable programs would be SpongeBob, MTV, Futurama and etc. respectively (the number of chosen
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programs depends on the budget that is dedicated for advertisement). For better representation of this result,

Table (8) is followed by its corresponding graph.

Table (8): Lift factors, TV channel in Europe, accumulative measures, ranked by highest to lowest lift factors

TV program Fans in Europe Coca-Cola fans Ratio (%) Lift factor
SpongeBob Squ. 56456 29930 53.01% 8.029
or MTV 112577 54441 48.36% 7.324
or Futurama 159946 65191 40.76% 6.173
or The Simpsons 257983 85458 33.13% 5.017
or South park 306992 92516 30.14% 4.564
or Family guy 349097 96159 27.55% 4172
or House 451278 109485 24.26% 3.674
or Two and a half men 492643 112363 22.81% 3.454
or The Big bang theory 520712 113922 21.88% 3.314
or How | met your mother 552846 115695 20.93% 3.170
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Figure (10): Lift factors, TV channel in Europe, accumulative measures, ranked by highest to lowest lift factors

To have a better overview of all possibilities together, lift factors of top 10 cases for all studies channels are
drawn in a single graph. Figure (11) depicts the relationships between lift factors and the number of Coca-Cola
fans of top 10 cases in each channel. If the position of a channel is more to the right it means that by advertising
in that channel you cover the most number of fans, while the more you go to the top advertising will be more
influential (i.e. the greater the impact factor will be). As can be seen in Figure (11) “Company” and “All" are the
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most advantageous channels to advertise in. Figure (11) deals with the number of fans of cases who are also
Coca-Cola fans. To have a broader impression on the total number of people that will be imposed to a possible
advertisement, Figure (12) correlates the lift factors with the total number of fans of each case (i.e. regardless of
whether they are Coca-Cola fans or not). The results of Figure (12) further confirms previous findings that the
most favorable channels are “Company” and “All” channels.

Comparison of lift factor and Coca-Cola popularity for all channels
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9.000 =TVs
8.000 —=All
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Figure (11): Relationships between lift factors and number of Coca-Cola fans for all channels
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Figure (12): Relationships between lift factors and total number of fans for all channels

Conclusion and discussion

As it was mentioned earlier in the introduction, the main objective of this article was set to analyzing the collective
intelligence application software “Wisdom Professional” with “Coca-Cola” as the case study. The study area is
also considered to be Europe. To this end, it was tried to introduce Wisdom Professional, explain application of
collective intelligence in this software, and use collective intelligence information from Wisdom Professional for
improving advertisement in (social) media for Coca-Cola case. Wisdom Professional software was utilized as
collective intelligence software that uses Facebook information of users to make better decisions in advertising.
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In order to select the best advertising case from any possible channel, two methods were used. First method was
named as “popularity-oriented method”. The basis of this method relies on the number of fans of Coca-Cola who
like a specific Facebook page. Based on different possibilities in categorizing Facebook fan pages, this method is

followed in three different directions. These three directions are called “single product — single channel”, “multiple
products — single channel” and “single product — multiple channels”.

By following the first method, the results of single product — single channel in TV category showed that 60.87% of
Coca-Cola fans are also fans of top three TV programs that are “The Simpsons”, “House” and “South Park”. This
implies the fact that for advertising purposes we should pay more attention to these three programs because 80%
of top 10 TV program’s fans like these three programs.

By following the first method, the results of multiple products - single channel based on first way (similarities) for
TV channel showed that top 20 TV Programs for six products namely Coca-Cola, Pepsi, Red Bull, Fanta, Sprite
and Heineken were very similar to each other. It means Coca-Cola competitors fans also like these top 20
programs just with a little difference in the order of these TV Programs. It shows that when we advertise in each
of these top 20 TV programs, competitor fans are also watching Coca-Cola advertisement because these top 20
TV programs are the same favorite programs for them as well.

By following the first method, the results of multiple products — single channel based on first way (dissimilarities)
for news/media channel showed that 80% of top 15 cases contain first eight news/media cases for Coca-Cola.
These news/media cases are the same for Heineken plus 3 other cases. Therefore when Coca-Cola advertise in
first eight cases, Heineken fans also watch the advertisement because these 8 cases are similar but when Coca-
Cola wants to attract more customers of competitors like Heineken should pay attention to 3 other exclusive
Heineken favorite cases as well.

By following the first method, the results of single product — multiple channels revealed that 71.45% of Coca-Cola
fans are also fans of top three cases that are “YouTube”, “Facebook” and “The Simpsons”. This implies that for
advertising purposes we should pay more attention to these three cases because 80% of top 10 all cases fans
like these three cases.

In the second method and as for the TV channel different cases are ranked based on highest to lowest lift factor.
The first five programs are “Sponge Bob squ.”, “MTV”, “Futurama”, “The Simpsons” and “South park”. This means
that for instance, the proportion of “Sponge Bob’s” fans who like Coca-Cola in comparison to total fans of
“Sponge Bob” are more than other programs. Therefore, media planners are advised to advertise in these
channels since a bigger fraction of fans will be covered by advertising in these channels.

Now the question is which method is more appropriate for advertising in (social) media, popularity-oriented
method or lift factor method? The answer to this question would be that we need to use both methods. The
reason is that popularity method covers more people and on the other hand lift factor method highlights the
penetration degree on specific market. That is why media planners need combination of high popularity and
penetration for better and more effective advertising. However and in the case of having contradictive results, the
priority should be given to popularity-oriented method. However, the final choice of channels or pages to
advertise in, depends on companies’ objectives and their social media planning strategies. Companies might
have different advertising strategies for short-term as well as for long-term. Achieving highest penetration rate
might be more suitable for long-term while attracting more customers in short-term might be more beneficial.

Currently we have no information about the costs of advertising in social media that is why we cannot offer any
recommendation in this area that which social media is better for advertising in terms of expenses. In this article
expressed opinions are based on the results from the methodological analysis and not the economical
assessments.
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A NEW METHOD FOR THE BINARY ENCODING AND HARDWARE
IMPLEMENTATION OF METABOLIC PAHTWAYS

Carlos Recio Rincon, Paula Cordero, Juan Castellanos, Rafael Lahoz-Beltra

Abstract: In this paper we introduce a new method for the binary encoding of metabolic pathways. Our method
assigns a 5-bit word to the functional groups of the molecules or metabolic intermediates, sorting the functional
groups by its redox potential. We illustrate our approach modelling two very well known metabolic pathways,
glycolysis and the Krebs cycle, showing how sugars and other glycolytic molecules could be modeled as binary
matrices as well as LED dot matrices. The method enables the design of 'metabolic hardware' which may be
useful in the study of the optimization of metabolic pathways as well as in the area of molecular and natural
computing.

Keywords: molecular topology representation, computational chemistry, biosinpired architectures, molecular
computing.

ACM Classification Keywords: F.1. Computation by abstract devices; F1.1. Models of computation

Introduction

Metabolic pathways are series of biochemical reactions occurring within a cell. In each pathway an enzyme
catalyzes a reaction transforming a molecule or substrate to a new molecule or product. Modelling and simulation
of self-organization in metabolic pathways (Fig. 1) has been addressed under different approaches. In fact the
simulation of biochemical reactions is related to the history of computers and biomathematics [Mendes and
Kell, 1996]. For instance, in the context of game theory [Melendez-Hevia, 1990; Melendez-Hevia et al., 1994]
introduced ‘the game of the pentose phosphate cycle’, a mathematical game that gives a simple explanation of
how the metabolic reactions of the pentose cycle find an optimal configuration. The authors found an optimal
solution to the problem of transforming six pentoses in five hexoses applying the principle of Darwinian natural
selection [Lahoz-Beltra and Perales-Gravan, 2010] and the simplicity theorem. The study of metabolic pathways
is also required for the design of virtual cellular systems [Sipper, 1990; Takahashi et al., 2002] e.g. MCell, VCell
and E-Cell, as well as in the field of molecular and natural computation [Stefanovic, 2008].

In all these studies, there are two main ‘ingredients’, metabolites or metabolic molecules and enzymes (Fig. 1).
However, taken together these two components enzymes have received much attention since they are very
important in the metabolic pathways by enabling the biochemical reactions take place to a reasonable speed.
From a historical perspective, the application of the theory of finite automata has enabled the modelling of
important biological molecules such as proteins (enzymes are a particular type of proteins). During the decade of
the 90s several researchers in the area of molecular computing considered the possibility that future computers
arise based upon an architecture composed of proteins [Hameroff et al., 1992]. However, and although there is
currently a lack of studies on protein-inspired computers we believe that this is a promising field that will give
interesting results in the future. To date most of the proposals has been based on studies with enzymes, proteins
with catalytic function responsible for the thousands of chemical reactions that sustain life on Earth. In the
scientific literature are described theoretical models [Birge, 1995; Bray, 1995] with no practical implementations
as well as experimental devices using real enzymes [Hiratsuka et al., 1999].
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Theoretical models of proteins and enzymes can be classified into two main groups. On the one hand, some
models assume an analogy between an enzyme and a transistor, due to the computational and electronic
characteristics of enzymatic processing. For instance, [Di Paola et al., 2004] proposed a model wherein the
bacterial chemotaxis proteins are implemented as hardware using an operational amplifier (Fig. 2). On the other
hand, there are a number of models that assume that an enzyme is a finite automaton with two or more states
which correspond to conformational states of the enzyme. For example, [Marijuan, 1991] introduced a
probabilistic model of an enzyme with its state table and transition probabilities. Within this group there are also
models in which an enzyme is considered as a McCulloch-Pitts neuron [Okamoto et al., 1999; Di Paola et al.,
2004]. In other instances it is possible to find models of protein assemblies. For instance, [Lahoz-Beltra et al.,
1993] introduced a model bio-inspired in the microtubules of cellular cytoskeleton showing the possibility of
molecular computation via Boolean operations in microtubules. In microtubules protein subunits are assembled
and behaving according the theory of coherent excitations introduced by [Frohlich, 2012] and in consequence like
automata which conformational changes occurring in an orchestrated fashion. Moreover, in 2008 [Lin and Chen,
2008] developed evolvable hardware bio-inspired in cytoskeleton. Therefore, in the models of this second group a
network of proteins or enzymes is a network of finite automata capable of performing Boolean operations. Based
on this approach [Lahoz-Beltra, 2001] introduced a model of electronic enzyme (Fig. 3) which is under Spanish
patent [Lahoz-Beltra, 2003].

Figure 1. (Left) Metabolic pathways are series of biochemical reactions occurring within a cell. In each pathway
an enzyme Ej, (lines or edges) catalyzes a reaction transforming a molecule or substrate Sy, (vertices or nodes)
to a new molecule or product Py, (vertices or nodes). A set of metabolic pathways is called a metabolic network,
e.g. glycolysis and the Krebs cycle [Source of the biochemical circuit diagram: Molecular Biology of the Cell.
Alberts et al. Fourth edition]. (Right) Biochemical reaction: Sy, + Enm — Pn.
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Figure 2. Modelling and simulation of bacterial taxis using operational amplifiers [Di Paola et al., 2004]

In this paper we did not study the computational role of enzymes in metabolic pathways, but we explored the
possibility of using metabolic networks as hardware in the field of molecular and natural computing. We call to
these biosinpired architectures as metabolic hardware. In particular, adopting as an example the intermediate
molecules of two very well known metabolic pathways, glycolysis and the Krebs cycle, we introduce the
methodology to translate the molecular structure or topology of their metabolic intermediates to a binary matrix.

Methods

From a historical perspective one of the first procedures to translate the molecular topology to a matrix was
introduced by [Randic, 1974], taking an element a; the value 1 when the vertices are adjacent or 0 otherwise.
Figure 4 illustrates an example of this method for vitamin A or retinol [Lahoz-Beltra, 2012)].

Our method assigns a 5-bit word to the functional groups of the molecule. For that purpose we define a table or
Rosetta stone (Table 1) that includes the most frequent functional groups in metabolic intermediates, which were
ordered by its redox potential (tendency of a functional group to acquire electrons).



24 International Journal “Information Theories and Applications”, Vol. 21, Number 1, 2014
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Figure 3. An enzyme Ey(cy, Cg..., Com, 01}, 02,..., Onm) has been defined as an automaton with a finite number of
internal ‘conformational’ states represented by an n-bit word cy;, ¢,..., Cam @and a set of operations or instructions
modelling the ‘active groups’ of the active site and given by 04, 03,..., 0nm Boolean operators (e.g. AND, XOR).
We define an enzymatic reaction as Sm + En — Pn Where Sy, S,..., Sam @nd py;, p3j,..., Pam are the n-bit words
representing the substrate S, and product Py, respectively of the enzymatic reaction performed by enzyme En.
Based on above definitions the electronic enzyme ‘catalyzes’ a biochemical reaction conducting the Boolean
operations given by: py = S4; 04 C1j, P2 = S2j 02 C2,...., Pam = Snm Opm Pom [LANOZ-Beltra, 2001].
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Figure 4. The molecule of vitamin A or retinol represented as a binary matrix [Lahoz-Beltra, 2012] (Transl:
Polish).



International Journal “Information Theories and Applications”, Vol. 21, Number 1, 2014 25

Let S and P be two binary matrices which represent respectively the substrate S, and product P, of a
biochemical reaction catalyzed by an enzyme E,. Since that glycolysis and Krebs cycle all metabolites or
metabolic intermediates are molecules of 3, 4, 5 or 6 carbon atoms, we will define the (1), (2), (3) and (4)
matrices respectively:

Cs= Qy Ay Ay3 Gy Ay (1) Ce= (2)

Note that given a value i, (a“ iz aiS) is a row vector representing the functional group of the
substrate s; or product p; molecules. Thus, each row in the matrices Cs, C4, Cs and Cg represents a carbon atom
in the molecule, having a total of 32 possible binary vectors from 00000 to 11111 (Table I). Using as a criterion
the redox potential vectors were classified from its most reduced (addition of hydrogen or the removal of oxygen)
form or alkyl group to the most oxidized (addition of oxygen or the removal of hydrogen) or CO.. However, since
the metabolites of glycolysis and the Krebs cycle are the result of assembling functional groups among a total of
22 combinations of carbon, then 10 binary vectors are without chemical meaning. In order to perform future
simulation experiments, molecules of CO,and acetyl-CoA were represented as a row vector (5) and 2x5 matrix
(6) shown below:

Co=(1 1 1 1 1) 5 wcoas| L L L0 6
= acetyl-CoA =
2 (®) y 01000 (6)

Results

Applying the technique described above sugars and other glycolytic molecules were modeled as binary matrices
as well as hardware (Fig. 5). The hardware representation was conducted implementing molecules as LED dot
matrices using CEDAR Logic Simulator program [Sprague, 2007]. The route of glycolysis was modeled as shown
below:

11000 11000 10000 10100
1000 1 1000 1 1101 1 1101 1
10010 10010 10010 10010
1000 1 1000 1 1000 1 1000 1
1000 1 1000 1 1000 1 1000 1
10000/ 0100/ 10100 10100
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representing each matrix the following metabolites of glycolysis:

Glucose ™ Glucose-6-phosphate — Fructose-6-phosphate — Fructose-1,6-biphosphate —
Glyceraldehyde-3-phosphate = 1,3-biphosphateglycerate — 3-phosphoglycerate — 2-phosphoglycerate
— phosphoenolpyruvate — pyruvate

Using the same method the Krebs cycle was modeled as follows:

1 110 0 1110 0 11100 I 1100
0100 1 01 00 1 01001 010 01
1 001 1, 01 01 0, 010 0 1 01001
0100 1 1 001 0 1101 1 11101
1 110 0 1 110 0 1110 0
(11100 5 (11100 _ N J
11100 1 1100 1 1100 11100
11011 01 0 01 01101 01001
01001 1 0010 01101 01001
1 11 0 0)e{1 1 1 0 0)e{1110 0Jell 1100

where each matrix stands for one of the following metabolites:

Citrate = Iso-citrate = & -Ketoglutarate = Succinyl-CoA —
Oxalacetate € Malate € Fumarate <~ Succinate

Note that we have used special notation for citrate and iso-citrate matrices, because the third carbon atom is
bonded to three others (Fig. 6).
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Figure 5. Glucose molecule (Left) and its hardware version as a matrix of LEDs (Right) simulated with CEDAR
Logic Simulator.

Figure 6. Citrate molecule

Conclusion

This paper presents a novel method to represent the topology of a molecule as a binary matrix. The method
enables the design of 'metabolic hardware', developing an example with two well-known metabolic pathways,
glycolysis and the Krebs cycle. In our opinion the binary representation of molecules or metabolites is a first step
that will lead in a future to study the metabolic pathways in search of bioinspired architectures with special
interest in the field of molecular and natural computing.
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TABLE I. Rosetta stone for the hardware implementation of metabolic pathways

Decimal  Binary “Functional group” Red-0x scale

c e — |

000 GO \
000 01
000 10
000 11 4

} NULL VALUES

w N - O

001 00 A
001 01
061 10
001 11

NULL VALUES

~ O~ O B

8 | 01000 -cH
? 01001 -ch-
10 | 01010 -GH-
11 01011 —¢-

Alkyle

12 101100 =cH
13 | 01101 =CH-
14 101110 =¢-
15 011 =c=

Aikene

16 | 10000 —CHOH
17 | 10001 H¢-OH o
18 1 10010 HO-GHu
19 110011  -¢-oH

Alcohol

20 10100 -cHO-®

—_—_ Y Y YV ‘Y Y Y

21 10101  H¢-0® e
22 110110 =¢o0®
23 11111 -¢-o0®

|

0
24 11000 ¢
25 110 01} s\, Carbonyie
26 11010 o (aldehide, ketone)
27 110 -¢-

g

28 11100 —Cy 4
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ADVENT OF CLOUD COMPUTING TECHNOLOGIES IN HEALTH INFORMATICS
Omer K. Jasim, Safia Abbas, El-Sayed M. El-Horbaty, Abdel-Badeeh M. Salem

Abstract: Cloud computing is internet based computing that allows client computers to access shared resources,
Software, and information from servers on the web/cloud. Health informatics technology describes the use of
computer information systems to manage the patients’ electronic health records based on electronic health
record. The advent of cloud computing technology provides effective and dependable results to support
healthcare services. The cloud technology reduces these costs for consumers and IT by improving clinical and
quality outcomes for patients. This paper discusses the potential rule of the cloud technology in healthcare
informatics. In addition, it presents the global challenges and technical difficulties which are facing this new
technology.

Keywords: Cloud Computing, Healthcare Informatics, Cloud Challenges, Health Cloud Technology.

Introduction

Cloud technology is a new way of delivering computing resources and services. This technology is defined as a
large pool of easily usable and accessible virtualized resources (such as hardware, development platforms and/or
services) [Alex R. et al, 2011]. In essence, cloud computing is the legal transfer of computing as a service rather
than as a product where the approach of these shared resources or services is furnished as a utility over a net.
Over the cloud computing, customers can utilize network-based tools or applications through a web browser just
as if they were programs installed locally on their own computer [Srinivasa R. at al, 2009; Omer K. et al, 2013;
NSA, 2013].

On the other side, health informatics technology (HIT) describes the use of computer information systems to
manage the patients’ electronic health records based on electronic health record (EHR). Precisely, EHR system
allows users in healthcare governance, such as hospitals, clinic, or a doctor’s to enter, store, process, access,
and manage patient healthcare data [Sanjay P. et al, 2012; Ruoyu Wu. et al, 2010]. As shown in Figure 1, typical
data in EHRs include hospital's information, doctor's order entries and comments, patient’s identification,
laboratory test results for trainer, and others. EHRs can support clinicians towards providing better healthcare by
granting access to comprehensive patient data, help to reduce medical prescription errors with various alerting
functions, and can help patients and doctors to oversee their treatment and charge books for insurance payments
[King M. et al, 2012; Samuel, O.W. et al, 2013; Ruoyu Wu. et al, 2012].

social communication
resource community

Figure1. Schematic of EHRs
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All EHRs components are mentioned above, can easily relate to the cloud environment based on an
accumulation of “www” based application or numbers of services tools [Ruoyu Wu. et al, 2012]. The cloud has an
infrastructure built so consumers can deploy and run their applications [Eman AbuKhousa et al, 2012]. They also
have different platforms with multiple operating systems so consumers can build, test, and deploy their
applications on virtual servers. Thus, the cloud provides highly scalable environment to effectively manage the
load, it provides many benefits for HIT by integration with healthcare providers, and these integration
mechanisms help the HIT provider to share the data between many organizations. Data sharing serves various
purposes that helping to improve the healthcare services. Moreover, many advantages are gone from this
integration such dynamically updating, file storages, manageability, and fasting for health care operations
[Thomas Trojer et al, 2012; Sunyaev A. et al, 2010; Buyya, Jwt al, 2011; H. Liohr et al, 2009].

This paper explains the impact of cloud technology on HIT rely on studies and discuss the healthcare systems
and models in the context of this technology. Moreover, the paper discusses the proposed technical solutions for
the HIT challenges. The remainder of this paper is structured as follows. Section Il reviews the existing methods
for healthcare in cloud computing technology, health cloud architecture and components are given in Section IIl.
Section IV explains the global challenges and solutions for health cloud technology (HCT). Section V presents the
information are enriched by this article. Section VI shows the conclusion and future works.

Existing Methods

Cloud computing can take on a vital part in containing healthcare integration costs, optimizing resources and
ushering in a new era of inventions. Current trends aim towards accessing information anytime, anywhere, which
can be achieved when moving healthcare information to the cloud. This new delivery model can make healthcare
more efficient and effective, and at a lower cost to technology budgets. There are several articles that introduce
contributions to building the environment for HCT.

Ortho [2014], plans to implement a cloud-based practice management technology solution through a company
called Care Cloud (CeC). The CeC of Soma predicts that the use of the system will eventually evolve into a more
advanced form of data sharing among Soma network of clinics as well as third party institutions such as
insurance companies. The platform is designed to offer greater care efficiency to both the practice and its patients
by minimizing redundancy inpatient procedures, therefore, the costs associated with them are minimized.

Yu [2011] investigates utilizing a service modeling approach to model the requirements and design of different
Service-Oriented Architecture (SOA) based services by using Service Oriented Modeling and Architecture
(SOMA) and employing Service Oriented Modeling Framework (SOMF) modeling styles and assets. It shows how
to rapidly implement and evaluate e-health applications using this approach. Generally SOA can provide a full
solution for facing some of the development and performance challenges facing the HCT.

Teng et al. [2010] provided a long term off-site medical image archive solution for Digital Imaging and
Communication in medicine (DICOM). One of the biggest challenges which the healthcare industry struggles with
is the growing cost of managing long-term on-site medical imaging archives. The continually increasing need for
high volumes of medical images is resulting in scalability and maintenance issues with picture archiving and
communication systems (PACS).

Guo et al. [2010] proposed a loud-based intelligent Hospital File Management System (HFMS) that aims to
improve some of the restrictions (storage capacity, low performance) which characterize the traditional hospital
management systems (HMS).

Fan et al. [2011] presented the Data Capture and Auto-ldentification Reference (DACAR). DACAR aims to
develop, implement and disseminate a novel secure platform in the Cloud for capturing, storing and consuming
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data within a healthcare domain. By using a single point of contact, the DACAR platform promises to provide
solutions for the challenges of HCT services.

From above attempts and methods , the cloud computing has given opportunities for clinics, hospitals, insurance
companies, pharmacies, and other healthcare companies to agree in collaborating between them and share
healthcare information to offer better quality of service and reduce costs.

Health Cloud Architecture

Recently, many medical organizations install software on their office or interconnection system. It shares with
potential interruptions such as power outages, software upgrades, hardware failures and human mistake. When
the software migrates to the cloud, upgrade the software to the open environment without breaking up your
practice. The cloud base is built in redundancy, meaning that your system is perpetually usable, even if there is
an outage on our goal. The services are designed so that outages remain transparent to the users and all
services available.

Cloud Computing Architecture

A cloud computing architecture can be basically divided into three layers the characteristics layer, the model
layer, and the deployment layer [Guo L. et al, 2010]. The characteristic layer contains four phases (on demand
service, broad network, resource pooling & Rapid elasticity, measured services), it aims to (i) develop and adopt
the rapidly evolving of cloud technology, (ii) abstract the details of inner implementations, and (iii) facilitate the
information retrieving service anywhere, anytime [Fan L. et al, 2011].

On-Demand Services

Broad Network
Characteristic

Resource pooling Rapidly elasticity

_J

Measured services

_
- |
SaaS PaaS } |aaS } Lavers

Cloud Computing Deployment

(Private, Public, Hybrid, Community) Deplovments

Figure 2. Cloud Environment Architecture

Generally, the model layer consists of three models arranged as follows (see Figure 2):

1. Infrastructure as a Service (laaS): this is a providing service in which the provider is responsible for
providing housing, running and maintaining the equipment used to support operations including storage,
hardware, servers and networking components. The Amazon web service (S3) [Ruoy Wu. et al, 2012] is
an example for laaS.
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2. Platform as a Service (PaaS): this service enables the users to use virtualizes servers and associated
services for running existing applications or developing and testing new ones, Google Apps are an
example for the PaaS [Matt Matlock , 2013; Eman AbuKhousa et al, 2012].

3. Software as a Service (SaaS): this service aims to run software on the provider’s infrastructure and
provide licensed applications to enable users to use the services. Moreover, SaaS offers more
transparent to the end user. An example of SaaS is the Salesforce.com CRM application [Pearson S. et
al, 2009; Hosseini, 2012].

Health Cloud Technology (HCT)

Over the HIT system will grow largely due to the increasing amount of patient data and additional improvements
in the application software that may require more computing power. This will require additional computing
resources in order to keep performing efficiently. On the cloud can add more servers with the push of a button
and will be transparent to HIT providers. This eliminates the need to buy additional hardware and perform ground-
up configuration and disruption that would be required with an in-office solution to keep your system running
[Rosado D. et al, 2012].
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Figure 3. HCT architecture (adopted from [Eman AbuKhousa et al, 2012])

As shown in Figure 3, upgrade the standard cloud architecture to HCT architecture, the HCT consists of an
integration area and the three basic layers of cloud. The integration and authority area contribute to achieve
following objectives:
I.  Accomplish the cloud authority access such as (registration, portal web, connects to another
communication system);

[l EHR verification: checking the authority of EHR after migration to the cloud;
[l Integration between traditional EHR files with the Cloudy EHR for HCT;
IV.  Determined the type of cloud deployment is used to share the health company files.

Consequently, the other components are classified into three layers same as the basic layers in cloud
architecture, firstly, SaaS responsible for the clinical system services, healthcare provider, and system login page,
secondly, PaaS utilizes the report testing, updating system, and integration with the other environment, finally,
laaS provides a physical processing and storage requirements.
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HCT Challenges and Solutions

The slow adoption of the cloud computing model in the health informatics field is mostly due to two important
concerns can be summarized into (i) security and data privacy, (ii) Data probability and Integrity. Those issues
need to be fixed in order to overcome obstacles when moving to the cloud environment.

Privacy Concerns

Originally, the exchange of the files and data between traditional HIT systems is not an easy task from the
security point view, due to unsecure communication between these companies. Therefore, the Migration of data
or file storages to a third party organization is more complex to do, especially when moving sensitive information
such as healthcare data. Hence, more robust security should be assured to avoid all concerns to adopt HCT such
as access controls, audit controls, authentication, authorization, transmission security and storage security in
order to avoid exposing the information to unauthorized entities [He C. et al, 2010; Grobauer, B. et al, 2010].

These issues are an obstacle that has slowed the cloud adoption and should be addressed in order to enable the
trustworthiness of cloud systems [Nguyen D. et al, 2012]. Fortunately, many of the biggest cloud providers in the
market such as Microsoft, Google, and Amazon have commitments to develop the best policies and practices to
secure a customer’s data and privacy, also, many researchers and research centers were focusing on privacy
point (see Table 1).

Moreover, the data of HIT's unlike other kind of data has strict confidentiality, privacy and security concerns
[Soma A., 2011]. The Health Insurance Portability & Accountability Act (HIPAA) compliance is the most
fundamental requirement when moving medical records to the cloud as a solution for this challenge. The aims of
this system are:

— Reducing costs and enhances the overall efficiency;
— Effectiveness of health care delivery and insurance industry;

— Enhancing the ability of various entities in the healthcare industry to exchange information via
standardization;

—  Ensure the confidentiality and security of personal health information;
— Ensure portability and continuity of health insurance coverage.
Table 1. Privacy research areas in HCT

Author (s) Privacy Research Areas Articles Info

HIT challenges for secure  |Enhanced Cloud based Model for Healthcare Delivery Organizations in

Samuel, O.W. etal, 2013 delivery Developing Countries

Soman A. K., 2011 HIPAA implementation on cloud Cloud-based Solutions for Healthcare IT

Regulatory level privacy

Ruoyu Wu et al.,2012 i
protection

Towards HIPAA-compliant Healthcare Systems in Cloud Computing

Organizational/System level Audit Mechanisms in Electronic Health Record Systems: Protected

Ki l., 2012
Jason King et al, 20 privacy protection Health Information May Remain Vulnerable to Undetected Misuse

Managing Privacy and Effectiveness of Patient-administered

Thomas Trojer et al, 2012 | Personal level privacy protection Authorization Policies

Matt Matlock et al., 2013 Data level privacy protection Systematic Redaction for Neuroimaging Data
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Interoperability

Interoperability (Data probability and integrity in some references) is one of the biggest challenges when moving
healthcare systems to the cloud, the concern regarding the ability to transition to another cloud vendor or back to
the healthcare organization without disrupting operations or introducing conflicting claims to the data
[Li M., 2010].

With traditional IT, the healthcare organization has physical control of systems, services and data. The concern is
that if a provider were to suspend its services or refuse access to data, a healthcare organization may suddenly
be unable to service its patients or customers [H. Liohr, A.et al, 2009; Ortho predict web site, 2014].

The lack of probability and integrity across cloud systems could make it very challenging to migrate to a new
cloud service provider. This risk highlights the need for provider agreements that address termination rights,
rights to access and retrieve data at any time, termination assistance in moving to another provider to allow a
breach of contract to be remedied before the provider terminates or suspends services [Yu W., 2011; Teng C. et
al, 2010]. Therefore, a new approach to developing health care systems should be taken in order to design more
interoperable systems. This change will result in numerous and substantial benefits to the health community.
Table 2 summarizes the studies about data probability constrains and solutions in HCT.

Table 2. Interoperability research areas in HCT

Author (s) Interoperability Research Areas Articles Info

Opportunities and Challenges of Cloud Computing to

Alex Mu. et al., 2011 Data Migration probability Improve Health Care Services

Present a complete survey on moving

Sanjay P. Ahuja et al., 2012
challenges

A Survey of the State of Cloud Computing in Healthcare

Ruoyu Wu, et al , 2012 Error rate of data transmission Secure Sharing of Electronic Health Records in Clouds

Interoperability and security challenges

E Abukh ., 2012
man Abukhousa et al, 20 in Healthy cloud computing

e-Health Cloud: Opportunities and Challenges

As a solution for this challenge, utilize the concept of Service-Oriented Architecture for implementing the HCT.
SOA aims to make services available and easily accessible through standardized models and protocols without
having to worry about the underlying infrastructures, development models or implementation details. This helps
achieve interoperability and loose coupling among HCT components and also among HCT users [AbuKhousa E.
et al, 2012; healthcare site, 2014].

Results and Discussions

Despite of the same challenges have contributed to the slow adoption of the cloud, there are equally as many
benefits for providers to embrace this new technology across the enterprise. Based on this study a lot of benefits
encompass both business and clinical areas as the following:

1. Cost: The cloud allows for health IT managers to avoid the costs of extra on site storage and network
infrastructure. In addition, it also allows for greater financial flexibility in health IT because the cloud
model is based on a scalable, on demand system.
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2. Reliability: The central storage of data allows for increased IT responsiveness and efficiency. Disaster
recovery is noted as being one of the key benefits of storing information in the cloud.

3. Portability: The centralized platform in the cloud allows for health care providers to access vital patient
data regardless of the original geographic location that their records were generated remotely from a
cloud provider.

Moreover, according to this study, many challenges associated with HCT such as privacy, data probability,
integration, and data migration. Figure 4 illustrates these challenges and we noticed through four years from
2010-2013, the privacy and security challenges are taking the bulk from the authors, these solicitudes due to
many reasons:

— The open environment for cloud computing technology;
— Lack of security restrictions at the Saa$S layer;
— Unsecure communication between cloud providers and clients;

— The weakness associated with the hypervisor layer in most cloud providers acts the cavity for the

attacker.
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Figure 4. Statistical analysis for HCT challenges

So, a collection of precautions must be followed to overcome the privacy challenge such providing a private IP
network isolation for each client, supplying @ modern encryption algorithms to guarantee secure communication ,
and periodically, execute the server load balancing features and automated backups.

Conclusion and Future Work

The current tendency of adopting cloud computing in the medical field can improve and solve several
collaborative information issues in healthcare organizations as well as cost optimizations. Standardized cloud-
based applications will bring obvious advantages to patients, doctors, insurance companies, pharmacies, imaging
centers, etc. when sharing data across medical organizations yielding better outcomes. Challenges such as
privacy concerns and Interoperability will rise due to the cloud-computing model and deployment. Thus, the
adoption of the cloud is progressing slowly. Through this survey we conclude the HCT will hopefully engender a
future development of the cloud-based systems adoption, despite all of the obstructions.

So, in the future we will recommend to design a new healthcare cloud system which able to overcome all
challenges. For protection, provide a novel security scheme based on quantum encryption model, and for data,
probability, utilize the waterfall model to insure the life cycle of the file migration and consolidation.
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MATRIX “FEATURE VECTORS” IN GROUPING INFORMATION PROBLEM: LINEAR
DISCRIMINATION

Volodymyr Donchenko, Fedir Skotarenko

Abstract: The problem of classification, clusterization or patterns recognition is one the manifestation of grouping
information problem (GIP) in applied researching. It involves, beside mentioned above, the problem of recovering
function, represented by empirical data (observations). Solutions of GIP largely depend of on the choice of "math
representatives” of the objects under investigation. It's usual to use a collection of real valued characteristics —
“feature vector”, in classification form of the GIP. Feature vector is in the essence a vector from Euclidean space
R". This choice is due to the highly advanced ties - and correspond techniques- in mathematical structure of
such type. This technique includes, particularly, spectrum of linear operator (SVD), Moore-Penrose inversion,
orthogonal projectors operators for fundamental subspaces of the linear operator, Grouping operators and so on.
Euclidean spaces R™" of all matrixes of fixed dimension are natural spaces of ‘representatives” for a great many
important applied fields of investigations: speech recognition, image processing and so on. In the paper SVD and
Moore — Penrose technique for R™", proposed and developed in the earlier paper of the authors published in
2012 is used for formulating and solution of linear discrimination of two classes, represented by matrix learning
samples.

Keywords: Feature vectors, information aggregating, matrix corteges, matrix corteges operators, Single Valued
Decomposition for cortege linear operators, linear discrimination.

ACM Classification Keywords: G.2.m. Discrete mathematics: miscellaneous, G.1.6. Numerical analysis, 1.5.1.
Pattern Recognition, H.1.m. Models and Principles: miscellaneous

Introduction

Grouping information problem (GIP) is fundamental problem in applied investigations. There are two main form of
it, namely: the problem of recovering the function, represented by their observations, and the problem of
clustering, classification and pattern recognition. Examples of approaches in the field are represented perfectly in
[Kohonen, 2001], [Vapnik, 1998], [Haykin, 2001], [Friedman, Kandel, 2000], [Berry, 2004]. It is opportune to
notice, that math modeling is the representation of an object structure by the means of mathematical structuring.
A math structure after Georg Cantoris is a set plus “ties” between its elements. Only four fundamental types of
‘ties” (with its combination as fifth one) exist: relations, operations, functions and collections of subsets. Thus, the
mathematical description of the object (mathematical modeling) can not be anything other than representing the
object structure by the means of mathematical structuring. It refers fully to so call “complex system”. A “complex
system” should be understanding and, correspondingly, determined, as an objects with complex structure
(complex “ties”). Namely, when reading attentively manuals by the theme (see, for example, [Yeates, Wakefield,
2004], [Forster, Holzl, 2004]) one could find correspondent allusions. “Structure” understanding is reasonable
determining of a “complex systems” instead of defining them as the “objects, consisting of numerous parts,
functioning as an organic whole”.

In the essence, math modeling is representing by math “parts plus ties” of the object in applied field.
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It is usual in GIP to represent object under consideration by the ordered collection of characteristics: quantitative
(numerical) or qualitative (non numerical). Such ordered collection with real numbered characteristics is called
feature vector and thus can be considered, naturally, as element of R" . Sometimes such collection is not
collection of numbers and called cortege this case. In clustering and classification problem the collection may be
both qualitative and quantitative. Feature vector case is more attractive since it allows using structural diversity of

Euclidean space R", namely: linear operations (addition and scalar multiplying), scalar product and orthogonality,
norm and distance.

Euclidean space R"is not unique, which naturally appears in applications: the space R™" of all matrixes of a
fixed mxn dimension is another example. Using off R" in applied researches is determined largely by

sophisticated techniques developed for R" - vectors handling. Namely, these are: matrix algebra, spectrum
technique (Single Valued Decomposition — SVD), Pseudo Inverse by Moore — Penrose (PIM-P) [Nashed, 1978]
(see, also, [Albert, 1972], [Ben-Israel, Greville, 2002]. One cannot mention in this context the outstanding
contribution of N.F. Kirichenko in development of PIM-P — technique for R" (especially, [Knpuuerko, 1997]
[Kirichenko, 1997], see also [Kupuuerko, flenexa, 2002]). Greville’s formulas: forward and inverse -for PIM-P
matrixes, formulas of analytical representation for disturbances of PIM-P, - are among them. Additional results in
the theme as to further development of the technique and correspondent applications one can find in [Kupuuetko,
Nenexa, 2001], [Donchenko, Kirichenko, Serbaev, 2004], [KupnueHko, Kpak, Monuwyk, 2004], [Kirichenko,
Donchenko, Serbaev, 2005], [Kupuuenko, HonueHko, 2005], [Donchenko, Kirichenko, Krivonos, 2007],
[Kupuuenko, [onueHko, 2007], [KupnueHko, KpusoHoc, Jlenexa, 2007], [KupuyeHko, [JoHueHko, KpusoHoc, Kpak,
Kynsic, 2009].

As to technique designing for the Euclidean space R™" as “environmental” math structure first steps have been
made for example, by [OonueHko, 2011], [Donchenko, Zinko, Skotarenko, 2012]. Speech recognition with the
spectrograms as the representative and the images in the problem of image processing and recognition are the
natural application areas for the correspond technique.

As to the choice of the collection (design of cortege or vector) it is necessary to note, that good “feature” selection
(components for feature vector or cortege or an arguments for correspond functions) determines largely the
efficiency of the problem solution. This phase in solving the grouping information problem is the special step of
the investigation. Experience indicates that this step should be arranged in the form of recurrent selection
procedures: pre-selection and subsequent improvement of the feature characteristics. Vivid examples of such
approach are the next publications on [lvachnenko, 1995] (also [Ivachnenko, 1969] with Ivachnenko’s GMDH
(Group Method Data Handling) and [Vapnik, 1998] with Vapnik's Support Vector Machine. Further development
of the recurrent approach in feature selection through the development and systematical application of advanced
PIMP technique with criteria for estimation of feature informative significance one can find in [Donchenko,
Kirichenko, Serbaev, 2004], [Kupuuerko, Kpak, Monuwyk, 2004], [Kirichenko, Donchenko, Serbaev, 2005],
[KnpnyeHko, [oHueHko, 2005], [Donchenko, Kirichenko, Krivonos, 2007], [KupuueHnko, [LoHuenko, 2007],
[Kupuuenko, KpueoHoc, fenexa, 2007], [Donchenko, Krak, Krivonos, 2012]. The idea of nonlinear recursive
regressive transformations (generalized neuron nets or neurofunctional transformations) due to Professor N.F
Kirichenko is represented in the works referred earlier.

Correspondent technique has been designed in this works separately for each of two its basic form f the grouping
information problem. The united form of the grouping problem solution is represented here in further
consideration. The fundamental basis of the recursive neurofunctional technique includes the development of
pseudo inverse theory in the publications mentioned earlier first of all due to Professor N.F. Kirichenko and his
disciples.
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The essence of the idea mentioned above is thorough choice of the primary collection and changing it if
necessary by standard recursive procedure. Each step of the procedure include detecting of insignificant
components, excluding or purposeful its changing, control of efficiency of changes has been made.
Correspondingly, the means for implementing the correspondent operations of the step must be designed.
Methods of neurofunctional transformation (NfT) (generalized neural nets, nonlinear recursive regressive
transformation: [Donchenko, Kirichenko, Serbaev, 2004], [Kupuuenko, Kpak, Mommwyk, 2004], [KupuueHko,
[HoHueHko, Cepbaes, 2005]).

There are two basic approaches in solving to solving classification- clusterization form of GIP when Euclidean
space is “environmental” space: using of recurrent procedure of k-means type and discrimination with linear
discrimination as a base. First approach needs and use so called distance of conformity with classes or clusters.
Variants of such distances based on advanced PIMP-technique one can find, for example, in [KupuueHko,
[HoHueHko, 2007], [DoHueHko, 2011]. In one can find the development of the “distance of conformity” approach for

R™"  based on developing of PIMP-technique for Euclidean spaces of R™" - type.

The linear discrimination (LD) form for classification - clusterization variant of GIP for R™" is formulated below
in the proposed paper and solved fully on the base of PIMP-technique developed the [Donchenko, Zinko,
Skotarenko, 2012], has been cited earlier.

Linear discrimination as a form classification- clusterization in GIP - problem - formalization

Linear discrimination as a form of clusterization and classification of GIP-problem (CI-Cl GIP) for Euclidean
spaces of R" - type has been discussed and solved fully on the base of PIMP — technique in [KupuieHko,
KpueoHoc, flenexa, 2007], [Donchenko, Krak, Krivonos, 2012] including designing of recurrent selection
procedure as well as criteria of informative significance components of feature vector.

In this paper we apply the ideas of papers just have been cited for formulating and solving fully linear

discrimination problem for Euclidean spaces of R™" . type for two classes, represented by learning samples.

We will reference these classes by Ch,Cl, with united learning sample X(j)eR™,j=1N and with iy
partition of index set{1"“’N / which corresponds leaning samples for each of the classes:
Jod, {1 N} I nd, =0, J,ud, ={1..,N},
X(j)eCl, & jed,, k=12,
j=1N
We mean by LD - problem in R™" (linear discrimination problem) of two classes ChCl, represented by the

X(j)jedi, X(j).jed, X(j).j=1N

parts of a united learning sample , the problem of designing linear

functional ¢ :R™" — R’ (discrimination ~function) A4>0 which would “4— differentiate” classes for some
4>0 'in the sense, that:
yi=o(X(j))zAjed;,

yi=o(X(j))s=4jed, (1)

Linearity for functional # means, that it can be uniquely represented through the inner product i.e. that mxn -
matrix A exists such, that



International Journal “Information Theories and Applications”, Vol. 21, Number 1, 2014 43

o(X) = (A X), (2)
Dot product (A,B),,A=(a;),A=(a;) € R™" - is a trace inner product, determined in the standard way by the
equation
(AB), = > ap,,
i=1,m,j=1,n

or, equivalently, by the sum of diagonal elements (trace) of matrix product A’B :
(AB), =A'B.

N .., T _ N
We will denote by 2(4) for any 4>0the subset of all vectors ¥ €R" Y =(Yu--¥") sych, that its

=1N

components y(j)j satisfy inequalities from (1):

Q(A)={yeR" :y" =(y,,..yy)y; > Ajed.y, <-Ajed,}.
We will use also denotation . with matrix cortege
a=(A,...A)A eR™, j=1N 3)

for linear operator from R™"to R", defined by the equation
(A.Y), trA!
SO:;Y — e — - .
(Ay.Y), trAY
It has been proven in [Donchenko, Zinko, Skotarenko, 2011] that ¢ is conjugate to a so called cortege operator

¢, R" —R™" defined for a matrix cortege from (3 by the equation
N
goax=zl:xjAj,XGRN,xT=(x1,...,xN) (4)
p

Thus, in the notations, have been introduced earlier, the text theorem is true.
Theorem 1. In the notation introduced previously LD-problem in R™" is equivalent to the solving of conditional
system of linear equations

$,A=Y,y€£2(4) (5)

with cortege %t , designed from the matrixes of united Learning sample:
o =(A(1),...,A(N))

Prove. Indeed, system of the inequalities (1) is equivalent, that real-valued vector y with the components from (1)
and functional # from (2) is valid next statement

Yy (A A1),

yN (AYA(N))tr

Then, by mentioned above theorem from [Donchenko, Zinko, Skotarenko, 2011] formula

e(A)
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(AA(1)),

(AAN)),

define a linear operator from R™"to R", which are conjugate to cortege operator $,, from R™" to R" with

cortege ¢, , defined by united learning sample:
a, =(A(1),...,A(N))
(AA(1)),

e :
(AAN)),

Thus

9., Ac(4)

We denote by X Gramian matrix for the united collection of Learning sample matrixes:

X =((ADAG)),

The next theorem is valid in the notations have been introduced.
Theorem 2. LD-problem is equivalent to solvability of quadratic optimization problem for y”Z(X)y in domain

N
QA)je. itis necessary and sufficient for existence of LD-problem solution that minimum y. R of quadratic

form V' Z(X)y belongs to $X(A):
y. =argmin y'Z(X)y.y. € Q(A) (3)
where
Z(X)=E,-X"X,
and X* - Moore-Penrose pseudo inverse for matrix X as linear operator from R" in R" (see, for example,

[Albert, 1972)).

Prove. Indeed, condition SO“LAZy € Q(4) indicate, that for some Y € Q(4) linear equation

yeR(e;, )

Pa A=Y is

solvable for some ¥ €42 (4) . This means, that y belongs to range of Pe, :
R(0., ) =R(9, 0., )=R(X)

Belonging to linear subspace or range means that it is a fixed point of the correspond orthogonal projector. As the

It is obvious, that

R(@l, ) =R(X) correspond orthogonal projectors coincides o) =P , S0

Pax)y =Y (6)
Consequently
Y=PRuxy

or
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(EN _RR(X))y =0.

Orthogonal projector Facx) uniquely determined by pseudo inverse for X according to the next equality
P‘.R(X) = X+X .

Thus (6) one can rewrite
(Ev-X"X)y=0

or, equivalently, in notation of, for example [Kirichenko,1997]
Z(X)y=0 7

T _
In its turn, last equality is equivalent to v Z(X)y =0,

T N
Last equality means that absolute minimum of nonnegative quadratic form v Z(X)y,y eR is achieved in

e 2(A) Z(X)y,y € 2(4)

domain <2 (A). It is equivalent, that there exists a which is minimum of ¥ and the

minimum value is zero:
yiZ(X)y.=0,y. e 2(4)

This is the finish if the prove.

Insolvability of the optimization problem with constraints from Theorem 2 means insolvability LD-problem with the
feature matrixes of the model. So the features need purposeful change, for the matrixes feature (matrixes “feature
vector’) now. So, criteria for the choice of correspondent components and means for correspondent changes
must be available, just as that was exposed in [Kupuuenko, KpusoHoc, Jlenexa, 2007], [Donchenko, Krak,
Krivonos, 2012] for feature vector from R".

Conclusion

Conception of enriching the standard considering the "representatives” in Applied Math to be the feature vectors:

elements from Euclidean space R” - has been further developed in the paper (see, also, [Donchenko, Zinko,
Skotarenko, 2012]). Using matrixes as the “representatives” of the real objects is main idea of the conception.
This mean, that matrix instead vector represents all principal features of the objects in applied fields. Support of
this concept requires the development of technologies handling with matrixes similar techniques operating with

vectors from Euclidean spaces R". SVD-technique as well as PIMP - technique are the priority among them. The
results of such type are represented in the paper. These results demanded a generalization of matrix algebra and
transforming it in algebra of matrix and vector cortege as well as definition and using the linear cortege operator.
Correspond results are represented in the paper of the authors [Donchenko, Zinko, Skotarenko, 2012]. Using that
handling technique for matrix features (“matrix feature vectors”) make it possible to put and fully solute the Linear
Discrimination problem for two collection of matrixes. Correspond solution uses standard SVD and PIMP for
Gramian matrix of united collections and solution of quadratic optimization in a domain of appropriate R" . Thus,
the development of matrix technique manages to reduce to existing technique for real valued vectors. Solution of
Linear Discrimination Problem for matrixes is similar to correspond result for real-valued vectors in [KupuueHko,
KpusoHoc, Jlenexa, 2007] or [Donchenko, Krak, Krivonos, 2012]. The two obvious application areas are worth
mentioning within the context of the application of these results. These are: speech recognition and image
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processing. Matrixes naturally represent the objects under consideration, namely, spectrograms and digital
images.
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STANDARDIZATION OF GEOMETRICAL CHARACTERISTICS IN GESTURE
RECOGNITION

Andrew Golik

Abstract: This paper covers approach to obtaining geometrical characteristics, in particular defects, for gesture
shown in front of web camera. Variant of standardization of defect’s structure is suggested. The paper provides
detailed algorithm that allows obtaining standardized feature vector for defect of any size and structure. It is
suggested to use obtained feature vectors for recognition of tactile sign language.

Keywords: gesture recognition, defects, standardization, normalization, tactile sign language.

ACM Classification Keywords: |.2 Artificial Intelligence, 1.4 Image Processing and Computer Vision, 1.5 Pattern
Recognition, G.1.3 Numerical Linear Algebra.

Introduction

Recognition of tactile sign language is an important applied task. There exist people who need such recognition
systems not for entertainment, but for everyday life. They are deaf and deaf-and-dumb people. In case when
person lost hearing at mature age usually it is possible to continue full-fledged life, but children, who lost hearing
in the early childhood, are in much more difficult situation. It is an important social task to help such children. Of
cause, availability of money for hearing aids and other equipment partially solves the problem, but children in
many orphanages remain without appropriate support. So developing of recognition system, which does not
require expensive devices like sensors and can be used for low cost, is an actual task. [1]

Principle of allocation and highlighting of a contour of hand on captured by web camera image is given.
Geometrical characteristics, which can be effectively used for gesture recognition, namely defects, are covered.
Algorithm of obtaining standardized feature vectors for defects is suggested.

Finding and highlighting of a contour of hand

The maijority of approaches to finding of a contour of hand on an image are connected with pixel analysis. Usually
two color models, RGB and HSV, are used. RGB is an additive color model in which red, green, and blue light are
added together in various ways to reproduce a broad array of colors. HSV is one of most common cylindrical-
coordinate representations of points in an RGB color model. HSV stands for hue, saturation, and value. Both
models have advantages and shortcomings. However, HSV model is preferable in gesture recognition. This
model allows considering hue as separate component. It is important for situations when finding a contour of
hand is connected with finding areas that correspond to color of skin. In this case, smoothing and filtration, which
helps to get rid of noises, are applied too. This task is not trivial because of environment conditions (lighting,
background and so on) which have direct influence on results of recognition. Existing systems require detailed
configuration before someone can use them in certain environment. This problem can be partially solved with
usage of a red mitten.

The most useful for implementation of mentioned above functionality is OpenCV library. It is written on C++, but

there are many wrappers, which allow using it in different programming environments, for example Java (JavaCV)
or C# (EmguCV). The library offers great capabilities for image analysis, processing and smoothing, finding of
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contours and so on. While developing of recognition system for tactile sing language, stage of finding of a contour
of hand was implemented. lllustration of corresponding results is shown in Figure 1. [1]

Figure 1. A contour of hand is found and highlighted.

Convex hull and defects

Information about highlighted part of an image is presented as a closed contour that is a formalized description of
a captured object. The most useful information is stored in “defects”. Defects are geometrical characteristics of
gesture, which allow identifying of tactile sign. They are characterized by relative positioning of a contour of hand
and convex hull built for this contour. In addition, defects can be considered as “curvilinear triangles” with (blue)
parts of convex hull as basis (Figure 2).

Highlighted contour of hand and convex full for this contour is shown in Figure 2. The figure represents four
defects, start, end and depth points of each of them. However, there are only “significant” defects on the figure
and there exist many small defects most of which even cannot be seen at the first sight.

Figure 2. Finding of a contour of hand, convex hull and defects

Defects are sorted in order to find “significant” defects, which can be effectively used for recognition. This stage is
rather complex because criteria of importance of defect are not trivial. Following parameters can be used for
sorting: length and depth of defect, relation of length to depth and so on. The most efficient approach is to use
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rules like “if length more than A, depth more than B and relation of length to depth is more than C then defect is
significant”. [1, 2]

Formation of standardized feature vectors for structure of defect

As mentioned in previous section there are numerical characteristics which can be obtained for defects, namely
length, height, area, perimeter and so on. In addition, usage of relative values shows their efficiency on practice.
However, structure of defect deserves special attention. The paper provides an approach to formation of feature
vectors that represent structure of defect in the most adequate way.

Figure 3. Tactile sign “I” with highlighted defect.

Gesture with one significant defect is shown in Figure 3. Structure of defect is described by positions of points of
a contour within it. It should be represented in such way that would allow not only displaying positions of
mentioned points, but also comparing structures of different defects and finding similarity degree between them.
Algorithm of formation of feature vectors, which meet all the requirements, is given below:

1. Obtain equation of line that passes through start ¢, (x,,»,) andend ¢, ,(x,,»,) points of defect:

V= )x+(x—x,)y+ (5,0, —xy,) =0,
A=y, = y;B=x-x;C=x—x,;
Ax+By+C=0;

2. Having coordinates of points of a contour within defect c,(x, y,),i = W for each point obtain
distance between this point and line from step 1 (Figure 4).

_|Ax, +By,+C|

- JanBy

,i = start,end;

d,

1

Numerical vector is obtained d = (d equals to amount of points of a

start?°°*

,d,.) . Size of this vector d

size

contour within defect.
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Figure 4. Generalized illustration of second step of the algorithm

3. Standardize vectord .

Third step of the algorithm should be covered more detailed. First, necessity in standardization appears because

of different dimensions d

of feature vectors. It is naturally that amount of points of a contour within defect

size

differs for each demonstration of gesture. In order to solve this problem following algorithm of standardization of
feature vector is suggested:

1.

2.

Set etalon dimension d for feature vectors.

etalonSize

Ifd

size

>d

etalonSize

Compare dimension of current feature vector d__ with d

size etalonSize *

move to step 3 a),
else move to 3 b).

a) Divide dimension of current feature vector d

size

by d

etalonSize *

Round result to bigger number

amount = ceil(d,, / d,,,,s..) - Starting from the first element of vector d group elements in groups

of size amount (or less in case when there are not enough elements).

Setl - {dstart LR dstart+am0unt—l } >

SetZ - {dstarHamount ERR dsmrtJrj*amount—l } b

Setj - {dstart+(_/'—l)*amount ERRA dstart+_j*amount—1 } >

S€Cesatonsize = Lstart(dyyse 1y amount > Detarts s, *amount 115

Find average value for elements in each group:

b) Increase quantity of feature vector elements on d

V. = (dstart+(j—1)*amuunt +..t dstart+j*amaunt—l )

J 9
amount

Jj =1,amount;

—1 by inserting additional elements between existing

size

ones. Values for created elements are obtained by calculating average for two adjacent elements.
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v =d,

(d +d,)
V) = 12 : vy =d,,
V4=—(d2;—d3),\/‘5=d3,

v = (di +dip1)

=d
k > Y+l k/2+1°
2

(ddxi:e -1 + dd size )

Vady2 = > Vaa 1 =y

k/2+1)<d. ;

size ?

If 2d

size

—22d,,nsi.c MOVe to step 3 a), else repeat step 3 b).

4. Normalize feature vector by dividing all its elements by maximal element of the vector:

V... = max (v,),

max .
i=l, dezalonS[ze

y= (vl,vz,...,v,.,...,vdmmze )V, € [0,1];

Normalization can solve problems that are connected with different distances between hand and web camera so
this step is necessary.

Conclusion

Overall, standardized feature vector has etalon dimension amount and its elements belong to interval from 0 to

1 (Figure 5). The feature vector can be used for finding similarity degree between defects. It is suggested to use
Euclidian, ellipsoidal or orthogonal compliance distances with obtained feature vector [3].

Amount

Figure 5. lllustration of standardized feature vector
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FUZZY NEURAL NETWORKS FOR EVALUATING THE CREDITWORTHINESS OF
THE BORROWERS

Natalia Shovgun

Abstract: The problem of assessing the creditworthiness of the borrower is considered. The application of fuzzy
neural networks for this problem solution, fuzzy neural networks TSK and Mamdani was suggested. The
experimental investigations of application of these networks for our task were carried out and comparison with
classical methods was performed. The modification of adaptation and learning algorithms of fuzzy neural
networks was suggested.

Keywords: fuzzy neural networks, credit rating, fuzzy logic

ACM Classification Keywords: H4 Information systems applications; H.4.2. Types of Systems Decision
Support

Introduction

The main activity of commercial bank is a credit activity. Lending provides almost half of bank profits; however, it
is inextricably linked with risk. Credit risk is connected to possible misconduct by the borrower and it is one of the
most significant risks of commercial banks. Consumer loans to individuals is a basic banking products. The bank
assesses the creditworthiness of a potential borrower before lending. This is a method to minimize the losses of
the bank. Careful selection of borrowers and effective assessment of creditworthiness is the main way of
assessing and reducing credit risk. Information for decision making about lending may be inaccurate, incomplete,
and information about the borrower may be such that it is difficult formalized. The analysis of existing methods of
credit analysis showed the feasibility of using the methods based on fuzzy logic. These methods can work with
both quantitative and qualitative characteristics and decision-making process is based on a comprehensible rules
base.

For example, the technique of assessing the creditworthiness of individuals using the method of paired
comparisons and fuzzy systems with Mamdani-type logical conclusion was considered in [Kuznetsov, 2007]. But
the downside of fuzzy inference is that they can not learn automatically. Parameters and type of membership
functions, which describe factors of creditworthiness, is given by an expert that's why it may be inadequate. Fuzzy
neural networks (FNN) combine the advantages of fuzzy inference systems and neural networks - the ability to
adapt and automatic learning, and the ability to interpret the process results.

To analyze the creditworthiness of borrowers applied fuzzy neural network with output Mamdani
[Zaychenko, 2008] and fuzzy neural network with output Sugeno.

The work is devoted to the study of the FNN in the problem of assessing the creditworthiness of the borrower. A
comparison of the results for the credit assessment by FNN TSK with classical methods such as logic model was
performed and with popular in recent years Bayesian networks. Also provided are methods for setting up the rule
base on which to base make a decision on lending.
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Methods for assessing the creditworthiness of the borrower and their features

Based on questionnaires borrower the bank needs to decide - whether to grant credit. Each such form can be
represented as a vector {X . CURN. S, ¢ M}, where X; — some way the formalized data of borrower and

the parameters of loan. This vector is the input of network. The decision on lending to the borrower is the output
of network.

Most commonly used to solve this problem is using linear or logistic regression [Duffie, 2003]. Using linear
regression we have function that determines the credit rating by approximating of a linear function wich argument
is the vector characteristics of the borrower, i.e.:

p=a,+a,-X,+8, X, +...3, Xy,

where a, - the free term; a,, i = 1,..., N — weights of borrower characteristics; x, - characteristics of the
borrower.

All regression methods are sensitive to the correlation between the characteristics, so in the model should not be
strongly correlated independent variables. In addition, the regression coefficients are not giving enough
information about mechanism of influence characteristics of the borrower on the risk.

Bayesian networks (BN) are used in situations with some uncertainty. BN is a triple N =<V ,G,J >, where V'
is a set of variables, G is a directed acyclic graph whose nodes correspond to random variables modeled
process, J is a joint probability distribution of variables V' = {Xl,Xz,...,X,.,...,XN}. Bayesian networks,

which may be presented with discrete and continuous variables is called hybrid Bayesian networks. Details about
the BN can find at [Dawid, 2007].

In FNN results is obtained by using fuzzy logic, but the corresponding membership function is customized using
learning algorithms FNN. Thus, the network uses a priori information for find new knowledge and it is logically
transparent to the user.

We consider two different FNN. FNN with Mamdani-type fuzzy rules use next base of rules:

R: if X1 is Airand Xz is A,and ...and x,is A _thenyiis Ci,
where x, and y; are input and output variables of the network, A and C, are input and output fuzzy sets.

FNN with Sugeno-type fuzzy rules (FNN TSK) use next base of rules:

N
R:if xis A7 x,is A ix,is AY then y, = p + > p,x,

j=1
where A" is fuzzy sets of variable x,, i=1,2...N (data of borrower) for rule R, with membership function

1
(k) '
X. —C; (k)
1+( : (k)l 2[7‘
O

1

;ugk) (x;)=

For network training is used back-propagation algorithm. To find the parameters of membership function is used a
gradient or genetic method. In the gradient method for configuring the parameters of membership function can be
used resilient propagation method [Riedmille, 1992] to reduce the learning process. Each of the considered
algorithms has its drawbacks. Thus, the gradient algorithm is highly dependent on the initial conditions, and
genetic frequently converge to local optima. The author proposed to use a hybrid algorithm in which the initial
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approximation (initial values of membership functions) is found by using genetic algorithm, and only then it is
considered as the starting point for the gradient algorithm.

Scaling up the rules is the most efficient algorithm among the algorithms adapting FNN. The algorithm proposed
in [Kruglov, 2002], based on an assessment of the accuracy of approximation. In this algorithm, we add a rule, if
the existing knowledge base gives too large an error for the current point.

In [Juang, 1999] proposed an adaptation algorithm based on firing strength of rules, which is faster than algorithm
based on approximation accuracy. In this algorithm, a new rule is added if the condition:

I =argmax,_,., F*(x)<F,  where F*(x(t))=w, is firing strength of rule k for input vector t, and F,

is a pre-specified threshold that decays during the learning process. In new rule the parameters of membership

N 1
functions are set as follows: Cjk) =x,(1), bj(") =1, o—;") =p-11 5 . That is, we add a
j=1 1+ (xj — Cj )ij”
%)
g,

rule, if none of the existing rules do not describe well enough the current input vector. For the efficiency is
proposed to make additional checks: if f, = min(f,, f,,..., f,,) > R, where f, = HE(") —)?"H, k=1mis
the distance between the centers of each membership function for each rules and the current point, R = const

then new rule is generated. Thus increasing the control of the number of rules. Accordingly the optimal network
structure is building and thus the training requires less time.

Experimental results

The data sample of one of Ukrainian banks, which consists of 1,000 samples is used for credit analysis using the
proposed methods. The feasibility of using FNN can be seen from Figure 1.

25

20 -

15

%

—e— FNN TSK (gradient

10 - algorithm)
—=— logit model

0 T T T T T T T T T
100 200 300 400 500 600 700 800 900

the sample size

Figure 1. The errors dependence on volume of a sample

As you can see from the figure the percentage of incorrect classifications decreases with increasing training set.
Errors are smaller when was using FNN TSK. To prevent re-training FNN TSK should be edit the complexity of
network structure by adapting the algorithm parameters in accordance with the size of the training set. Building
such an algorithm may be the subject of further research.
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The data set consists of values: the borrower's age, sex, marital status, number of dependent, income, work
experience, realty, monthly payment and reply. After the correlation analysis with using programs Netica
(http:/lwww.norsys.com/netica.html) was constructed the Bayesian network - Figure 1.

realty
7 0 50.3 m—
: o 0030 125m
Tl 30036 113m
361080 169m
SEX s 16.3+25
3.5 gg; : // monthlypayment —
- H S 300102900 26.5 m
0.835+024 '( 2900 to 3800 232m
d d 3800 to 5200 2485 mm
5 99393“19"5 52001010300 255 i
-
fma o = 4290 + 2400
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Figure 2. The structure of Bayesian network

The experemental results on figure 3.
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Figure 3. The results of the credit assessment of different methods
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The best results has the FNN TSK (hibrid algorithm). Since the percentage of true classification isn't dependent
on the type of membership function (Figure 4) we can speak of an automated construction of rules base on which
a decision-making on lending is done. For example, if we trained the rule base with only two rule:

Rule 1: If the "Age" is "Low", "Sex" is "Female", "Married" is "No", "Number of dependents” is "High", "Income" is
"Low", "Experience" is "High", "Residence time" is " High "," Monthly Payment " is "Low ", "Answer" is "No".

Rule 2: If the "Age" is "High", "Sex" is "Male", "Married" is "Yes", "Number of dependents" is "Low", "Income " is
"High", "Experience" is "Low" , "Residence time" is "Low", "Monthly Payment" is "High", "Answe" is "Yes".

The percentage of correct classifications
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Figure 4. The results of the credit assessment for different membership function

We have a clear interpretation of the process of obtaining the decision making, credit institutions are given the
opportunity to evaluate and adjust credit terms to offer the borrower an alternative parameters of lending.

Conclusion

The article considers the practical application of fuzzy neural networks to the problem of assessing the
creditworthiness of the borrower. The results are compared with the classical method such as a logit model and
some new as bayesian network. The best percentage of true classifications showed FNN TSK with hybrid
(combination of gradient and genetic methods) learning algorithm. A new adaptation algorithm for fuzzy neural
network was proposed, so we can build base rules automaticaly. As a result, there is an optimal network structure
construction in accordance with the training set.
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PROBLEM AND MATHEMATICAL MODELS FOR RESCUE TECHNICS ACQUISITION
Vitaliy Snytyuk, Pavio Kucher

Abstract: In this paper the problem decision technology for resque technics acquisition with use multiobjective
optimization, method of the variant's consecutive analysis and evolutionary modeling is considered. Models,
serving information-analytical base of the integral objective forming, is suggested.

Keywords: evolutionary modeling, objective function, rescue technics.

ACM Classification Keywords: 1.2 Artificial Intelligence, H.4 Information Systems Applications, J.6 Computer-
aided Engineering

Description of the problem-solving area

Actuality of the resque technics acquisition problem (RTAP) is defined by the increase dynamics of situations, in
which necessary is its use, as well as increase of environments technogenic danger. In practice, the RTAP
problem decision is taken by responsible person, coming from own experience. In consequence of this by
performing the resque work often is an absence necessary toolbox in general, or impossibility of the problem
performing fully.

In present time significantly extended assortment fire-prevention and resque product, taken off restrictions on
import foreign technics, but exists the certain deficit of financial resource. It is impossible also not to notice of
wide functionality and maximum power necessity.

Obviously that problem of the RTAP has much common aspects with the known problem of the bin packing [Lodi,
2002]. The bin packing problem is concluded in accomodation object predestined form by such way that number
used container was most or volume object was least. In problem of the RTAP objective function of bin packing
problem changes in restrictions on overall dimensions elements. The objective functions are functionality, power,
cost, other features of RTA elements. So, priority problem is a forming integral objective function and
presentations of the potential decisions of the problem. Aspects of its solving are offered below.

Problem of the resque technics acquisition

Let the sets X ={X,,X,,...,.X,} presents the assortment of the resque technics. Each element from X belongs
to one of the set classesC ={C,,C,,...,.C,} , where k << n. Assume, that in complete set must enter equipment

from each of {C,,C,,...C,} classes, m<k,i.e. {X;,X.1 Xﬂh}cC1,...,{X,:",X£”,...,X,’/_" }<C,,.each element of

Byt i

X will to correspond with value set:

Xq —< ﬁq,@q,ﬁq,aq,bq,cq > (1)

where F1q - functionality value for q element; qu - its power value; I:3q - its cost; aq,bq,cq - its overall

dimensions, q = 1.
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We shall do the simplifying remarks. Let all elements have a form of the right-angled parallelepiped and they must
be placed in right-angled bit. Besides, in the bit must be one element from each class.
The RTAP is reduced to multiobjective optimization problem

F,(x) > max, F,(x) = max, F,(x) — min, 2)

where x =(x; ,x¢ .. ),x. €C; by restriction
il

) o1 i
Iy Iy

F(x!)>0,F,(x!)>0,0<F,(x/ ) < Fjm=, (3)

0<a,(x! ) <max{a,b,c}, 0<b,(x/ ) <max{a,b,c}, 0<c,(x ) <max{a,b,c}, (4)

where a,b,c - bit's overall dimensions.

It is known that such problems refer to NP-hard problems. But, obviously that in problem (2)-(4) can be made
suggestions, simplifying process of its solving. We consider rational to use the ideas of the multiobjective
optimization problems decision [Chernoruzkiy, 2005], [Voloshin, 2006], method of the variant's consecutive
analysis [Volkowitch, 1993] and evolutionary modeling [Michalewicz, 1996].

Information-analytical models of complex systems

As the basis of the efficient problem (2)-(4) solving lays such preconditions:
1. Forming a models set, which will allow realizing the objective function identification.

2. The development integral objectives function, which values reception will allow installing the preferences on the
variants set.

We shall consider the problem of the forming the models set, which work out an information-analytical research
basis. It is known that by the complex systems construction traditionally [Timchenko, 1991] use the models of the
construction, operation and development.
In our case the construction model is such:

M, < X, X,,... X, >, (5)

where n- the number of RTA elements. The construction model is a basis, which is intended for forming an
element s set and structures by RTA acquisition.

The operation model
M, =<G,,G,,...,.G,>, (6)

where G,.,i:‘l,_n,— transformations, which is realized by i element, and Y, =G,(I,R.,P),Y; - same feature,
which is defined by transformation G, and pointing to its result, /.- a priori information about RTA types, their
scale and possible consequence, R.- material and energy facility required for operating the element X and

receptions values Y;, P.- features of transformation process </,,R >—Y,,i=1n.

The third model - development model will present, using belonging elements to classes
M, =<(X,.11,X.1 X}I ),...,(X,,:”,X.m X,.T)> (7)

e e
where m is the number of RTA elements classes, which execute like functions. Elements from each subset can
be ranked on functionality, power and cost levels. Possible also are variants of the overall dimensions order.

The offered models form the basis for receipt of objective function, which will used by decision making for choice
of the RTA completing optimum variant in conditions of resources deficit.
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Construction features of integral objective function

The RTA problem has a features, to which concern multiobjectivity, different dimension objective functions
values, weak structuring. We shall consider aspects of the integral objective function, coming from the known
methods of solving of the multiobjective optimization problems [Larichev, 2003]. Notice that objective functions (2)
can be both constant and analytical dependences.

1. Main objective function method. Assume main objective function to be a cost of the RTP element. Then
problem (2)-(4) is converted to such type:

F(x)—min, x=(x; X ,.x7" ), x| €C,, (8)

,/1’ ,/2"'1 i ) ,//

xeD,D={x/F

imin

<F(x),i=12) (9)

and (4) is executed. In the problem (8) - (9), F, . ,i=12, - minimum possible values /" odjective function. In

» 7 jmin?
that way we get the multiobjective optimization problem. Its solving in case of known values F,,F,,F, for all
elements is reduced to searching
X; = ma)_(Fa(X), (10)

xeD

where D'is the area, in which are executed restrictions (3) and (4). If x; € D, then solution is found, if no - do
search

X, :TE%?(I%(X)' (1)

X#Xq

If 3x; : x; =maxF,(x), x; € D, then problem has a solution, otherwise the solution is absent.

xeD
2. Method of linear convolution. The necessary conditions to realization of the method are:
— Normalization of objective functions values;
— Determination weight coefficients of objective functions.

Then integral objective function and problem will be such:
F(x) = a,F(X) + a,F,(x) — o, F; (x) — max, (12)

3
where ¢; >0,i=13, Za, =1. If the objective functions values and integral objective function value on the
i=1

elements (from RTA) of control set are known, then coefficients «,,a,,c, can be calculated, for instance, on

least squares method. However, this is not always possible, more so that most likely in array of initial data will
exist a multicollinearity factor and result will be biased. At other times necessary to use a processing techniques
for expert estimations.

3. Method of ideal point. The point (x;,X,,x;) is ideal, if x; =manE(x),i=1,_3. The solution of oneobjective

optimization problems - ideal point will be founded. Then the solving process is concluded in searching for of such
point;
3

X' = Argmin(>°(F (1)~ x, 2. (13)

i=1
Objective functions values must be normalized and if objective functions have a weight coefficients then problem
(13) will be such:
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X' = Argmin(} " (F () —x, )2, (14)

3 1
i=1

3
where a;>0,i=13> a =1.
i=1

Exist and other methods for decision of the multiobjective optimization problems such as choice on number of
dominant objective function, method of the consequtive concessions, consequtive entering the restrictions and
etc, but all of these require attraction to additional information, which can be not. Therefore for our problem
solving we stopped on afore-cited three methods.

Preliminary steps for shortening variants number of solving problem

1. Removing possible variant of the problem solving, which strictly dominated at least one of other variant. We
shall notice that such operation can be executed at the beginning to initially realization of searching of the
problem solving, if the power of variants set is relatively small. If this is not so, that checking for dominating is
realized in process of the problem solving for each element separately.

2. Necessary to realize preliminary check, does not exist such element RTA that
(a, >max{a,b,c}) v (b, >max{a,b,c}) v(c, > max{a,b,c}) (15)

does not exist such RTP elements set that

3 3 3
(> a, >max{a,b,ch) v (D> b, >max{a,b,ch v (D c, >max{a,b,c}). (16)
q=1 q=1 q=1

If elements or elements sets satisfying (15) or (16) accordingly exist that their necessary to delete a priori, or in
process of the problem solving. Similarly, using scheme of the consequtive analysis variant, we delete the
variants, the total functionality or power which less minimum possible, as well as that, which the cost exceeds the
possible value.

Main directions of problem solving

Since is necessary to find the function optimum, given tabular, under specified restrictions, and about
characteristic which nothing not known, then we introduce rational using evolutionary modeling. The choice of the
evolutionary modeling method is a researcher prerogative.

Assume that we use the genetic algorithm [Holland, 1994]. It is known that its realization accompanies two
problems: forming of objective function and presentation of the potential solutions as binary chromosomes. In our
problem objective function is already received. For forming chromosomes-solutions we shall offer such approach.
Since solution is a set with m elements, then length of the chromosome will be m . Each its position corresponds
to one RTP element. All elements of the chromosome belong to one class.

Each element has 3 fragments. The first fragment corresponds to functionality value, the second - to a power, but
the third - to a cost. Thereby, chromosome-solution will have 3m fragments. On initial stage all features element
values were normalized, their values are found in[0,1] . Further all known procedures of the genetic algorithm are

used. We shall neither notice that got solution can not correspond to nor one potential variant. Then necessary to
find nearest to it on criterion of the minimum middle square distances. Genetic algorithm application is preferably,
when known a particular objective functions values. For solving of the problem also rational is an using
evolutionary strategy [Rechenberg, 1994].
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Conclusion

The considered problem of resque technics acquisition is a complex multiobjective problem. Its complexity
depends on quality RTA elements and carriers, to which they will, are installed. The new samples of technics,
their evolution point to optimality of RTA problem solving. Technology, which is offered in this paper, is based on
element of three components: multiobjective optimization, consequtive variant analysis and evolutionary modeling
and unites their advantage in itself.
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MODEL FOR ASTRONOMICAL DATING OF THE CHRONICLE OF HYDATIUS:
RESULTS FOR THE INTERVAL (600-1000)

Jordan Tabov

Abstract: This article presents the details and the results of the application of a 'soft' model for astronomical
dating of the seven eclipses mentioned in the Chronicle of Hydatius, for the time interval (600, 1000), i.e. since
600 AD till 1000 AD.

The analysis of the date shows, that in the interval (600, 1000) the following two septets (i.e. groups of seven) of
eclipses are the best candidates for dating of the eclipses mentioned in the Chronicle of Hydatius:

I Septet: 923-Nov-11, 939-Jul-19, 968-Dec-22, 972-Sep-25, 978-Jun-08, 983-Mar-01, 985-Jul-20.
II. Septet: 923-Nov-11, 939-Jul-19, 968-Dec-22, 991-Sep-26, 978-Jun-08, 983-Mar-01, 985-Jul-20.
Keywords: Chronicle of Hydatius, astronomical dating, eclipses, soft model, fuzzy information.

ACM Classification Keywords: |.5 PATTERN RECOGNITION; 1.5.1 Models

1. Introduction

For the eclipses in the past we have two main sources of data: historical chronicles and astronomical tables of the
dates of the past eclipses. The dating of a certain eclipse, mentioned in the historical chronicles, is in fact
identifying it with a certain eclipse from the astronomical tables, which should be such that the parameters of the
eclipse (place of the observation, day, month, hour, phase) mentioned in the chronicle coincide with the
parameters of the eclipse from the tables. However often the dating of historical eclipses is problematic.

One of the most famous chronicles, containing information about historical eclipses (and sometimes data about
their basic parameters), is that of Hydatius ([Idatii, 1619], [Idatii, 1634], [Idatii, 1861], [Hydatii, 1894]), in which
seven eclipses are mentioned: five solar and two lunar.

A soft model for astronomical dating of these seven eclipses is suggested in the paper [Tabov, 2013]; details and
results of its application for the time interval (300, 600) are presented in the paper [Tabov & Umlenski, to appear].
Here we give the similar details and results for the time interval (600, 1000).

In the framework of this model the information about the eclipses is systematized in two main parts of the model:
“Template” (“image” of the initial described by the author “septet” of eclipses), including: 1) date (day and
month) and day of the week — for every one of the eclipses — and 2) intervals (in years) between the
eclipses, according to the text of the Chronicle, and

— “Distance”.

What does mean in this case the term “soft model™?

It is natural to expect, that some of the data in the Chronicle may be incorrect. Therefore we consider the

Template not as an exact image of the initial septet of eclipses described by the author, but as a fuzzy image of

those seven real eclipses described by Hydatius. We assume that the inaccuracy of the data is small, i.e. that the

parameters (dates, days of the week, etc.) in the Template do not differ much from the corresponding parameters
of the initial (real) septet of eclipses, but are in some sense "close" to them.
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For a more precise definition of this "closeness" in the paper [Tabov, 2013] is proposed a formula for the
"distance" from the Template to any septet of real (happened in the past) eclipses. It allows us to calculate and
compare the distances from the Template to all septets of real eclipses and to choose several "closest" to the
Template (at the shortest distance to it) septets of real eclipses.

These septets are the target of the procedure of dating in the proposed model; they should be subject to further
analysis and individual comparisons to determine which one of them is the most likely prototype of the Template,
and thus its most probable dating.

2. Template of the eclipses in the Chronicle of Hydatius

Template

(This Template is built up from the parameters of the seven eclipses H1, H2, H3, H4, H5, H6 and H7, described
by the text in the chronicle of Hydatius, with notation and representation according to [Tabov, 2013]).

H1 Solar eclipse on November 11, Monday.
H2 Solar eclipse on July 19, Thursday.
H3 Solar eclipse on December 24, Tuesday.

H4 Lunar eclipse on September 27. It was seen in the East (Eastern parts of the Empire) and was not seen in the
West.

H5 Solar eclipse on June 9, Wednesday. Time — from the 4t hour till the 6% hour. Phase — about 0.4 - 0.5 (like 5-
or 6- day moon).

H6 Lunar eclipse on March 2, Friday.

H7 Solar eclipse on July 20, Monday. Time — from the 3¢ hour till the 6% hour. Phase — about 0.4 (like 5-day
moon).

Here the eclipses H1, H2, H3, H4, H5, H6 and H7 are visible in the region of Mediterranean (Jerusalem,
Constantinople and Caves).

The Template includes also the interval between the eclipses. Let t; be the length of the interval (in years)
between H; and H; .. It is clear from the text of the Chronicle, that t;= 16, t;= 5 and ts= 1, and that the
approximate values of t,, t; and t5 are 29, 7 and 5 years, respectively.

In the Chronicle there are some additional calendar- and astronomical data, which also should be included in the
Template: 1) According to the Chronicle, the day of Easter in the year of Es was on March 28; 2) The eclipse E4
was seen only in the Eastern parts of the Roman Empire and was not seen in the Western parts.

3. The problem for dating the eclipses in the Chronicle

Our target is: to determine several most appropriate septets of eclipses from the astronomical tables of the
eclipses from AD 600 till AD 1000, from which after additional analyses should be selected the best candidate for
identification with the real eclipses mentioned in the Chronicle. These septets should be at a least possible
“distance” from the Template; the “distances” from the Template can be calculated by means of the following
rules, suggested in [Tabov, 2013] (they will be used further).

Let Ge = {E4, E2, ...,E7} be a set of seven (or a septet of) eclipses, which occurred in the past.

How much, or at what extent this septet differs from the set of eclipses Gu = {H1, H2, ..., H7} - differs in the
astronomical parameters, described above in the Template?
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For searching the answer of this question we use the “metric”, suggested in [Tabov, 2013], which “models” the
“closeness” of particular eclipses or of a group of eclipses respectively to H1, H2, ..., H7 n Gu. This metric is
important for the application of the Template described above for dating ancient eclipses and especially for the
“measuring” the “closeness” of Gg to G.

Let E be a certain eclipse from the List of the eclipses in the past.

Recall the rules for “scores” for the "closeness” of E respectively to each one of the eclipses H1 - H7, as they
given in [Tabov, 2013] with the minor changes suggested in [Tabov & Umlenski, to appear].

Let m be a fixed positive number.
Scores for evaluation of the closeness of E to the eclipse H1:
The total score e4 for the closeness of an eclipse E to the eclipse H1 is the sum of the scores for 1-1 and 1-2:
1-1 The date of the eclipse H1 is November 11th. If the date of E is:
—  November 11 => score for 1-1: m points;
—  November 10 or 12 => score for 1-1: 0.9m points;
—  November 9 or 13=> score for 1-1: 0.5m points;
—  Another day => score for 1-1: 0 points.

1-2 If the score for 1-1 is 0 points, the score for 1-2 is also 0 points; if the score for 1-1 is different from 0, the
score for 1-2 is determined by the following rules. Taking into account, that the day of the week on which the
eclipse H1 occurred is Monday, if the day of the week on which occurred E is:

— Monday => score for 1-2: 0.5m points;

— Tuesday or Sunday => score for 1-2: 0.4m points;

— Wednesday or Saturday => score for 1-2: 0.3m points;
— Another day => score for 1-2: 0 points.

The rules for the determination of the scores for the closeness to the other four solar eclipses - H2, H3, H5 and
H7 - are omitted, because they are completely analogous to that for the case of H1; different are only the dates
and the corresponding days of the week.

The rules for the determination of the scores for the closeness of a lunar eclipse E to the lunar eclipses H4 and
H6 are different:

Scores for evaluation of the closeness of E to the eclipse H4:'

The total score e4 for the closeness of a lunar eclipse E to the lunar eclipse H4 is the sum of the scores for 4-1, 4-
2 and 4-3:

4-1 The date of the eclipse H4 is September 27. If the date of E is:
—  September 27 => score for 4-1: m points;
—  September 26 or 28 => score for 4-1: 0.9m points;
—  September 25 or 29 => score for 4-1; 0.5m points;
—  Another day => score for 4-1: 0 points.

' These rules differ insignificantly from the version in [Tabov, 2013], but are identical with the version in [Tabov &
Umlenski, to appear].
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4-2 If E was seen in the Eastern part of the Empire (Jerusalem),
the score for 4-2 is 0.5m points, otherwise 0 points.
If the score for 4-1 is 0 points, the scores for 4-3 and 4-2 are also 0 points.
4-3 If E was not seen in the Western part of the Empire,
the score for 4-3 is 1.5m points, otherwise 0 points.
Scores for evaluation of the closeness of E to the eclipse H6:

The total score e for the closeness of a lunar eclipse E to the lunar eclipse H6 is the sum of the scores for 6-1
and 6-2:

6-1 The date of the eclipse H6 is March 2. If the date of E is:
—  March 2 => score for 6-1: m points;
— March 1 or 3 => score for 4-1: 0.9m points;
— February 28/29 or March 4 => score for 6-1: 0.5m points;
—  Another day => score for 6-1: 0 points.

If the score for 6-1 is 0 points, the score for 6-2 is also 0 points; if the score for 6-1 is different from 0, the score
for 6-2 is determined by the following rules. Taking into account, that the day of the week on which the eclipse H6
occurred is Friday, if the day of the week on which occurred E is:

—  Friday => score for 6-2: 0.5m points;

— Wednesday or Friday => score for 6-2: 0.4m points;

— Tuesday or Saturday => score for 6-2: 0.3m points;

—  Another day => score for 6-2: 0 points.
Scores for evaluation of the lengths of time intervals between the eclipses Ey, Es,... , E7
Let n be a fixed positive number.

The intervals are in years and are equal to the differences between the years (in the Julian calendar) in which the
respective eclipses occurred.

Denote by f; the score for the closeness of the interval between E; and E;j+1 to the interval between H; and Hi+1.

If the interval between Eq and E; is:

16 years => fy = n points, 15 or 17 years => f; = 0,9n points, 14 or 18 years => f; = 0,4n points, in other cases f;
= 0 points.

The rules for calculation of the scores f; and fs are similar.

If the interval between E; and E; is:

29 years => f; = 0.2n points, 28 or 30 years => f; = 0,1n points, in the other cases f; = 0 points.

The rules for calculation of the scores f; and f5 are similar.

The uncertain length of the intervals between the successive eclipses Hz and Hs, Hs and Hs, and Hs and He create
additional difficulties for adequate evaluation of the "closeness" of Ge to Gu. More significant deviations of the
interval between E; and Ei+ from the interval between H; and Hi.1 in more than two cases should be subject of a
special attention.

Scores for Easter in the year of Es
Let p be a fixed positive number; by g denote the score for Easter in the year of Es .
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If in the year of Es Easter was on
— March28=>g=p;
— March270r29=>¢g=09p;
— March260r30=>¢g=0,5p;
— Anotherday =>g=0.

4. Closeness of a set GE of 7 eclipses to the septet GH

Let Ge = {E, E, ..., E7} be a set of seven eclipses. We define a "distance” of G to the septet Gy = {H1, H2, ...,
HT7} (“of Hydatius") by the astronomical parameters described above for the group Gy and according to the rules
for giving scores given above.

We define the "distance" d from Gg to Gy in the following way:
d=12m+36n+p-(ej+tex+..+tertfi+tfrt..+f+g).

It is easy to check that in case of coincidence of the respective parameters for the eclipses of Ge and Gy the
distance dis equal to 0. The less is d, the "closer" is the septet Ge to G.

5. Searching for the closest (to GH) septet of eclipses GE

The proposed formula for calculation of the distance from Ge to Gy is an essential part of our model for
astronomical dating. It is natural to combine it with different methods for determining the closest to Gu "septets” of
eclipses in a given historical period — for example, in the time interval from AD 600 to AD 1000.

A brief description of a possible approach how to "search” for suitable "septets" at shortest distance from Gy and
its application are given below.

The first step is the reduction of the list of all eclipses of the period (assuming that this is the interval from AD 600
to AD 1000) to its part L, containing only the eclipses visible from the Mediterranean region (Jerusalem,
Constantinople, Caves).

From this reduced list L we select seven sets of eclipses G', G?, ..., G7: the set G* contains only those eclipses of
L, whose date is "around the date of H1", i.e. about November 11, and more precisely, in the framework of the
proposed Template, on the days from 9 to 13 November inclusive. Similarly, we select the other sets G2, G3, ...,
G’. The result is represented in Table 1.

Set 0 Description of the eclipses in the set

Set G' | H1 Solar eclipse on November 11, Monday.
(of H1) | The set G contains the solar eclipses from L which occurred on November 09, 10, 11, 12 and 13.
For these eclipses we also say that they are of type H1.

Set G2 | H2 Solar eclipse on July 19, Thursday.
(of H2) | The set G contains the solar eclipses from L which occurred on July 17, 18, 19, 20 and 21. For
these eclipses we also say that they are of type H2.

Set G* | H3 Solar eclipse on December 24, Tuesday.
(of H3) | The set G® contains the solar eclipses from L which occurred on December 22, 23, 24, 25 and 26.
For these eclipses we also say that they are of type H3.

Set G* | H4 Lunar eclipse on September 27. It was seen in the East (Eastern parts of the Empire).
(of H4) | The set G* contains the lunar eclipses from L which occurred on September 25, 26, 27, 28 and 29,
seen in the East (in Jerusalem). For these eclipses we also say that they are of type H4.
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Set G
(of H5)

H5 Solar eclipse on June 9, Wednesday.
The set G° contains the solar eclipses from L which occurred on December 07, 08, 09, 10 and 11.
For these eclipses we also say that they are of type HS5.

Set G8 | H6 Lunar eclipse on March 2, Friday.

(of H6) | The set G contains the lunar eclipses from L which occurred on February 28 and 29 and on March
01,02, 03, and 04. For these eclipses we also say that they are of type H6.

Set G7 | H7 Solar eclipse on July 20, Monday.

(of H7) | The set G7 contains the solar eclipses from L which occurred on July 18, 19, 20, 21 and 22. For

these eclipses we also say that they are of type HT.

Table 1. The sets G, G?, ..., G7

In order to analyse the number and the distribution of the solar eclipses of the types H1, H2, H3, H5 and H7 in the
interval AD 600-1000, we arrange them in chronological order in Table 2:

Type H1 Type H2 Type H3 Type H5 Type H7
604-Dec-26
606-Jun-11
625-Jun-10
836-Jul-17
894-Jun-07
913-Jun-07
920-Jul-18 920-Jul-18
923-Nov-11
939-Jul-19 939-Jul-19
942-Nov-11
949-Dec-22
966-Jul-20 966-Jul-20
968-Dec-22
978-Jun-08
985-Jul-20 985-Jul-20

Table 2. The eclipses of the types H1 — H3, H5 and H7 in the interval AD 600 — 1000

From the septets of eclipses we are interested in (7 eclipses, one of each type H1 — H7) we should choose
several with highest scores according to the scheme of the model. Every such septet should be in a certain
interval of length 100 years. Hence, in order to have in a certain interval of length 100 a septet with a high score,
in this interval should present eclipses of at least five of the types H1 — H7. Then among them there should be at
least 3 solar ones.

From Table 2 it is clear that:

In the interval 600-800 there are solar eclipses of two types: H3 and H5, and there is no solar eclipse of the types
H1, H2, and H7;

In the interval 800-800 there is solar eclipses of two types: H2 and H5, and there is no solar eclipse of the types
H1, H2, and H7.
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Consequently in order to select septets with high scores, it is sufficient to consider only the eclipses from the
interval AD 890-1000.

From the list L we find successively in the interval AD 890-1000;
Eclipses from the set G (of type H1): 923-Nov-11, 942-Nov-11.
Eclipses from the set G2 (of type H2): 939-Jul-19, 966-Jul-20, 985-Jul-20.
Eclipses from the set G2 (of type H3): 949-Dec-22, 968-Dec-22.

Eclipses from the set G* (of type H4): 953-Sep-25, 972-Sep-25, 991-Sep-26 (visible in Jerusalem, but
not visible in Constantinople and Caves).

Eclipses from the set G® (of type H5): 894-Jun-07, 913-Jun-07, 978-Jun-08.
Eclipses from the set G¢ (of type H6): 918-Feb-28, 937-Feb-28, 956-Feb-28, 964-Mar-01, 983-Mar-01.
Eclipses from the set G7 (of type HT7): 920-Jul-18, 939-Jul-19, 966-Jul-20, 985-Jul-20.

Now for every one of the listed above eclipses from the sets G'- G7 in the interval AD 890-1000 we find the score
for its “closeness” to the respective element of the Template: for the eclipses from G' — to H1, from G2 - to H2,
and so on.

According to the proposed model, if E is an arbitrary solar eclipse, the score for its closeness to H1 should be
calculated in the following way:

Scores for evaluation of the closeness of E to the eclipse H1:
The total score e for the closeness of an eclipse E to the eclipse H1 is the sum of the scores for 1-1 and 1-2:
1-1 The date of the eclipse H1 is November 11th. If the date of E is

—  November 11 => score for 1-1: m points;

—  November 10 or 12 => score for 1-1: 0.9m points;

— November 9 or 13=> score for 1-1: 0.5m points;

—  Another day => score for 1-1: 0 points.

1-2 If the score for 1-1 is 0 points, the score for 1-2 is also 0 points; if the score for 1-1 is different from 0, the
score for 1-2 is determined by the following rules. Taking into account, that the day of the week on which the
eclipse H1 occurred is Monday, if the day of the week on which occurred E is

— Monday => score for 1-2: 0.5m points;

— Tuesday or Sunday => score for 1-2: 0.4m points;

— Wednesday or Saturday => score for 1-2: 0.3m points;
—  Another day => score for 1-2: 0 points.

Applying these rules for E = 923-Nov-11 (November 11, 923 was in Tuesday) we find: Score 1-1: m; for 1-2:
0.4m; Total: 1.4 m.

Similarly:
E = 942-Nov-11 (Friday). Score for 1-1: m; for 1-2: 0; Total: m.

Closeness to H2, H3 and so on:

According to the proposed model, if E is an arbitrary solar eclipse, the rules for calculating the score for its
closeness to H2 are similar to that for the closeness to H1. Applying them to the eclipses of the set G2in the
interval AD 890-1000, we find the scores for their closeness to the respective element of the Template — H2:

E =920-Jul-18 (Tuesday). Score for 2-1: 0.9m; for 2-2: 0.3m; Total: 1.2m.
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E = 939-Jul-19 (Friday). Score for 2-1: m; for 2-2: 0.4m; Total: 1.4m.
E = 966-Jul-20 (Friday). Score for 2-1: 0.9m; for 2-2: 0.4m; Total: 1.3m.
E = 985-Jul-20 (Monday). Score for 2-1: 0.9m; for 2-2: Om; Total: 0.9m.
For the eclipses of the set G®we obtain:
E = 949-Dec-22 (Saturday). Score for 3-1: 0.5m; for 3-2: 0; Total: 0.5m.
E = 968-Dec-22 (Tuesday) Score for 3-1: 0.5m:; for 3-2: 0.5m; Total: m.
For the eclipses of the set G*we obtain:
913-Jun-07 (Monday, Easter on March 28). Score for 5-1: 0.5m; for 5-2: 0.3m;
Score for Easter in the year of Es: p; Total: 0.8m + p.
978-Jun-08 (Saturday, Easter on April 11). Score for 5-1: 0.9m; for 5-2: 0;
Score for Easter in the year of Es: 0; Total: 0.9m.
For the eclipses of the set G7 we obtain:
920-Jul-18 (Tuesday). Score for 7-1: 0.5m; for 7-2: 0.4; Total: 0.9m.
939-Jul-19 (Friday). Score for 7-1: 0.9m; for 7-2: 0; Total: 0.9m.
966-Jul-20 (Friday). Score for 7-1: m; for 7-2: 0; Total: m.
985-Jul-20 (Monday). Score for 7-1: m; for 7-2: 0.5m; Total: 1.5m.
Now for the lunar eclipses H4 and H6

According to the proposed model, if E is an arbitrary lunar eclipse, the score for its closeness to H4 should be
calculated in the following way:

Scores for evaluation of the closeness of E to the eclipse H4:'

The total score e4 for the closeness of a lunar eclipse E to the lunar eclipse H4 is the sum of the scores for 4-1, 4-
2 and 4-3:

4-1 The date of the eclipse H4 is September 27. If the date of E is
—  September 27 => score for 4-1: m points;
—  September 26 or 28 => score for 4-1: 0.9m points;
—  September 25 or 29 => score for 4-1: 0.5m points;
—  Another day => score for 4-1: 0 points.
4-2 If E was seen in the Eastern part of the Empire (Jerusalem),
the score for 4-2 is 0.5m points, otherwise 0 points.
4-3 If E was not seen in the Western part of the Empire,
the score for 4-3 is 1.5m points, otherwise 0 points.?
If the score for 4-1 is 0 points, the scores for 4-3 and 4-2 are also 0 points.

Applying them to the eclipses of the set G#in the interval AD 890-1000, we find the scores for their closeness to
the respective element of the Template — H4:

" These rules are slightly different from the respective version in the paper [Tabov, 2013], but are identical with
the version in the paper [Tabov & Umlenski, to appear].

2 The above mentioned difference is in this rule,
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953-Sep-25 Score for 4-1: 0.5m; for 4-2: 0.5m; for 4-3: 0; Total: m.
972-Sep-25 Score for 4-1: 0.5m; for 4-2; 0.5m; for 4-3: 0; Total: m.
991-Sep-26 Score for 4-1: 0.9m; for 4-2: 0.5m; for 4-3: 1.5m; Total: 2.9m.

Similarly for the eclipses of the set G® in the interval AD 890-1000 we find the scores for their closeness to the
respective element of the Template — H6:

918-Feb-28 Score for 6-1: 0.5m; for 6-2: 0.4m; Total: 0.9m.
937-Feb-28 Score for 6-1: 0.5m; for 6-2: 0; Total: 0.5m.
956-Feb-28 Score for 6-1: 0.5m; for 6-2: 0.3m; Total: 0.8m.
964-Mar-01 Score for 6-1; 0.9m; for 6-2: 0; Total: 0.9m.
983-Mar-01 Score for 6-1: 0.9m; for 6-2: 0.4m; Total: 1.3m.

According to our analysis of the data in the Chronicle, three of the intervals between the seven eclipses are most
probably exact, or almost exact — between H1 and H2, between H3 and H4 and between H6 and H7. In
accordance with this vision the model suggests higher scores for closeness of the respective intervals in a septet
and in the Template. Therefore we will form preliminary suitable pairs of eclipses among the chosen above, so
that the interval between the eclipses in every such pair is close \in length) to the respective interval in the
Template; this procedure will make easier the further choice of septets of eclipses with highest scores.

We start with pairs of eclipses from G' — G2 (here the points for the interval are determined by the following rule: If
the interval between E4 and E; is: 16 years => f; = n points, 15 or 17 years => f; = 0,9n points, 14 or 18 years =>
f1 = 0,4n points, in other cases f; = 0 points.):

E1=923-Nov-11 (Score 1.4 m) & E2=939-Jul-19 (Score 1.4 m)
The interval between 923-Nov-11 & 939-Jul-19 equals 16 years => The score for this interval equals n.
Total score for the pair 923-Nov-11 & 939-Jul-19 => 2.8m + n.
Similarly:

E1=942-Nov-11 (Score m) & E2=966-Jul-20 (Score 1.3 m)
The interval between 942-Nov-11 & 966-Jul-20 equals 24 years => the score for this interval equals 0.
Total score for the pair 942-Nov-11 & 966-Jul-2 => 2.3m.

Similarly for the pairs of eclipses from G® — G# (here the points for the interval are determined by the following
rule: If the interval between Es and E4 is: 5 years => f; = n points, 4 or 6 years => f; = 0,9n points, 3 or 7 years =>
f;=0,4n points, in the other cases f; = 0 points.):

E; = 428-Dec-22 (Score 1.3 m) & E4 = 432-Sep-25 (Score m)
The interval between 428-Dec-22 & 432-Sep-25 equals 4 r. => The score for this interval equals 0.9n.
Total score for the pair 428-Dec-22 & 432-Sep-25 => 2.3m + 0.9n.

Es = 447-Dec-23 (Score 1.4 m) & E4 = 451-Sep-26 (Score 1.4 m)
The interval between 447-Dec-23 & 451-Sep-26 equals 4 r. => The score for this interval equals 0.9n.
Total score for the pair 447-Dec-23 & 451-Sep-26 => 2.8m + 0.9n.

E; = 447-Dec-23 (Score 1.4 m) & E4 = 489-Sep-25 (Score m)
The interval between 447-Dec-23 & 489-Sep-25 equals 34 r. => The score for this interval equals 0.
Total score for the pair 447-Dec-23 & 451-Sep-26 => 2.4m.

E; = 949-Dec-22 (Score 0.5 m) & E4 = 953-Sep-25 (Score m)
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The interval between 949-Dec-22 & 953-Sep-25 equals 4 r. => The score for this interval equals 0.9n.
Total score for the pair 949-Dec-22 & 953-Sep-25 => 1.5m + 0.9n.

E; = 968-Dec-22 (Score m) & E; = 972-Sep-25 (Score m)
The interval between 968-Dec-22 & 972-Sep-25 equals 4 r. => The score for this interval equals 0.9n.
Total score for the pair 968-Dec-22 & 972-Sep-25 => 2m + 0.9n.

E; = 968-Dec-22 (Score m) & E; = 991-Sep-26 (Score 2.4 m)
The interval between 968-Dec-22 & 991-Sep-26 equals 23 r. => The score for this interval equals 0.
Total score for the pair 968-Dec-22 & 991-Sep-26 => 3.4m.

Pairs of eclipses from G¢ — G7 (here the points for the interval are determined by the following rule: If the interval
between Eg and Ey is: 1 year => 3 = n points, 0 or 2 years => f; = 0,9n points, 3 years => f; = 0,4n points, in
other cases f; = 0 points):

Ec = 918-Feb-28 (Score 0.9 m) & E7 = 920-Jul-18 (Score 0.9 m)
The interval between 918-Feb-28 & 920-Jul-18 equals 4 r. => The score for this interval equals 0.9n.
Total score for the pair 918-Feb-28 & 920-Jul-18 => 1.8m + 0.9n.

Es = 937-Feb-28 (Score 0.5 m) & E7 = 939-Jul-19 (Score 0.9 m)
The interval between 937-Feb-28 & 939-Jul-19 equals 2 r. => The score for this interval equals 0.9n.
Total score for the pair 937-Feb-28 & 939-Jul-19 => 1.4m + 0.9n.

Es = 964-Mar-01 (Score 0.9 m) & E7 = 966-Jul-20 (Score m)
The interval between 964-Mar-01 & 966-Jul-20 equals 2 r. => The score for this interval equals 0.9n.
Total score for the pair 964-Mar-01 & 966-Jul-20 => 1.9m + 0.9n.

Ee = 983-Mar-01 (Score 1.3 m) & E7 = 985-Jul-20 (Score 1.5m)
The interval between 983-Mar-01 & 985-Jul-20 equals 2 r. => The score for this interval equals 0.9n.
Total score for the pair 983-Mar-01 & 985-Jul-20 => 2.8m + 0.9n.

For calculating the scores of the septets we have to take into account the following rules for giving scores for the
intervals:

If the interval between E; and Ejs is: 29 years => f, = 0.2n points, 28 or 30 years => f, = 0,1n points, in the other
cases f, = 0 points.
If the interval between E4 and Es is: 7 years => f; = 0.2n points, 6 or 8 years => f; = 0.1n points, in the other
cases fs = 0 points.

If the interval between Es and Eg is: 5 years => f5 = 0.2n points, 4 or 6 years => f5 = 0.1n points, in the other
cases f5 = 0 points.

6. Conclusion

The analysis of the above results shows that highest scores have (and consequently are most perspective) the
following two septets:

l. Septet 923 & 939 (Score 2.8m + n), 968 & 972 (Score 2m + 0.9n), 978 (Score 0.9m), 983 & 985 (Score 2.8m
+0.9n).

If the interval between Ez and E; is 29 years => f, = 0.2n.
If the interval between E4 and Es is 6 years => ;= 0.1n.
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If the interval between Es and Ee is 5 years = > fs = 0.2n.
Total score: 2.8m+n+2m+09n+09m+2.8m+09n+02n+0.1n+02n =85m+3.3n.

Il. Septet. 923 & 939 (Score 2.8m + n), 968 & 991 (Score 3.4m), 978 (Score 0.9m) 983 & 985 (Score 2.8m +
0.9n).

If the interval between Ez and E3 is 29 years => f, = 0.2n.
If the interval between E4 and Es is -14 years = > f4 = 0.
If the interval between Es and Egis 6 years => f5=0.1n.
Total score:2.8m+n+34m+09m+28m+09n+02n+01n=99m+22n.
For m=n=p=10we have:
12m+3,6 n+p=166;
the distance from I. Septet to Gy equals
d=12m+36n+p-(estext..+tertfi+ht..+f+g)
=166-(8.5m+23.3n)=166- 118 = 48,
and the distance from Il. Septet to Gy equals
d=12m+36n+p-(estext..+tertfi+fh+..+f+g)
=166-(9.9m+2.2n) =166 - 121 = 45.

Hence, according to our model, Il. Septet has advantage before the I. Septet and the other septets; for more
precise results and conclusions further investigations are necessary; they should involve in particular analysis of
the time and the phases of the eclipses.
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ESSAY ON ORDER

Karl Javorszky

Abstract: We offer a definition for that elusive term, “order”. Order so much directs our perception, cognition and
intellect that we should take a look at the infrastructure of how the human mind builds up its view of the world.
Order is shown to be a combined statement about properties of things and how they are placed. The
interdependence between “where” and “what” has been split for processing by the brain due to evolutionary
pressure. Similarity is neurologically preferred above the properties of dissimilarities and is used as an
intercultural tool of communication. We present a model that combines place and property attributes and
integrates the dissimilarity properties of the present state of the world to the alternatives. We re-introduce the
differences that we were instructed to ignore while we have learnt basic dexterity with numbers. We influence,
and encourage dissolving, a deep-seated posthypnotic suggestion of culture: “The foreground, the similarities are
important.”

Keywords: artificial intelligence, theoretical physics, indexed, multi-valued logical statements; stepwise additivity
of {t|.£}; accounting concepts in arithmetic procedures; concurrent usage of logical operators; consolidation
among contradicting sentences, Minkowski space model.

Introduction

An essay is ,a short literary composition dealing with a subject analytically or speculatively; an attempt or
endeavor, effort; a test or trial” [1]. The essay presented here attempts to introduce to the International
Conference on Natural Information Technologies a method of thinking that is rooted in the natural processing of
information, as it happens in actual life.

After some 35 years of professional work in clinical psychology, one may feel emboldened to say that one has
gained some insights into how information processing takes place in actual life. The human brain is the
information processing mechanism we use to evaluate — among other things — the contributions to this
Conference on the subject of Natural Information Technologies.

Looking attentively to the way the human brain functions educates one on the subject of information processing.
The perceptional mechanisms that are the infrastructure of thinking are a product of the development of the
human race. Nature, by the evolutionary pressure of selection, has made sure that only such brains will be inside
of cranium of participants of this Conference, which obey its rules. One may presuppose that the participants of
this Conference are of sound mind and are capable of reasoning, communicating and understanding.

The present attempt of offering an idea has good chances of finding resonance. The reason for optimism is that
the participants of this Conference are, with regard to neurological capacities, quite able to understand what is
communicated in the present essay. The task is to show to the willing, prepared and interested participants the
idea in such a fashion that they can catch and absorb it. One learns in psychology the technique of “reframing” a
system of thoughts, by giving a different background to them. We attempt the introduction of dynamism to the
rational way of seeing the world. Re-learning fundamentals does not happen overnight. We encounter what is
termed in the trade “resistance’, which means a wish for consistency in one’s identity, being cautious of
perceiving something in a different light, an unwillingness to discard the well-trained methods of evaluating
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something, the reluctance to leave the well-trodden paths of one’s thinking, the comfort one derives of being at
home in one’s way of doing things.

Knowing that the participants of this Conference are blessed each with a brain that is capable of learning
something new, and assuming that the participants participate because they are willing, prepared and interested
in the subject of natural information technologies, the task of the essayist is to present the subject in a fashion
that invites an interested participant to make the effort of thinking it thru. The contribution of the reader of this
essay would be, then, to check his [2] conservatisms with regard to what constitutes rational thinking, as opposed
to natural thinking. The title of the Conference: “Natural Information Technologies” does hint that there exists an
opposition between it and information technologies that are not really natural. This contrast is the subject of the
present essay.

Artifacts

An essay being a short work, only a few, necessarily selective and cursory, sentences introduce the term “artifact”
as understood in psychology and neuroscience [3]. An artifact is an unavoidable bias that is present during an
experiment. An example would be our inability to determine the weight of a living organism with the precision
usual in Physics, because the living organism continuously interacts with its surroundings, e.g. by breathing,
sweating, eating and discharging, etc.; the artifact of living imposes a bias on the exactitude of measurements.
Similarly, the artifact of social interactions makes it impossible to determine in a conclusive fashion, once and for
all, the opinion of the general public with respect to the Punic Wars: as long as there were, are and will be
historians, there will be differing opinions on the role of Hannibal. Artifacts are a fact of life and when planning
experiments in social psychology, one will always try to discount them.

Among the artifacts of perception, one will have to accept the influences of optical illusions, because we cannot
escape the fact that our visual apparatus does process sensory input the way it does. We can deal with
neurological artifacts: we have learnt to discount the Doppler Effect; we also know that it is not the Sun rising and
setting, although the fact of our stationary place on a rotating body generates this sensory impression. Once we
have realized that our brain generates neurological, psychological or mental artifacts, we are ready to discount
their effects and feel enlightened by not falling prey to the bias our neurology imposes on our perception and
naive thinking.

With regard to rational thinking, there is still an extended catalogue of perceptional and cognitive artifacts that
need some reevaluation. The present essay will enumerate the most obvious among the cultural conventions that
we have learnt to accept as axiomatic. There is no danger of insanity in contemplating the ways the human brain
builds up its view of the world. We in our culture of the 21st century smile about the resistance scientists and the
general public of bygone ages have offered against ideas that went against the socio-cultural axioms of the
respective ages. We can glide over the arguments against the idea that the Earth is a big globe: no one today
offers the argument that the “antipodes” would fall off the Earth, if it were actually round, and so on. The ideas
that appeared hair-raising of the day have made it eventually into both common-sense and scientific thinking. A
fine example for accepting the formerly ‘unthinkable’ as a self-evident axiom is the discovery that children as
young as newborns have a neurology and try to maximize sensual pleasures; this thought, perceived as
scandalous, was encountering strong resistance in the cultural environment of the last years of the Monarchy.

What counts as a self-evident, rational truth is deeply dependent on the cultural environment of the
day/decade/generation. The fact that a Conference is called that dedicates itself to Natural Information
Technologies gives rise to the hope that our present day/decade/generation is ready to question what is the
present cultural agreement on Information Technologies and in which ways would be a modification necessary
and acceptable in order to make the presently orthodox view of Information Technologies to be changed and
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become a system of thoughts and insights that merits the name Natural Information Technologies. Working on
the artifacts of perception and cognition in the domain of rational thinking could help in this endeavor.

Factors Improving Survival

Among the many faculties that determine, which individual is among the fittest that survive, the ability to
recognize similarities is of high prominence. The ability to think in analogies is to recognize that a present
impression is similar to an impression that the organism has encountered previously, and this faculty is the basis
both for the memory and the ability to learn. No wonder then that our culture lays a great emphasis on similarities.
In fact, our abstract, rational thinking is based on a picture of the universal unit, which is devoid of any properties
and similar to replicates of its own shape. We base our rational thinking on the idea of the unit, denoted as “1”,
and we live in the idealized world, where every sum is made up of 1s. We decree that it is rational to believe that
the basic building block of our concepts is one of unit properties. This idea may be pleasing to the neurology, and
makes thinking a simple matter of dealing with uniform units, yet we may be seduced by insight to improve on it.

Our ability to focus on a specific thing of interest is good for survival. Pointing out one specific instance of
something is good if we want to hunt it down and eat or impregnate it, but as always, this advantage has also its
drawbacks. By single-mindedly neglecting the surroundings of the target object we gain survival advantages, so
we promote this technique as a superb tool of thinking rationally. We save the trouble of having to decide, which
of the aspects of the mental picture the important one is, but we incur the costs of not training decisions, and
generally domesticate our thinking into believing that a well-founded logical picture of the world is free of
conflicting, even contradictory results of evaluations.

We can very well distinguish between objective and subjective. One is outside and factual; the other is personal,
intimate and not so easy to communicate. So we use the mental techniques of contrasting, and differentiate
between what is the foreground and what is the background. No communication can be understood unless it
relates to its specific background; yet in a rational discourse it is a cultural taboo to switch between that what is
clear, circumscribed, defined and that what is the subjective background, the insinuation and the debatable. Only
the poets have the liberty to use the connotations freely, by others we usually see in the infusion of background
information a sign of a troubled mind. We are trained — and used - to believe that a mind works correctly, if it
restricts its public communications to elements of the foreground [4]. Yet, poets are a part of Nature.

Small children, even animals, are able to distinguish between bigger and smaller, more or less, quiet or loud,
bright or dim. This faculty of discrimination can be observed by far earlier than the ability to make additions. A
child can distinguish between extents or amounts that we describe by 2, 3, 5 (size dolls, heaps of chocolate, etc.)
far earlier that it can figure out that 2+3=5. The ability to use the logical relations {<|=|>} is at the disposal of a
child of some 24-36 months, but we believe formal logic begins with its education in the marvels of the logical
relations within the set of logical sentences that are based on the operator {+} within the domain of {=}. Somehow,
we have come to look down on the simple ability to discern on size — or extent, or intensity, etc. — as a low-level,
proletarian thing that every moron can do and which is not thinking at all.

These are but a few of the neurological artifacts of our brain that influence our thinking. We shall now look into
ways to counterbalance the illusions that they create in our view of the world.

Counteracting the Effects of Evolution

The biases in our perception of the world show that we as genus ‘homo sapiens’ are part of the animal kingdom
and are subject to evolutionary pressures. Our efforts to recognize and counterbalance the artifacts of our
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neurology show that we insightful, intelligent animals. The task is now to identify areas of certainties in our picture
of the world which are nothing more than artifacts of our nervous system.

Prominent among the areas needing a re-evaluation is our concept of what is a unit. The newborn encounters the
world at first by means of its skin. Tactile sensations have an impact on our convictions that cannot be
overestimated. The skeptic’s “I'll believe it when | see it” is trumped by “Pinch me, | can’t believe my eyes”. We
ascribe reality to an object which is — at least conceptually — accessible to be hold in one’s hands. We are used to
separate the logical categories of “logical object” and “logical relation”. If we discuss — in a traditional manner —
matters of combinatorics, we understand well the question, how many distinct logical relations can be maximally
generated using n objects with some symbols on them. Reversing the direction of concluding is unusual: ‘Having
x logical relations, at least how many fractions of objects are necessarily present?” borders on poetry. The
proposal to use the number of logical relations as unit and deduct the number of actual objects as a result of
combinatorics, or, more practically, to use a unit that is a half-way freak between a purely logical entity — like a
possibility — and a logical entity, like the unit in terms of objects, that could — if it was real — be touched [5] is a
step towards overcoming a dichotomy that is present in our culture, because we know the difference between
reality and imagination.

Similarly, we have learnt to distinguish well between the place of an object and the object itself. It is self-evident
that a thinking person can distinguish between the direction the Sun is shining from and the light it emits; the time
of the tide and the water. Only imbeciles would confound where something is to be found and what it is. The
rational view of the world is extremely snobby against members of society who are unable or unwilling to respect
the properties of places, e.g. eating or rioting in a church, talking about secrets in an inappropriate place. The
properties of the place and the properties of the objects are connected by culture: there are types and categories
of things that do and do not match with types and categories of places. This distinction is not purely man-made:
we observe animals to discharge waste according to topological criteria. The concept of territoriality itself is
however not constant over all kinds of animals: there are nomadic versions that survive well.

Let us come forward with an educational tool which can be used to de-condition our conditioned reflexes and
culturally motivated prejudices about what is rational and acceptable in a picture of the world. Before presenting
the tool, we first have to introduce the collection of logical objects we shall use and the main method of dealing
with the collection of logical objects.

The Thing-As-Such and Its Place

If a solution to a problem is working well, the animal will repeat it. Humans find it useful to unify and to abstract.
Discarding the particularities of an object allows building a more general concept of the kind of object this
particular one is a representative of. Kant has repeated this step-by-step process to its ultimate end, where he
arrived at the idea of the thing-as-such (‘t-a-s’). A purely logical concept, the t-a-s is the idea of a thing without
any of the properties of an actual thing. There might be, however, some advantages in doing one step less in the
process of abstraction and leave a bunch of things as such with some basic properties of type, like the modality
[6]. Overdoing the abstraction defeats its purpose of having a concept that is useful and helpful in achieving some
goals [7]. Here, we shall use the t-a-s in its appearance as the mathematical unit of “1” but allow for multiples of
the unit to be of a distinct modality [8]. Genetics teaches us that Nature does not go to the Shannon extreme of
abstracting into “this” and “not this”, but keeps at least 4 markers in use and distinguishes between left, middle
and right among places. One of the differences between Information Technologies and Natural Information
Technologies may be that the latter does not continue schematizing and abstracting to the very end, but allows
for a small number of types and kinds of t-a-s to remain distinct. This concept is used in psychology under the
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name of “archetypes”, of which there are several, the last step of abstraction into an idea of the archetype-as-
such not being done.

The management of the place-related properties of an object appears to be done by different regions of the brain
than utility-related properties of the thing. We experience the well-established distinction between topical and
sensual properties of the objects that make up our world by pairing the attributes of things in a mental experiment.
That the place is clean does not mean that things from there can be eaten; edible things loose on the other hand
their property of nourishment if they are or were located on a place which by its properties negates the edibility of
things. The strict distinction between where something is to be found and what kind of a thing it is becomes
immediately evident in the resistance against the idea that it is useful to sort things according to their properties.

Sorting is a central concept of the model to be presented. This essay attempts to drive the reader’s attention
towards sorting and resorting data sets. Normally, people treat the place of an individual thing as less relevant to
the thing as its other properties. There is a reason for this condescending attitude towards the collection of
comparisons {<|=|>} that assign a place to each element of the data set. After all, it is only sorting and ordering,
and if the object were in a different multitude, its place would be a different one [9]. We overcome this critique by
assuring that the individual elements are and remain in one and the same collection of individual elements;
therefore the place an element will have depends only on its properties and the concept of order we impose on
the whole of the collection.

We demonstrate the idea of order on a collection of things-as-such. It is obvious that a spider maintains a clear
idea of what is order, and we cannot discuss the fact that spiders are a part of Nature. The task is then to figure
out, what logical rules a spider obeys while establishing what to do so that its web is well-ordered. In order to be
able to discuss, what is well-ordered we first have to discuss what order is as such. To do so, we introduce a
collection of things-as-such and order and reorder them under several of their aspects.

Aspects of Order

There is no overall social convention about what is order; much less about what would be an ideal order. In order
to have an intellectual concept, which is neutral and accessible to all, we propose to use the results of a sort on a
data set to declare that the data set is in order after the sort has been conducted [10]. We point to the data set in
its state as a sorted one and say “the data set is presently in order <...>", where we insert between the symbols <
and > the sorting criteria which were used to bring the data set into this specific order.

To keep the discussion simple and general at the same time, we use as elements of the data set things-as-such
which have retained some of their qualities that is, are not completely indistinguishable from each other. To be
precise, we use numbers in the range 1 to 16. Learning from Nature that there is a dichotomy of two versions of
the same idea [11], we build pairs of the things-as-such and call these a and b. The tool we demonstrate
concepts of order on is then a collection of numbers in the range 1 to 16, always two together, where we call the
left one ‘a’and the right one ‘b’. One may visualize the collection as summands in an addition of the form ‘a+b=c’.
To put it simply, we generate the 136 smallest additions [12] and sort and resort them.

The starting order of the collection will be dependent on the way we have programmed the loops which generate
a and b. If the collection has been generated so, that the data set is ordered as (1,1), (1,2), (1,3), (1,4) and so on,
we speak of an order SQuap, if the elements come generated in the sequence (1,1), (1,2), (2,2), (1,3) and so on,
we speak of an order SQpa.

The sort has assigned to each element a place in a linear sequence 1..136. We see that element (1,1) is in both
of the sorts we have encountered so far on place 1; place 2 is occupied in both orders SQap and SQp by element
(1,2) [13].
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We shall return to the conflicting assignments of places to elements (and of elements to places) by means of
imposing an order that is different to the presently prevailing order, as this search for compromise between logical
contradictions is the main theme of the present essay. Before doing so, we shall introduce the aspects of
additions we shall be using.

One has been told at the age of 6 by Teacher, that the important thing on mastering rational thinking is that one
neglects the differences among the summands and between additions if only the result of ‘a+b=c’, namely c is the
same. To look into the effects of a; # a, while a; + by = ¢ = az + b, has the emotional connotation that a) one has
not understood what additions are all about, and b) one disregards Teacher's instructions. Massive resistance
against the proposal to a) split hairs on differences of additions with identical results, and then b) sort on these
differences, and then c) re-sort and then d) watch the patterns of items moving together, is to be expected.

We use the describing aspects of a, b, c=a+b, u=b-a; k=b-2a, t=2b-3a, q=a-2b, w=2a-3b, s=17-(a+b|c) to build a
numeric table of alternatives among order concepts.

We have now introduced the data set we are using to demonstrate concepts of Natural Information Technologies.
Reader is invited to generate his version of the data set [14], as looking up the numbers simplifies understanding
the following discussion on order and disorder.

How Come This Was Not Discussed Yet

Information Technologies has had it easy and comfortable; Natural Information Technologies is a complicated
and demanding business. How nice would it be, if all sentences were always true; everything could be seen as
more of one unitary unit; only the foreground, not the contrasting alternatives, was important; one could discard
differences without any consequences; there were an infinite number of equally valid logical statements: This is
the mental world society has built up, intercultural, to be able to deal with problems Nature has confronted us
with. The simplifications are partly for neurological reasons: the overriding importance of the similarity property
among mental concepts; the determined focus on the contents of the foreground. Acculturation taught us to
actively disregard the background, the ungrammatical something enveloping the realm of the rational. The
endorphin boost caused by having understood something is visible on young children who enjoy learning. To rely
on a codified catechism of what is reasonable and what is to be understood adds a social component to the self-
concept: one belongs to the educated if one has understood something that is universally defined as important to
understand. Our education is a great tool for endorphin production, as it teaches us to think in a fashion that is the
right fashion. Many factors contribute to the stability of a world view; one encounters the continuity/stability in the
form of resistance if one suggests a change to the habitual ways of seeing the world.

The history of rational thinking begins with correctly deciding, which of two alternative stimuli of appetence is of
more utility: discerning, recognizing differences is a process that happens in the moment, the intelligence needs
no memory to evaluate the sensory input [15]. Memory comes in, when after recognizing that b is bigger than a,
the animal remembers whether a movement to or from b used to be more useful. Abstracting from most of the
properties of a and b and describing them by means of multiples of a standard unit is a product of intelligence
which beasts of prey that hunt in groups probably master. The visualizing ability of the brain encounters its natural
limits usually near a dozen objects. Only thanks to the technology of the last decades have we the chance to
introduce something basically new to concepts of logic. It is impossible for humans to investigate the patterns
observable during reordering a set from one into a different order by using his fingers and his brain; methods of
paper and pencil fail. Alone, to raise the topics one needs a computer to be able to present a possible way of
consolidating the differences between Information Technology and Natural Information Technology. The task is
roughly comparable to discussing the individual paths of each bird or fish in a swarm that exercises its



82 International Journal “Information Theories and Applications”, Vol. 21, Number 1, 2014

maneuvers. In historic perspective, there was simply no way of formulating the subject of the present essay in
previous generations, as they lacked the accounting power of computers.

Natural Information Technology includes that what Wittgenstein has contrasted the subject of his Treatise to,
namely that what is not the case. We propose a concept of the world, in which some logical sentences are
sometimes true, in dependence of the spectator's decision, which aspect of the world is relevant for him in this
moment. The world which we discuss in this essay consists of only two kinds of entities and each kind can have
only 16 variants. By tradition, we have become used to reading the usual order of the set under the aspect of the
two summands being interchangeable (‘commutative’) and their sum being the important aspect. We re-introduce
the differences we were instructed to ignore at our first schooling in rational thinking, at Elementary School.

Contradictions and Compromises

By using more describing aspects of the pair of logical entities that are puppets we play with, we greatly expand
the complexity of the question. By bringing the collection in a sorting order, we can say that SQas is the case. In
that moment, under this understanding, we know about each element, which is its place; concurrently, we also
know about each place, which element is presently in occupation of it.

Contrasting to ‘SQas is the case’” would be the state of the world if ‘SQua is the case’. Then, element e; would not
be on place pj, but rather on a different place. The general idea of a resort is that most of the elements lose their
place attribute’s logical property of .t. and gain the logical property of .t. attached to a different place attribute.
This is usually a process in several steps. In his everyday life, the participant has experienced and understood
the logical processes involved in a reorder. The area of the brain wherein are stored the experiences relating to
places is not directly connected to the parts of the brain that manage quality properties of the mental contents.
One has to actively encourage the idea that this essay discusses the places of logical elements. These are
pictured in the abstract world as the result of a sorting procedure. The sorting connects places to quantities [16].

Natural Information Technology makes use of the numeric constants that are the result of sorting the collection of
additions. Nature appears to agree to the rules classical logic, Information Technology has elaborated. The
transition is very smooth; because the mechanism is self-explanatory once one has set into motion the
accounting machine. Once one has cleared the logical resistance of accepting two equally valid versions of what
is the case, the technical solution of the consolidation comes quite naturally, as the numbers are very helpful. Any
two of sorting orders can be resorted into each other and the extent of truthfulness of the alternative results of
‘SQqg is the case vs. SQys is the case’ can at any moment be numerically evaluated and registered.

The rational world, as we are used to understand it, is stable, even rectangular. The space concept this essay
proposes is generated by change resp. movement and transformation. The basic idea of a unit in Natural
Information Technology is the standard extent of disorder during a resort from a given order into a different order.
The fundamental vision transmitted in this essay is a continued logical debate, about which of the views of a and
b are more relevant, in this moment, given this history. The movement of the elements merges place- and
quantity-related attributes together, creating practicable space concepts. Which of the possible orders is in
existence, and to what degree, can at all stages be numerically tracked. What we direct the attention of the
reader to is the group of elements that are in interdependence — in a common category - with each other [17].
During a reorder, elements usually are included in a sub-collection that moves together. These sub-collections
can be seen as noumena in a logical connection, goods in transit, filaments or strings connecting places in linear,
planar and spatial structures with amounts of a and b and of their aspects.
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The numbers are forthcoming enough to supply a standard kind of chain, which is of length 3 and accommodates
4 distinct logical states in each of its readings. The accounting mechanism translates up to 72 differing readings
of the order history of the set into 20 or 21 actually distinguishable logical prescriptions.

Let this essay conclude with an optimistic note. The concept is rooted in psychology: that the logical relations
{<|=]>} and {=,*} are both accessible to the brain, and using them concurrently is only a matter of training; its
content is communicable, as it deals with elements that have a well-known life in abstract thinking: the new trick is
to watch the patterns that appear while reshuffling from a specific order into a different one; the demand for a
numeric model to simulate Nature’s ideas about order is urgent, as applied biology is advancing forward on
empirical knowledge. May this essay support Information Technology into becoming a Natural Information
Technology.

Conclusion

There is a natural order governing the functioning of the human brain. Computers, as potent reincarnations of
paper and pencil, allow us to keep track of what is order, at least in the arithmetic based on natural numbers.
Combining place and quality attributes can be achieved by distinguishing elements among each other by
comparing them on the basis of {<|=|>}. Sorting is ordering. As there are several sorting alternatives at our
disposal, their results will in many cases be contradictory.

We go into details within a central concept of logic, namely that a logical system has to be free of contradictions,
and be, in effect, a huge system of tautologies. We allow contradictions to try to exist, without ultimate success.

We consolidate the logical contradictions by assuming that there is a continual search for compromise among
contradictions. This position allows us to see Nature as having a dynamic will of its own, that follows its own rules.
The order concepts as inferred from natural numbers show contradictions with regard to a+b=c if concurrently
subjected to the rules of {<|=[>}. The interaction of the two logical principles allows the contradictions to be
consolidated. It is possible to resort a data set into a different sorting order.

The details of the resorting show that there is a third describing attribute to noumena: after the amount (name,
extent) and the place (in a given order) there appears the category of logical connection as an attribute of the 136
individual elements we model Nature with. The logical connection exists in that group of elements that move
together during a resort from a given order to a different order. These strings connect elements in a remarkable
fashion.

The world view offered by this extension to arithmetic allows building new concepts in many areas of science.
The Minkowski model is well supported by the numbers. One uses a moderately extensive data set of steps each
element makes while being resorted from every possible order into every other possible order. The system gets
complicated once one enters the combinatorics of not all alternatives being possible at all times.

The rules of selecting the next among the possible states of the system are connected to the ties in the
comparisons. There can history enter as a logically circumscribed fact. The fact that elements that would be
normally within a tie in a random sequence are ordered is equivalent to stating that previously such-and-.such
order has been the case. This method specifically distinguishes one-of-four within a basic — spatial — statement of
one-in-three. The basic translation mechanism of theoretical genetics appears to have been found.

Remarks

[1] Mobile-dictionary.reverso.net.
[2] Or her; ,he” always means ,s/he*.

[3] See e.g.: en.m.wikipedia.org/wiki/Cognitive neuroscience of visual object recognition.
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[4] Wittgenstein has declined to discuss the background of that, what can be expressed rationally.
[5] Or heard, smelled, tasted, etc.

[6] E.g. sound as such, smell as such, touch as such, movement as such, etc.

[7] See also: Musil, R.: Der Mann ohne Eigenschaften (The Man without Qualities).

[8] That is, we assume 3 to be intrinsically distinct to 1+1+1 or 1+2.

[9] Among the blind, the one-eyed ...

[10] This would be a deictic definition of a concept. We use the deictic method in this essay.

[11] E.g.: female and male versions of Homo sapiens.

[12] From 1+1 to 16+16, where a < b.

[13] Reader is invited to determine the place of (15,16) and (16,16) in both SQba and SQpa on his own.
[14] One may also download the data set from the site www.tautomat.com.

[15] This means that the logical operation based on {<|=|>} is more archaic than {=,£}.

[16] At school, pupils’ line up sorted once on name, a different time on height. Their unique SSN is a quantitative attribute, as
it is made up of multitudes of the unit *1".

[17] The reader is invited to draw the succession diagram that shows by which way (1,3) gets from place 3 to place 4 in the
resort ab—ba.

[18] Thanks to Gordana Dodig-Crnkovic for pointing out the term ,noumenon* for ‘t-a-s’
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Abstract: The reliability and the cost of electronic circuits are closely connected to the maximum power
dissipated by them. Tools for evaluating the worst case power consumption of sequential circuits is becoming a
primal concern for designers of low-power circuits. In the paper the task of estimation of peak sustainable power
for CMOS synchronous sequential circuit is considered when its automaton description in the form of Finite State
Machine (FSM) is available. The method is based on finding out the simple directed cycles of FSM state transition
graph closely related with test sequences for simulating the sequential circuit for sustainable power estimation.
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Introduction

In the VLSI (Very Large Scale Integration) chip design performance, area and cost were historically the major
considerations. But in the last years power consumption has become the major issue in electronic research, it is
being given increased weight age in comparison to area and speed because of two main reasons:

— Increasing use of portable and battery operated electronic devices which have limited battery life;

— Continuous increase in chip density resulting in VLSI circuits that contain up to hundreds of millions of
transistors;

— Topicality of high performance computing resulting in VLSI circuits that have clock frequencies in the
GigaHertz range.

Excessive power dissipation (the unit of power used throughout the paper is energy per clock cycle) in integrative
circuits causes their overheating degrading the performance and reducing chip life. To prevent circuits from these
consequences discouraging their usage, the chips need costly packaging and cooling arrangements. The
Semiconductor Industry Association technology roadmap [SIA, 2014] has identified low power design techniques
as a critical technological need in semiconductor industry today.

The development of methods and software tools that can help designers to optimize digital circuits for power
consumption has received increasing attention. Accurate and efficient power estimation during design phase is
required. The appropriate tools must have efficient means to estimate the power consumed by a circuit on
different design phases. At present an increasing attention is focused not only on transistor-level design but on
higher levels of abstraction because early power estimation is important in VLSI circuits, because it has a
significant impact on the reliability of the circuits under design. And in the process of optimizing circuits for low
power a designer is interested in knowing the effects of specific design techniques on the power consumption of
the projected circuit. With the relevant information about power characteristics designer can redesign or correct a
circuit in early design stages if it is found to consume more power than expected.
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The estimation of power in digital circuits has become a significant problem, especially for present day
semiconductor technologies. Currently, the simplest and most direct power estimation can be done by circuit
simulation when the monitoring of the power supply current is done. So, power consumption values are
determined which depend on the given vector set. There are circuit-level power estimators available as
commercial tools. For example, the most known SPICE [Nagel, 1973]. But the simulation results are highly
related to the input patterns given to the circuit [Kang, 1986]. Simulation methods suffer from two major
drawbacks. First, they are very time consuming, especially for large circuits (because to produce a meaningful
power estimate the required number of simulated vectors is usually high). Second, it needs to know the set of
input patterns when the power for a designed circuit embedded in a large system is to be calculated. Thus, the
calculated power may be erroneous because some of input patterns used for estimation may never occur during
normal (or verified critical mode) operation.

Using simulators, power is measured for a specific set of input vectors (often chosen randomly), and can be
referred to average power consumption. Many investigations were focusing on the average power estimation
[Arasu, 2013; Chou, 1996; Ghosh, 1992; Najm, 1994; Wang1, 1996]. The proposed methods are not only
simulation-based but probabilistic methods are very popular too. However, the average dissipation is not the only
reason of circuit failure. Another critical factor that affects the chip reliability is the value of maximum (or peak)
power dissipation that can cause excessive heat generation resulting in permanent damage or temporary circuit
failure. Unlike average power estimations in which signal switching probabilities are sufficient to compute the
average power [Chou, 1996; Ghosh, 1992; Najm, 1994], maximum power is associated with a specific starting
circuit state and a specific input pattern sequence that produce such a power. Although the problem of estimation
of maximum power in VLSI circuits is essential for determining the appropriate packaging and cooling techniques,
optimizing the power and ground routing networks, there are a limited number of papers devoted to the problem
of maximum power estimation of combinational and sequential circuits (most of them are cited in the papers
[Kumthekar, 1998; Wu, 2006)).

Static CMOS logic style is used now for the vast majority of logic gates in digital integrated circuits because they
have good technological parameters and good power dissipation characteristics. Many ASIC methodologies allow
only complementary CMOS circuits custom designs use static CMOS for 95% of the logic [Zimmermann, 1997].
The reliability and the cost of electronic circuits are closely connected to the maximum power dissipated by them.
Power and switching activity estimation for sequential circuits is significantly more complex task than that for
combinational circuits because power value depends not only on input patterns but on the state the circuit is in.
Tools for evaluating the worst case power consumption of sequential circuits are becoming a primal concern for
designers of low-power circuits.

In the paper the task of estimation of peak sustainable power for CMOS synchronous sequential circuit when its
automaton description in the form of Finite State Machine is available. The proposed method is based on finding
out the simple directed cycles of FSM state transition graph (STG) closely related with input patterns for
simulating the sequential circuit for sustainable power estimation.

Peak power estimations for sequential logic circuits

The total power dissipated in a CMOS logic gate consists of two basic components: static and dynamic power. In
a typical CMOS circuit, most of the power dissipated is dynamic power while static power makes up a small part
of the total power dissipated [Balasubramanian, 2007]. The dynamic power component normally dominates in
CMOS system-on-chip and accounts for roughly 75% of the total power consumption [Benini, 2002]. The dynamic
power dissipation is defined as the power spent in charging or discharging of the nodal capacitances during a
high to low or low to high transition at the output node. The dynamic power dissipated is directly proportional to
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the circuit switching activity, which is evaluated by the number of gate outputs that toggle (change state) in the
circuit. Therefore, the total switching activity is the parameter that needs to be maximized for maximum power
dissipation or the peak switching frequency is used to represent the peak power consumption in the circuits.

In the first papers devoted to circuit peak power estimation, the problem was treated as estimating the maximum
power that the circuit may consume within any clock cycle. The problem in the case of combinational circuit is
equivalent to looking for the maximum-power-consuming vector pair among all possible input vector pairs. For
sequential circuits, on the other hand, the activity depends on the initial memory state as well as the primary input
vectors, so, the state ought to be added to the pair of input vectors when looking for the maximum power
estimation for sequential circuit. Further different design requirements of present VLSI chips make things more
complicated. Now three types of peak power are used in the context of sequential circuits [Hsiao, 2000]:

1) Peak single-cycle power;
2) Peak I-cycle power;
3) Peak sustainable power.
Their time durations are one clock cycle, I consecutive clock cycles and an infinite number of cycles, respectively.

Peak single-cycle power consumption corresponds to the highest switching activity generated in the circuit under
the test during one clock cycle. Accurate estimation of maximum power consumption for a combinational circuit
involves finding a pair of input vectors which, when applied successively, maximize the number of toggles, among
all possible input vector pairs. The estimate of peak single-cycle power dissipation can be used as a lower-bound
for worst-case power dissipation in the circuit because found pair of input vectors can be applied one after
another repeatedly causing the estimated power as an average for an indefinite time.

For a combinational circuit with n primary inputs, there are (22 = 4" possible two input vector sequences to be
considered. For a sequential circuit with m memory elements, this number of sequences increases up to m 4.
The power is controlled by initial memory state vector sy and input vectors x; and x,. The state sy and input
vector x initialize all gate outputs and determine the next state s,. Then, the vector x; and the state s, switch
some of the gate outputs, which accounts for the power dissipation. So in that case a three-tuple (s1, X1, X2) must
be found that maximizes the instantaneous power consumption.

Peak /-cycle switching activity is a measure of the peak average power dissipation over a contiguous sequence of
I vectors. The I-cycle power is related with the sequence (s, X1, Xa,..., X)) of the length +1. When /is equal to 3,
the peak I-cycle power is the same as the peak single-cycle power dissipation, and with / increasing the average
power is expected to decrease.

Peak sustainable power is a measure of the peak average power that can be sustained indefinitely over many
clock cycles [Hsiao, 1997] it is called as maximum average power too. The peak l-cycle power serves as an
upper bound to peak sustainable power. And both estimates have sense only for sequential circuits.

The peak average power can be defined as follows. The average power dissipation E; is maximum if 1) there
exist such unrestrictedly long sequence of clock cycles which is characterized by the average power E; (average
power dissipated per a clock cycle); 2) there does not exist the available unrestrictedly long sequence with
average power greater than E;.

Many efforts have been done to attack the problem of peak power estimation. The proposed methods are based
on transformation to a weighted max-satisfiability problem on a set of multi-output Boolean functions [Devadas,
1992]; calculation of maximum average length cycles of a weighted directed graph [Manne, 1995]; propagation of
signal uncertainty waveforms throughout the circuit [Kriplani, 1992]; automatic test pattern generation techniques
[Wang1, 1996]; Monte Carlo based statistical techniques for maximum current estimation [Wang2, 1996]; genetic
search algorithms [Hsiao, 1997]; the asymptotic theory of Extreme Order Statistics [Wu, 2006]; ant colony
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optimization techniques [Liu, 2009] and others approaches. The majority of the obtained results are devoted to
the problem of peak single-cycle power estimation some of them are applicable only for combinational circuits.
The difference between combinational and sequential circuits is the memory elements issue. The states of
sequential circuits cannot be assigned to arbitrary values but only to reachable ones. If the initial state is
initialized to any arbitrary value during the peak power estimation, then the power value will be overestimated
since unreachable states are not allowed.

The majority of peak power estimation approaches are based in any event on simulation. The simulation-based
power calculation procedure is comprised of three phases: generation (may be randomly) of a sequence of input
patterns to be tested (it should have statistically significant size to make conclusions); simulation of the tested
circuit on the sequence of input patterns estimating power dissipation on each clock cycle and then calculation of
the average value of power dissipation. For sequential circuits the initial sequence of input patterns should start
from some reachable state (it may be reset state). The difficulties of usage of simulation-based method for peak
power estimation are: 1) the need to generate such a sequence of input patterns that ensures energy critical
mode of circuit operation (otherwise we do not get estimate of peak power dissipation); 2) the simulation process
is very time consuming because of the great number of simulated vectors for large circuits to produce a
meaningful power estimate; 3) the necessity to initialize the tested sequential circuit, to start simulation from a
reachable state; 4) baffling complexity of the task because a sequential circuit can be considered as a series of
combinational circuits with different initial reachable states.

Problem statement

High level synthesis produces a combined description of the data-path and control logic. The well-known
representation of control logic is FSM state transition graph (STG). At the level of logic design a gate-level netlist
is generated from a FSM, so a circuit structure is reflected by an appropriate FSM structure.

In this paper the focus is on the upper bound to peak sustainable power for CMOS synchronous sequential
circuit. We made the assumption that the circuit automaton description in the form of FSM is available. We seek
for test sequences of input vectors that are the candidates to be tested for peak sustainable power dissipation in
sequential circuit. The test sequences are derived from augmented STG of the given FSM. The switching
frequency is used to evaluate the peak power consumption in the circuit in the process of constructing test
sequences that would cause this peak power value. We compute peak sustainable power by finding the average
switching frequency for a cycle sequence of FSM transitions that can be repeated infinitely for a long time.

The proposed approach constructs test sequences which are only suspicious (maybe highly) to consuming the
peak power, that is because: 1) we are not interested in detail of the target circuit structure and use only its global
structure — STG of FSM; 2) the correlation between switching frequency used for test sequence estimate and the
actual peak power is indefinite; 3) the process technology is not taken into account. Once the test sequences
have been determined circuit-level simulation should be performed to accurately determine the associated values
of average power dissipation and to choose the most of them corresponding to peak sustainable power
dissipation.

Let T; denote test sequence represented by k-cycle sequence (s/, x4, x2,..., x,), where s’ is a FSM internal state
represented by a Boolean vector of states of memory elements, x/ is a Boolean vector of input variables
representing a FSM input state at the j-th clock cycle The values of s’ and x' initialize the circuit at the first clock
cycle, before the process of estimating the series of switching’s in the circuit.
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The paper proposes a methodology for finding out a cyclic sequence that 1) is allowable (although it may have
low-probability); 2) may be repeated many times; 3) is the most power-consuming deriving the maximal average
(sustainable) power consumption.

Let a k-cycle test sequence T= (s, X1, Xo,..., Xx) be termed cyclic if its simulating generates the sequence (s, xi,
S1, X2, S2, ..., Sk, Xk, Sk) such that s = si. It is accepted that a single cycle power estimation metrics (evaluates
the power dissipated during any one cycle) is equal to the sum of signal switching’s of all circuit nodes.

The method of search for peak power test sequences

Let FSM (A, B, S, ¥, @) be given, where A is the set of input symbols, or input alphabet; B is the set of output
symbols, or output alphabet; S is the set of states, or internal alphabet; ¥ : A x S — S is the transition function
mapping a state and the input symbol to the next state; ®: Ax S — B (d : S — B for an automaton of Moore
type) is the output function mapping a state and the input symbol to the output symbol.

The more obvious representation of an automaton is the state transition graph G that is a directed graph whose
vertices correspond to the automaton states, and edges - to the transitions between the states. Any edge of the
graph is marked with input symbols, which cause the corresponding transition, and with output symbols going
with this transition (in the case of Mealy’s automaton). In the case of Moore’s automaton, the output symbols
mark the vertices corresponding to the states where the automaton is producing those symbols.

We suppose that all the automaton symbos are encoded by Boolean variables. At that, the state symbols a € A,
b € Band s € S are replaced by the vectors of Boolean variables:

a — x=(X1, X, ..., Xn);

b %y =(y1,y2, ,Ym);
S > z=(2,2 ..., Z).

The functions ¥ and @ are transformed into the vector functions y(x, z) = z* and @(x, z) = y, and those into the
system of m + k Boolean functions.

Let the vertices v; € V and edges tj € T of the STG G = (V, T) are marked with codes z (and with codes y in the
case of Moore type automaton), and the edges & € T of the STG are attached with codes x and y of input and
output symbols. Then let a weight to each edge in the STG be attached which indicates the power dissipation
estimate and is equal to the number of input, output and internal variables (from the vectors x, y, z) changing their
values as result of automaton transition between two adjacent states. In other words, an edge weight equals to
the total toggle count (variables bit changes) per the appropriate state transition calculated as the sum of
Hamming distances between codes of input, output and internal states touched with the transition.

For example, let the following sequence of transitions take place:
P(ai, So) = Sa, D(a), Sc) = by, P(a), Sa) = Se, D(a, Sa) = bg,
and s; — z.=(000), sy —> z4=(010), se > z.=(101), a— x;=(00), g — x;=(01), bp—> ¥ =(11), bg—>
¥q =(00). Then the weight of the edge (s4, S¢) between the states s, and s. equals 6:
d(zq, z) + d(a;, @) + d(bp, bg) =d(010, 101) +d(00, 01) +d(11, 00) = 6.
When looking for cyclic test sequences with maximal average peak power we may content ourselves only with
simple directed cycles, i.e. a closed directed walk with no repetitions of vertices or edges allowed. This

assumption is reasonable because 1)any directed cycle other than simple one can be constructed as a
superposition of some simple directed cycles, and 2) among simple cycles constituting no simple one, there
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exists always one better than the composite cycle; 3) we are interested of the most power-consuming directed
cycles.

We search for simple directed cycles Ci= (W, t, vi, t, via,..., ¥, W) of the state transition graph G= (V, T),
where v/ € Vand i e T are vertices and edges of the graph. For each obtained simple directed cycle, weights
are calculated for all its edges and then average value of the weight per an edge t/ € C; which will be the estimate
of power dissipation of sequential subcircuit which implements the automaton cyclic sequence corresponding to
the simple directed cycle Ci. The estimate carries the comparative character in the sense that it can be used only
for comparing different automaton cyclic sequences with each other to compute the maximum average cycles.
The approach must construct test sequences which are only highly suspicious to consuming the peak power.
These generated test sequences should be applied into a commercial power calculation tool to estimate real
power dissipation.

Test sequence (z', x1, x2'..., x) corresponds to a found i-th simple directed cycle (vo/, ti/, vi, &/, Viz ..., t, W),
where z /s the starting (and ending) sequential circuit memory state, X/ are input patterns causing the transitions
from the state z.1' to z/ (that mark the vertices vi.+ and v of the state transition graph G = (V, T)) so, for each two
consecutive vertices of the cycle, there exists an edge directed from the earlier vertex to the later one.

An example of the search for peak power test sequences

Let consider an example of FSM of Moore type with six states, the corresponding state transition graph G = (V, T)
is shown in Figure 1. The vertices of the directed graph G correspond to the automaton states, and edges - to the
transitions between the states. A vertex v; € Vis marked with the code z; of automaton state s; and the code y; (in
accordance with the output function @ : S — B) of the output symbol b; in the form z;/y;. An edge of the graph G
corresponds to the automaton transition and is marked with the code of input symbol, which causes the transition.
For instance, the vertex v4 is marked with two vectors 000/01 where 000 is the code z1 z; z3 of the automaton
state sy and 01 is the code y1 y» of the output symbol in the state s1. Two edges from the vertex vs marked with
00 and 11 correspond to automaton transition to states ss and s under input signals  x: x, and X1 x,.

100/00 100/00

110/11

111/01 110711 111/01

011/10 011/10

Figure 1. State transition graph of Moore’s FSM Figure 2. The best directed cycle of the state
transition graph of FSM of Moore type

The graph G has 14 simple directed cycles whose vertices are enumerated in the second column of the below
shown Table 1. For each cycle, the total toggle count is calculated which consists of the following three values:
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1) the sum of maximum numbers of value changes of internal variables z; 2) the sum of maximum numbers of
value changes of input variables x; and 3) the sum of maximum numbers of value changes of output variables y;
as the result of appropriate automaton transition (third, fourth and fifth columns of Table 1).

Then the average number of toggle counts per an edge for all cycles is computed (the sixth column of Table 1)
which serves as the power estimate of a cycle and allows to range the cycles according to their potentials to be a
candidate to be the test for worst-case power dissipation. In considered case we can choose, for instance, the
following three test sequences corresponding to the best directed simple cycles 8, 6, 7:

1) (212225 X1 X2, X1 X2 X1 X2, X1 Xo);
2) (Z1Z2275 X1 X, X1 X2, X1 X2, X1 X2, X1 X2);

3) (212223 X1 X2, X1 X2, X1 X2, X1 Xo; X1 X2; X1 X2).

The directed cycle 8 (the best candidate for estimating maximal average (sustainable) power consumption) is
shown at the state transition graph (Figure 2).

Table 1. The toggle characteristics of simple directed cycles of the state transition graph

_ Total number of variable toggles
Vertices
state input output | average
1 1,6 2 2 2 3
2 1,56 4 4 4 4
3 1,53,2,6 6 7 6 3.8
4 1,53,4,2,6 |6 4 8 3
5 14,26 4 4 4 4
6 [4,231,6 8 8 6 4.4
7 14,231,56 |10 8 8 4,3
8 14,256 8 6 4 45
9 1,53 4 4 4 4
10 |4,2,53,1,6 |10 8 6 4
11 123 4 2 2 4
12 23,4 4 4 4 4
13 12,53 6 4 2 4
14 12,534 6 4 4 3,5

Conclusion

The task of estimation peak sustainable power for sequential circuit is simplified when its initial automaton
description is known. In this case it is shown how it can find out candidate sequences of input patterns that
ensure energy critical mode of circuit operation. The approach allows avoiding time consuming generation of the
great number of simulated vectors to produce a meaningful power estimate of worst case power consumption.
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NAMATU YNEH-KOPPECMNOHAEHTA HAH BENAPYCH
APKAOWA OMUTPUEBUYA 3AKPEBCKOIO

24 cpeepana 2014 eo00a ywen u3 xusHu Apkadul [mumpuesuy 3akpegckull — 4ieH-
koppecnoHOeHm HAH benapycu, akademuk MexdyHapodHol akademuu UHOpMayUU,
UHGhOPMAUUOHHbIX NPOUECCO8 U MexHomo2ull, AOKMOpP MEXHUYECKUX HayK, npogheccop, 2nagHbil
Hay4Hb Il compydHuk O6beduHeHHo20 uHemumyma npobnem uHgopmamuku HAH Benapycu.

Apkaguit [MuTpreBmy 3akpeBCKMA — TanaHTNWMBEMLUMIA YYEHbIW, BblOaloWwuincs Geropycckuii U COBETCKMIA
knbepHeTUK — cneyuanuct B obnactu NpuUKNagHoN OWCKPETHOM MaTeMaTukW, MHGOPMATUKM W NOrNYeckoro
npoekTupoBaHus. OH CTOAN Y WCTOKOB POXAEHMS KUBEpHETUKW, SBNSETCH OCHOBAaTenem OAHOW W3 CamblX
W3BECTHbIX LUKOM foruMyeckoro npoektupoBaHus B Cosetckom Cowse W B mupe. Ero yxog w3 XusHu —
HEBOCMONHMMas noTeps Ans 6enopycckon Haykw.

A.Ll. 3akpesckuin poguncs 22 mas 1928 r. B JleHuHrpage B cembe cnyxawwmx. lMonyums B KpacHosipckom
PEMECIIEHHOM Y4MnnLLEe CBSI3M Mpodheccuio paguoonepaTopa, OH, HaumHas ¢ 1943 r., Bocemb net pabotan
pagncToOM B M3biCKaTeNbCkux oTpsigax “YKengopnpoekta” B panoHax 3anonspbs, Cubupu, Moronum (Tanmblip,
Wrapka, Hopunbck, p. TypyxaH, a 3atem 3abaitkanbe, Yuta, MoHronus). B 1949 r. B r. YnaH-batope (MoHronms)
COaeT 3KCTEPHOM 3K3aMeHbl 3a Kypc CpefHel WKoSbl W, Nonyyus attectar 3penoctn, B 1951 r. noctynaer Ha
usnyeckuit hakynsteT TOMCKOrO rocyHusepcuteTa. Yepes aBa roga Apkaguit 3akpeBCKWMA MepexoanT Ha
TONbKO YTO OPraHW30BaHHbIA pPagnoduanyecknin akynbTeT U C OTNIMYMEM OKaHYMBAET €ro Mo CreLnanbHOCTH
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“chusnk-paamoanekTpoHuk”. B 1956 r. oH nmocTtynaeT B acnupaHTypy K npocbeccopy B.[. Keccenwxy, Beget
npenogasaTenbCkyto paboTy B yHUBEpcuTeTe, noabupaeT rpynny CTYAEHTOB-3HTY3WAacToB W BMECTE C HUMU
Ha4MHaeT 3aH1MMaTLCA HOBOW (He TONbKO B CTeHax yHuBepcuteTa, Ho M B CCCP) HayKow — knbepHeTuKoN.

Y3HaB, 4T0 B I. [leH3e HaunHaeTcs cepuiHbii Bbinyck OBM Ypan-1, ALl 3akpesckuit B 1957 r. gobuncs
BbldeneHns ee TOMCKOMY TOCYHUBEPCUTETY, a 3aTeM, KPWUTWYECKM OLEHWB 3TO nocregHee [JOCTWXKEeHWe
BbluncnuTensHon TexHuku CCCP, npegnaraeT npoekT OpUrMHanbHOWM BbIMUCAMTENBHOM MalUMHbl C TOW Xe
NPOM3BOAMTENBHOCTBIO, 4TO U Ypan-1 (koTopblii TpeboBan Ans ceoero pasmelleHus 3an B 100 kB.M), HO BCero
Ha 18 Tpurrepax. Mo 3TOMy NpoekTy MOTOM 06y4anocb He OOHO MOKONEHWE CTYAEHTOB-KNOEPHETUKOB W He
TONbKO B TOMCKOM rocyHuBepcuteTe, HO U B CeBacTononbCKoM NpUbOpOCTPOUTENBHOM WMHCTUTYTE. 3aTem
paspabatbiBaeT norudeckoe paclumpenne 9BM Ypan-1 (L-malimHy), Ha HECKOMbKO MOPSAKOB MOBLILLALLEE ee
NPOU3BOAMTENBHOCTb NPW PELLeHU NOTYeckux 3agaud. /srotoBneHne maketa L-MalivHbl NOCAYXWNO TEMOM
AMNIOMHbIX paboT CTYAEHTOB-KNOEPHETUKOB NEPBOrO Bbinycka B TOMCKOM rOCYHUBEPCUTETE.

C 1956 r. Apkaguin 3akpeBCKM MPOBOAMN MCCNEAOBaHWA B 00OMACTM TEXHWYECKUX MPUMOXEHWA NOTUKKM B
Tomckom rocyHusepcuteTe u Cubupckom (PU3NKO-TEXHUYECKOM WHCTUTYTE, PYKOBOAWUS YCTAHOBKOW NEpBOW B
Cubupn OBM VYpan-1 (1958 r.), 3anoxun OCHOBbI KOMMbIOTEPHON AMCKPETHOW MaTematuku, paspabotan
TEXHONOMI0 3KCNEPUMEHTANBHOTO CTATUCTUYECKOrO UCCIIeA0BaHNS anropuTMoB Ha OBM.

B 1960 r. Apkaguin 3aKpeBCKuiA 3aLyMLLAeT AUCCEPTaLMI0 Ha COMCKaHWE YYEeHOM CTeneHn Kanaugata guanko-
MaTeMaTU4eCcknX Hayk Ha Temy “MaTpuyHbIN METOA CUHTE3a peneiibix cxem”. O BBICOKOM YPOBHE AuccepTaLmm
KpacHOPEYMBO CBMAETENLCTBYET TOT (PaKT, YTO €€ NEPBbIM ONNOHEHT A.T.H., npod. A.b. CanoxHukos, 3a4nTaB
CBOW OT3bIB, MPELNOXWN NPUCBOUTL COMCKATENHO CTEMNeHb He kaHaMAaTa, a cpasy — LOKTOpa Hayk.

OueHnB Ha ocHoBe COBCTBEHHOTO OMbITa TPYAOEMKOCTb MPOrPaMMMPOBAHMS 3adady NIOTMYECKOro CUHTE3a B
MalUMHHBIX Kodax, A. 3aKkpeBCKuiA NPUXOAMT K BbIBOAY O HEOBXOAMMOCTYM CO34aHWs creuuaniu3MpoBaHHOMO
3blka NporpammmpoBaHns, u B 1962 r. oH paspabatbiBaeT Jlornyecknin S3bIk 4Ns NPeACTaBNEHNS anropuTMOB
cuHTe3a peneiHblx ycTpoiictB — JIAMAC - nepBblil  OTEYECTBEHHBIA  A3blK  NMPOrPAMMUPOBAHMS,
OPVMEHTUPOBAHHLIN HA PELLIEHWE NIOTMYECKMX 3a[1ay U peann3oBaHHbIi Ha OBM.

/iTorom nnogoTBOPHOW HayyHOM AesdTenbHocTM A, 3akpeBCKOro sBMnacb €ro nepsasi MoHorpadms
“Anroputmmndeckuit a3bik JIAMAC 1 aBTOMaTM3aUmMs CMHTE3a AUCKPETHBIX aBToMaToB” (1966 r.), No KOTOPOW OH B
1967 r. sawmwaetr B WHctutyTe aeTomatuku u Tenemexanukn AH CCCP (r. Mockea) guccepraumio Ha
COMCKAHME YYEHOW CTEMEHW [OKTOpa TexHWdeckux Hayk. Ons sa3bika JIAMAC 6binu paspaboTaHbl CUCTEMBI
nporpaMMmUpoBaHmns Ans pasHbix TMNoB OBM, KOTopble HaL LUMPOKOE MPUMEHEHWE BO MHOTUX OpraHu3auusix
CCCP, a Takxe 3a pybexom: B Monbwwe, Frepmanum (TP 1 OPT), Yexocnosakuu, KOrocnasum, CLUA. VHTepec K
a3biky JIAMAC 3a py6exom Obin Bbi3BaH NOSIBNEHNEM NEPEBOAA HA aHMMNACKMI A3blk COOPHIKA HayYHbIX CTaTen
c onucaHuem sa3blka JIAMNAC 1 anropuTMOB CUHTE3a AUCKPETHBIX aBTOMATOB, MPEACTABMNEHHbIX HA 3TOM Si3bIKe,
- «LYaPAS, A Programming Language for Logic and Coding Algorithms» (Ed. by M. Gavrilov and A. Zakrevskij),
ACM Monograph Series, New York, London, 1969.

B 1959-1971 rr. A.l. 3aKpeBCKUA — aCCUCTEHT, CTapLINA HayYHbIA COTPYOHWK, 3aBeaytolmin nabopatopuen
CYETHO-peLLarLLyX YCTPONCTB CMBMPCKOrO (hN3NKO-TEXHUYECKOrO MHCTUTYTA, a 3aTeM Npodeccop, 3aBeayHoLL il
kadpeapo MaTemMaTUYeckod NOTMKW U MPOrpaMMMpOBaHUsi, KoTopas Obina WM OpraHu3oBaHHa Ha
paguouanyeckom akynbtete Tomckoro rocyHmsepcuteta. B 1971 r. oH nybnukyeT LWMPOKO M3BECTHYIO B
CCCP  cbyHpameHTanbHylo MoHorpadmio  «ANropuTMbl  CUMHTE3a  AUCKPETHbIX aBTomatoB». [log ero
pykoBogcTBOM co3gaetcs nepeas B CCCP cuctema aBTOMaTUYECKOr0 CHUHTE3a AWCKPETHbIX aBTOMATOB,
npuHsTast komucenen no knbepHeTuke npu Mpesuanyme AH CCCP u skcnnyaTtupoBaBLuascs B 1970-1980-e rr.
Ha MHOMMX NPEAnpUATUSX MUHUCTEPCTB SNEKTPOHHOM MPOMBILLNEHHOCT W PaaMoanekTpoHukW. Tak 6bino
MOMOXEHO Hayvano LUMPOKOMY (OPOHTY MCCEedoBaHWA B 06MacTu KOMMBIOTEPHOA OUCKPETHOW MaTeMaTuk |



96 International Journal “Information Theories and Applications”, Vol. 21, Number 1, 2014

NOTMYECKOro NPOEKTUPOBAHWNS AWUCKPETHBIX YCTPOCTB W CUCTEM. TN UCCNEaoBaHUs OpraHMYeckm BIUMWUCH B
npobnematuky M3BeCTHOM B TO Bpems wWwkonbl M.A. [aBpunoBa Mo TEOPUM PENENHBIX CXEM U KOHEYHbIX
aBTOMATOB, NEPBOE 3acefaHne KOTOPOW cocTosnock B Mapte 1964 B Tomcke, a BTopoe (B Komaposo, B6nnau
Nenunrpaga) 6bino uenukom nocesweHo JIAMACYy.

B 1971 r. Apkaguit OMuTpueBud C rpynnon COTPYOHWKOB nepeedxaeT B MuHCK W opraHusyeT B WHCTUTYTE
TexHuveckon knbepHetukn AH BECCP nabopaTopuio CUCTEMHOTO MPOrpamMMMPOBaHUS M NOMMYECKOro CUHTE3a,
BMOCNEACTBUM MEPENMEHOBaHHY0 B nabopaToputo NOrMyeckoro NpoekTupoBaHus. B 1972 r. oH u3bupaetca
uneHom-koppecnoHaeHtom AH BCCP. Bonee pasaguatn net AJl. 3akpeBCkun SBRSNCS 3aBEOyHOLLMM
OpraHu3oBaHHoM MM nabopaTopuy, Nepeaas 3aTeM ynpasfieHne nabopaTopuen CBOEMY YYEHWKY, OCTaBasiCb
rMaBHbIM Hay4HbIM COTPYAHWMKOM M Hay4HbIM PYKOBOAMUTENIEM MHOXECTBA Hay4HbIX U HAYYHO-TEXHUYECKNX TEM U
MPOEKTOB.

XapakTepHON uYepToit HayyHoro TBopyectBa A.J. 3aKpeBCKOro SBMSETCS COYETaHWe LUMpOTbl OXBaTa
paccmaTtpuBaemMblx npobnem (BMAOTb 4O MOWCKA aHanoruin B COCEAHMX 06racTsx) co CTPOrocTbto U rny6uHom
nccnenoBaHus (C NMpeanioXeHUsMW MPaKTUYeckn SQEEKTUBHLIX METOZOB WX peLUeHWs, [OBedEeHHbIX [0
anropuTMMYECKOi, a 3a4acTylo W nporpaMMHon peanusauim). OTNNYMTENBHON OCOBEHHOCTBLIO HAaY4YHOW LUKOIbI
Apkagus 3aKpeBCKOro CTano pasBuTME FOTMKO-KOMOMHATOPHOTO NOAXoda, OCHOBAHHOTO Ha (hOpMyNMpOBKe
3afjay NpOEKTUPOBaHMS B BWAE ONMTUMMU3ALMOHHBIX NOrMKO-KOMOMHATOPHBIX 3aday Ha (YHKUMOHAMbHbIX 1
CTPYKTYPHbIX MOZensix o6bekToB NPOEKTUPOBaHMS. Takoi noaxod MO3BOMWN Pa3BUTb TEOPETUYECKNE OCHOBbI
KMOEpHETUKM B CaMblX pasHblx obnactax. TpygHO nepevncnuTb Bce, 4To ObINo caenaHo Apkaguem
OMuTpreBmnyeM, NOITOMY OrpaHNYMMCS NULLb KPaTKUM NEPeYHEM OCHOBHbIX HanpaBneHnin KGepHETUK, TAe OH
ocTasun Haubonee rnybokun cnes;

1. Jloaudeckas meopusi AuckpemHbIx ycmpolcme (MpUMEHEHWE MOMEXOYCTOMYMBOTO KoAda XeMMUHra K
CUHTE3y HAZEXHbIX NOMMYECKUX CXEM; BU3yanbHO-MATPUYHbIA METOA MWUHUMU3ALMM OYneBbiX (yHKUWA;
annapaTt MaTpuuHbIX NIOTUYECKUX YpaBHEHWI [N PeleHWs 3aday aHammsa, CUHTesa W AMarHOCTUKM
HeWCnpaBHOCTEN NPOrpaMMUPYEMbIX NIOTMYECKUX MaTPUL,; 3DEKTUBHBIE METOAbI 4EKOMNO3nLMKM ByneBbIX
(OYHKUMA W OUCKPETHbIX aBTOMATOB, KOAMPOBAHWS BHYTPEHHUX COCTOSIHUIA CUMHXPOHHOMO WM aCUHXPOHHOMO
astomatos). A.Jl. 3akpeBckuM Obil NPEANOXKEH MAaTPUYHBIA annapar Ans forMyeckoro aHanuaa, cuHTe3a u
AMarHoCTUKN OUCKPETHBIX YCTPONCTB Ha Base nporpamMMupyeMbiX NMOrUYECKUX MaTpul, pes3ynbTaTbl 3TUX
1CcCregoBaHUi NPeaCTaBeHbl B ero MOHorpadum «Jlornyecknin cuHTe3 kackagHeix cxemy (M.: duamatnur,
1980).

2. Asmomamu3ayusi npoepamMmMuposaHus o2udeckux 3aday (s3blk U cuctembl nporpammuposanms JIAMAC,
9(hPeKTUBHbIE ANS PELLEHNS NTOTUKO-KOMOMHATOPHBIX 3aay W HalleaLWwne WNPOKOE NPYMEHEHNE BO MHOMMX
OpraHu3aLymsx cTpaHbl v 3a pybexom: B MNonbuwe, AP, Yexocnosakuu, KOrocnasuu, P, CLLA).

3. Asmomamu3ayusi 1102U4ecKko20 npoekmuposaHusi (3hPEKTUBHLIE METOAbI MUHUMM3ALMM U peanu3aumm
NOMHOCTbI0 M cnabo onpeaeneHHbiX 6yneBbiX (YHKUMA MHOMMX MNEpPeMEHHbIX, MWHUMU3ALWM CUCTEM
OyneBbiX dyHKUMIA B knmacce monuHomoB XerankuHa u Puga — Mannepa, mMeTogsl peanusauun cuctem
MHOTO3HaYHbIX YaCTUYHBIX (DYHKLMA NONSAPU30BaHHBIMKU NonMHoMamu Puga — Mannepa, aMarHocTupoBaHus
KOHCTaHTHbIX HeucnpaBHocTell B EXOR-cxemax, a Takke psii CUCTEM aBTOMATW3MPOBAHHOMO NOMMYECKOro
NPOEKTUPOBaHMs, BHeApeHHbIX B nponseoacteo (LKB «Anmas» (Mocksa), HIMGBM, HINO «MHTerpany u
np.).

4. Jloazuyeckue OCHOBbI UHMeENEKMyanbHbIX cucmeM (MEeTodbl pelleHns GOMblNX CUCTEM NOMUYECKMX
YPaBHEHWN, NUHENHBIX U HEMWHERHbIX; METOAbl HAXOXOEHWS KpaTyalluMX PeLLeHWin HeonpeaeneHHbIX
HECOBMECTUMbIX CUCTEM TWHENHbIX MOTMYEeCKUX ypaBHEHWW; 0600LleHne MeTogoB Teopun Oynesbix
(OYHKUMA Ha KOHEYHble MpeauKaTbl; MEeToAbl MHOYKTMBHOTO M AEAYKTUBHOMO BbIBOAA B MPUMOXEHUN K
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pacnosHaBaHMio 06pa3oB B MPOCTPAHCTBAX OMHApHBIX W KOHEYHO3HAYHbIX MPU3HAKOB, BbISBNEHNS
MMNINKATVBHBIX ~ 3aKOHOMEPHOCTE B 3TUX MPOCTPAHCTBAX; 3KCMEPTHble CUCTEMbI  JIOTUYECKOTO
pacrno3HaBaHus 06pa3oB).

5. Asmomamusayusi npoeKkmuposaHusi CucmeM J102U4ecK020 ynpasneHus (A3blK OMUCaHWA napanmnernbHbIX
anropuTMoB norudeckoro ynpasneHus MPAJTY; metogbl BepuduKaLum, MOLENUPOBaHUS U peanusaumuu
napannenbHbIX anropuTMOB; MOHATUS MapanfienbHOro W CeKBEHLMANbHOr0 aBTOMATOB W OCHOBaHHbIE Ha
HWX METOAbl CMHTE3a YCTPOWCTB MOTrMYECKOr0 YMpaBReHUs; MeToAbl KOMMO3UUMM U AEKOMMO3ULMN
napannenbHbIX aBTOMATOB M OnucaHnin Ha a3bike MPATTY).

6. KombuHamopHble 3adayu AuckpemHol Mamemamuku (TEXHWKA BbIYMCTEHMIA B GyneBOM MPOCTPaHCTBE;
KOMOMHATOPHBIN ©a3nc NOrMYECKOr0 MPOEKTUPOBAHUS — KOMMAEKC 3Q@EKTUBHbIX METOAOB W NpOrpamm
PELLeHNs KOMOWHATOPHbIX 3ajady Hag NorMyeckUMW maTpuuamu U rpadamu, UMEKLLMX MHOXECTBO
NOMe3HbIX NPaKTUYECKUX MHTEPNpPEeTaLWin; TEXHMKA BbIYUCTIEHUIA B MPOCTPAHCTBE KOHEYHbIX MPEeAMKaToB,
METOAbl MX MUHUMM3ALMM 1 AEKOMNO3NLIUK; BbICOKOI(PMEKTUBHBIE METOAbI PELUEHUS CUCTEM NOMNYECKNX
YPaBHEHWIA).

PesynbTathl TeopeTuyeckux uccnegosanuii ALl 3akpeBCKOro nernm B 0CHOBY psiga NporpaMMHbIX KOMMAEKCOB
aBTOMaTM3aUMW  pELLeHUs  MOMMKO-KOMOMHATOPHBIX  3adadv:  MOMMYECKOro MPOEKTUPOBAHWS  AWCKPETHbIX
ynpasnswowwmx ycrtponcts B 6asuce CBUC, nporpamMmHOA M annapaTHOM peanu3auun napannenbHbIX
anropuTMOB YNpaBreHUs 1 3KCNIePTHOM CUCTEMbI OrMYECKOro pacrno3HaBaHus.

Apkaguin [IMUTpUEBWY, CTOSIBLUMIA y UCTOKOB poxaeHus knbepHeTukn B CoeTckom Col03e, CBOK HayuqHYHO
JeATEeNbHOCTb YCMELHO codeTan ¢ negarornyeckon. OH umMTanm Kypcbl Mekuuin coBCTBEHHOM paspaboTku no
MaTeMaTN4ecKon noruke, AUCKPETHON MaTeMaThke, TEOPUN BEPOSITHOCTEN, TEOpPUM aBTOMATOB, TEOpPUM rPadoB,
Teopum GyneBbIX YHKUMIA, NPOrPaMMUPOBAHMIO, METO4AM FIOrMYECKOro NPOEKTPOBaHMs 1 gp. B TIY (Tomck),
Bry u BI'YUP (MuHck). Co3gaHHasi MM HayyHas LUKOMA JIOTMMECKOTO MPOEKTMPOBAHMS MepBOHAYanbHO
3apogunacb B ToMmcke, a 3aTem cTana gencteoBatb B MuHcke, CeBactonone v KuwwmHese. Ero pabotbl 6binu
M3BECTHbI HE TOMNbKO B cTpaHax ObiBwero CCCP, Ho 1 3a pybexom, OH PyKOBOAMM U BXOAMM B NPOrpamMmHble 1
OpraHu3aLMoHHbIE KOMUTETbI MHOTUX MEXAYHAPOAHBIX KOH(EepeHLMIA 1 CUMMNO3MYMOB.

TanaHTnvBbIA opraHu3aTop w pykosoguTens, AJl. 3akpeBckuii nogrotoun 34 kaHguaaTta v BOCEMb LOKTOPOB
TEXHWUYECKMX U (OU3MKO-MaTEMATUYECKMX HAYK. OH Bbin HEU3MEHHbLIM PYKOBOANTENEM NOCTOSHHO AENCTBYIOLLErO
Hay4yHoro cemuHapa OUMW HAH Benapycu no noruyeckoMy npoeKTUPOBAHWIO 1 BOCMUTLIBAN CBOMX YYEHUKOB
NIMYHBIM MPUMEPOM U TILATENbHBIM PELIEH3MPOBAHNEM BCEX CTATEMN, UM HAMMUCAHHBIX.

PesynbTathl HayuHbIX nccnegosanuin Al 3akpeBckoro npeacTaeneHbl 6onee yem B 540 HayyHbIx nyBnmkaumsx,
B TOM yucnie B 26 moHorpadmsx (7 u3 HUX — B AanbHem 3apybexbe), MoMyumBLLMX LUMPOKYH W3BECTHOCTb B
cTpaHe u 3a pybexom. OH sBnsAncs ogHUM 13 aBTopoB kHurk “Hayka benapycu B XX ctonetum (2001 r.)". Mog
€ro Hay4HoW pegakumen 6bino nagaHo donee 50 MoHorpaduii U HayYHbIX XYPHANOB, EXErogHbIX COOPHMKOB
TPYZOB MO NOrMYECKOMy MPOEKTUPOBaHMI0 U nporpammupoBanuio (1975 — 2001 rr.), matepuarnoB Hay4Ho-
TEXHUYeCKuX koHgepeHumir (1975 — 1995 rr). Okono 30 cTaTen 1 3aMeTOK BbINO N3AAHO O €r0 XW3HU W HAY4HOM
[esTenbHOCTU.

HayuHyto paboty Apkaguii IMUTPUEBKY YCMELHO COBMELLAn C Hay4YHO-OPraHW3aLMOHHON: SBMANCS YNEeHOM
coBeToB No 3awute aucceptaumn B OUMU HAH Benapycu, BI'Y, WHcTuTyTa anektpoHuku flateuitckon AH
(1980-1990); uneHom YueHoro u HayuHoro cosetos QUMW HAH Benapycy; uneHoM peakonneruin xypHanos
“International Journal on Information Theories and Applications” (Cocpus, Bonrapus), “YnpaensioLiue CUcTeMbl n
mawwuHbl” (Kues, YkpauHa), “UHcopmatuka” (OUMN HAH Benapycu, MuHck), cbopHuka “Mpobnemsl 3awuTsl
nHcpopmaumn” (Bry, Muxck). AJl. 3akpeBckuin SBASNCH YYACTHUKOM BaXHENLMX HAy4YHO-OPraHuU3aLMOHHbIX
MeponpusTin u cobbituin B WHcTuTyTe M HAH Benapych, CBSi3aHHbIX C pa3BWUTWEM, HanpaBneHUsMU W
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MOBbILIEHNEM PE3YNbTAaTUBHOCTU HayYHbIX WCCMedoBaHUI; npeaceaaTenemM nogkoMUCCUMM Mo aBToMaTU3aLuu
NOTMYECKOro NPOEKTUPOBaHNS npu coseTe no kubepHetuke Mpesmauyma AH CCCP (1970- 1990 rr.). 3a HayyHo-
OpraHusauuoHHyto geatensHoctb A.[l. 3akpeBckui HarpaxaeH Meganamu, MoyeTHeIMK rpamoTamu BepxoBHOro
Coseta BCCP (1978, 1988 rr.).

Apkaguit  [IMATpUEBMY 3aNOMHUTCA MHOTUM HE TOMbKO KaK BbIAAKOLMACA YYEHbIA, HO W Kak OMbITHbINA
OpraHu3aTop TYPWUCTCKMX MeponpusaTuii (BO BPEMS MPOBEAEHUS LIKOM-CEMUHAPOB), MELUMX W MbDKHbIX
OOHOLOHEBHbIX NMOXOA0B B OKPECTHOCTSAX I. Tomcka M MuHCka, pyKOBOAWTENb MHOTOAHEBHbBIX FOPHBIX W MELUMX
noxogos (TaHb-WaHb, Antan, Mpubaiikanse, benapych), 3asanbIn Aa4HWK, KOTOPbIM Ha CBOEN “thaseHae” Bce
caenan CBOMMM pyKamu.

Bca xu3Hb Apkaaus Omutpuesuya bbina cBs3aHa ¢ Haykon W Bbina et nocBsLleHa, OH TBOpPUN A0 NOCNEAHEro
OHs cBoen xu3Hn: B 2013 . B usgatensctee TUT Press um 6bina onybnukoBaHa MOHOrpagvst Ha aHrnmuinckom
A3blke, FOTOBMINACH K NeYaTy crieaytolas MoHorpadus, 6bin nogaH Aoknag Ha KoHGepeHLUmio. ..

A.l. 3aKpeBCKMM 3acryxun npusHaHWEe W aBTOPUTET He TOMbKO Kak BblOAOWMACS uccnenoBaTenb U
pYKOBOAWUTENb, HO W KaK YECTHbIA, CMpaBea/MBbIA M NpUHUMNManbHbIA YenoBek. OH 6bin  HageneH
(heHOMEHaNbHbIM  TanaHTOM MOABOAMTL TEOPETMYeCKyld 0a3y M HaxoguTb aneraHTHble pelleHns Ans
CMNOXHEMLUMX 3a0a4 AUCKPETHON MaTEMaTUKK, MHCOPMATUKW 1 NPOEKTUPOBAHMS AUCKPETHbIX YCTPOICTB. Ecnun
K€ FOBOPUTb O rPaHsX ero xapaktepa, TO FMaBHbIMU U3 HUX SBNAKOTCA TPydoniobue; YBNEYEHHOCTb Hay4HbIM
MOMCKOM; CTPEMNEHMe [OBECTU (hyHOAMeHTamnbHble MCCnegoBaHWsl [0 WX BOMMOWEHUS B MpaKTUKe
NPOEKTUPOBAHMS; TBEPAOCTb N BECKOMMNPOMUCCHOCTb. TanaHT U HeYCTaHHbIA TPYA — UCTOKW ero JOCTUXEHUA 1
BEMNMYMS KaK y4eHOro u yernoseka ¢ 6onbLion Byksbl. B cepauax yyeHUKoB 1 ero nocrnegosatenen B obnactu
IOrMYeCcKOro NPOEKTMPOBaHNS HaBcerga ocTaHeTcs bnarogapHas namsTs 06 Apkagun Omutpuesnye — Yuntene
v liugepe.
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