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PROGRAMMING OF AGENT-BASED SYSTEMS

Dmitry Cheremisinov, Liudmila Cheremisinova

Abstract: The purpose of the paper is to explore the possibility of applying the language PRALU, proposed for
description of parallel logical control algorithms and rooted in the Petri net formalism for design and modeling
real-time multi-agent systems. It is demonstrated with a known example of English auction on how to specify an
agent interaction protocol using considered means. A methodology of programming agents in multi-agent system
is proposed; it is based on the description of its protocol on the language PRALU of parallel algorithms of logic
control. The methodology consists in splitting agent programs into two parts: the block of synchronization and the
functional block.

Keywords: multi-agent system, interaction protocol, BDI agent, parallel control algorithm.

ACM Classification Keywords: 1.2.11 [Computer Applications]; Distributed Artificial Intelligence, Multiagent
systems; D.3.3 [Programming Languages]: Language Constructs and Features — Control structures, Concurrent
programming structures

Introduction

In recent years one of the most rapidly growing areas of interest for distributed computing is that based on the
concept of agents and multi-agent systems (MAS). The first MAS applications have appeared in the mid-1980s.
Now they are becoming one of the most important topics in distributed and autonomous decentralized systems.
There are increasing attempts to use agent technologies in variety of domains, ranging from manufacturing to
process control, air traffic control and information management. Programming technology based on the use of
interacting agents is considered the most promising tool of modern programming.

MAS is a computational system which consists of a number of agents that operate together in order to perform a
set of tasks or to achieve a set of goals [Burmeister, 1992; Jennings, 2001; Lesser, 1999; Subrahmanian, 2000].
There exists variety of definitions of the notion of agent. The most of researchers adhere to the definition of M.
Wooldridge and N.R. Jennings: agent is a hardware or software-based computer system that enjoys the following
properties:

— Autonomy: agents operate without the direct intervention of humans or others, and have some kind of
control over their actions and internal states;

— Social ability: agents interact with other agents (and possibly humans) via some kind of agent-
communication language;

— Reactivity. agents perceive their environment, and respond in a timely fashion to changes that occur in it;

— Pro-activeness: agents do not simply act in response to their environment, they are able to exhibit
goal-directed behavior by taking the initiative.

MAS are usually specified as a concurrent system that consists of autonomous, reactive and internally-motivated
agents acting in a decentralized environment. One key reason of the growth of interest in MAS is that the idea of
an agent as an autonomous system, capable of interacting with other agents, is a naturally appealing one for
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software designers. Reactive agents do not have representations of their external environment and act using a
stimulus response type of behavior, they respond to the present state of the environment. Robots are examples
of artificial agents. ARCHON [Burmeister, 1992] is the most well-known commercial system constructed on the
basis of the conception of agents and designed for controlling the process of manufacturing articles.

The history of the development of the agent theory began with the problem of modeling the properties of living
systems and dates back to the work of W. Pitts and W. MacCulloch on formal neurons, John von Neumann on
self-reproducing automata, A. N. Kolmogorov on the theory of complexity, H. von Forster and llya Prigogine on
the theory of self-organization, William Ashby on models of homeostasis, W.G. Walter on reactive robots, and
John Holland on genetic algorithms.

Designing and building agent systems is difficult. They have all the problems associated with building traditional
distributed, concurrent systems and have the additional difficulties that arise from having flexible and
sophisticated interactions between autonomous problem-solving components. The big question then becomes
how effective MASs can be designed and implemented.

The core concept of multi-agent systems is interaction; it is the foundation for cooperative or competitive behavior
among several autonomous agents. Agent interactions are established through exchanging information in the
form of messages that specify the desired performatives of interacting agents. Formalization of the concept of
interaction as a method of transmitting messages from one dispatcher to several recipients through a
transmission environment derives from Claude Shannon’s work on communication theory [Shannon, 1948]. The
subsequent formalization of this concept employed the theory of speech acts [Searle, 1986]. In this theory
communication between agents is considered as a form of behavior, since particular types of sentences of natural
language are of the nature of actions (called speech acts) and presume a “rational effect.” Speech acts form the
basis of the communication languages used by agents (e.g., the KQML and FIPA-ACL languages [ARPA, 1993;
Finin, 1997; FIPA, 2002]) these languages also define the sets of permissible speech acts and semantics
associated with these sets.

A set of interrelated messages forms conversations in which agents play different roles as a functions of their
individual or common goals. Conversations in multi-agent systems are based on interaction protocols that define
all possible flows of conversations. Agent system can operate if agents have a common understanding of the
possible types of messages, then they must know which messages they can expect in a particular situation and
what they may do when they got some message. So messages exchanged between agents in some multi-agent
system need to follow some standard patterns which are described in agent interaction protocol. Protocols play a
central role in agent communication; they specify the sequences in which messages should be arranged in
agent’s interactions.

At this time, there are two major technical obstacles to the widespread adoption of multiagent technology: 1) the
lack of systematic methodologies enabling designers to clearly specify and structure their applications as MASs
and 2) the lack of widely available MAS toolkits. Flexible sets of tools are needed that enable designers to specify
an agent’s problem-solving behavior and to specify agents interaction, and then visualize and debug the behavior
of the agents and the entire MAS. That is because designing agent systems is difficult enough: they have all the
problems associated with building traditional distributed, concurrent systems and have the additional difficulties
that arise from having sophisticated interactions between autonomous problem-solving components.
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The other difficulty of existing methodologies of MAS designing consists in follows. In the majority of MAS models
autonomous behavior of agents is described in terms of belief, desires and intentions (BDI) [Burmeister, 1992],
and their communications are specified in terms of protocols which have no a direct relation with the first
formalism. The behavior of agents is described in terms of formalisms of a high level abstraction (such as
temporal logic), but the communication is specified in the concepts close to realization. The independent behavior
of agents in the majority of models of multi-agent systems is described by means of formalisms of high level
abstractness, but the communication is specified by the concepts close to realization. The difference of levels of
the description does not allow model communications between agents at the level in which their independent
autonomous behavior is described. This problem arises because of absence of agent models that unify all
aspects of local behavior and the communications (BDI-behavior and communication), and will be suitable for
automated implementation. The main reason for the absence of such a unifying model is that there is no general
conceptual basis that combines all the abstractions related to agents.

Representation languages from the theory of agents are used to overcome these methodological difficulties. Such
languages are based on some formalism and a programming system that together specify semantics of the
language used in programming agents. Though ever newer agent programming languages have been proposed
in the literature, only some of them are entirely intelligible from the semantic point of view.

This paper explores the possibility of applying existing formal theories of description of distributed and concurrent
systems to interaction protocols for real-time multi-agent systems. In particular it is shown how the language
PRALU [Zakrevskij, 1996; Zakrevskij, 1999; Zakrevskij, 2001] proposed for description of parallel logical control
algorithms and rooted in the Petri net formalism, can be used to describe agent interaction protocols. The
described approach can be used for modeling complex, concurrent conversations between agents in a multi-
agent system. It can be used to define protocols for complex conversations composed of a great number of
simpler conversations. With the language PRALU it is possible to express graphically concurrent characteristics
of a conversation, to capture the state of a complex conversation during runtime, and to reuse described
conversation structure for processing multiple concurrent messages. It is demonstrated with a known example of
English auction [FIPA, 2002] on how to specify an agent interaction protocol using considered means. Finally,
using PRALU language we can verify some key behavioral properties of our protocol description that is facilitated
by the use of existing software for the language PRALU [Cheremisinov, 1986; Cheremisinova, 2002;
Zakrevskij, 1999].

Then, we introduce a methodology of programming agents in MAS; it is based on the language PRALU. When
more complicated, multilayered and concurrent conversations take place among groups of agents, PRALU
approach that we use appears to offer advantages over the colored Petri net techniques that are proven to
provide the most powerful mechanism for specifying interaction protocols up until now [Bai, 2004]. Further,
PRALU as the agent-oriented programming language has such an advantage that its semantics is based on logic
formalism, this language allows a simple realization. We show how the behavior of MAS can be simulated entirely
in the language PRALU. The offered methodology is based on two-block architecture of organization of the
description and realization of MAS that consists of the block of synchronization and the functional block. The first
one coordinates performance of parallel processes of agent program, that is, it controls the agent behavior. The
second part operates data and carries out calculations connected with complex information structures. The
distinctive feature of the methodology is that it allows separating development of the synchronizing part of agent
programs from the functional one.
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An Agent-Oriented Model

The application domains of MASs are getting more and more complex. Firstly, many current application domains
of MASs require agents to work in changing environment (or world) that acts on or is acted on by the system. A
closed system is one that has no environment; it is completely self-contained in contrast to an open (uncertain)
system, which interacts with its environment. Any real system is open. The MAS must decide what to do and
develop a strategy in order to achieve its assigned goals, within open environment. For this, the MAS must have
a representation or a model of the environment within which it evolves. The environment is composed of
situations. A situation is the complete state of the world at an instant of time.

The application of multi-agent systems to real-time environments can provide new solutions to very complex and
restrictive systems such as real-time systems. A suitable method for real-time multi-agent system development
must take into account the intrinsic characteristics of systems of this type. As a rule they are distributed,
concurrent systems with adaptive and intelligent behavior. For agent-based systems to operate effectively, they
must understand messages that have a common ontology underlying them. Understanding messages that refer
to ontology can require a considerable amount of reasoning on the part of the agents, and this can affect system
performance.

Taking the view of agents as practical systems the predominant approach to specifying agents has involved
treating them as intentional systems that may be understood by attributing to them mental states such as beliefs,
desires, and intentions [Wooldridge, 1995]. Following this idea, a number of approaches for formally specifying
agents have been developed, which are capable of representing the following aspects of an agent-based system:

— The beliefs that agents have — the information they have about their environment, which may be
incomplete or incorrect;

— The goals that agents will try to achieve;

— The actions that agents perform and the effects of these actions;

— The ongoing interaction that agents have — how agents interact with each other and their environment
over time.

BDI agents are systems that are situated in a changing environment, receive continuous perceptual input, and
take actions to affect their environment, all based on their internal mental state. In practical terms, beliefs
represent the information an agent has about the state of its environment. It is updated appropriately after each
action. The desires denote the objectives to be accomplished, including what priorities are associated with the
various objectives. Intentions reflect the actions that must be fulfilled to achieve the goal (the rules to be fired).

Multi-agent conversations are built upon two components:
— Agent communication language;
— Interaction protocol.

There are a number of agent communication languages, such as Knowledge Query and Manipulation Language
(KQML) [Finin, 1997] and Agent Communication Language (ACL), proposed by the Foundation for Intelligent
Physical Agents (FIPA) [FIPA, 2002], and others designed for special purposes and that are like mentioned ones.
These agent communication languages specify a domain specific vocabulary (ontology) and the individual
messages that can be exchanged between agents.
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Interacting agents should comply with an interaction protocol in order to engage permissible sequences of
message exchange. When agent sends a message it can expect a response to be among a set of messages
indicated by the accepted protocol. The interaction protocol can be assigned by the designer of the multi-agent
system otherwise an agent needs to indicate the protocol that it wants to follow before it starts to interact with
other members of the system.

Agent interaction protocols

Interaction protocols [FIPA, 2002] specify the sequences in which messages should be arranged in agent
interactions. Protocol constrains number of sequences of allowed messages for each agent at any stage during a
communicative interaction, i.e. it describes some standard pattern messages exchanged between agents need to
follow. By the very nature of protocols as public conventions, it is desirable to use a formal language to represent
them. When agents are involved in interactions where no concurrency is allowed, most conversation protocols
are traditionally specified as deterministic finite automata (DFA) [Pitt, 1999] of which there are numerous
examples in the literature. DFA consists of a set of states, an input alphabet and a transition function, which maps
every pair of states and input to the next state. In the context of interaction protocols, the transitions specify the
communicative actions to be used by the various agents involved in a conversation. A protocol based on such a
DFA representation determines a class of well-formed conversations. Conversations that are defined in this way
have a fixed structure that can be laid down using some kind of graphical representation. However, they are not
enough expressive to model complex interactions, especially those with some degree of concurrency.

Protocols can be represented as well in a variety of other ways. The simplest is a message flow diagram, as used
by FIPA [FIPA, 2002]. More complex protocols will be better represented using a UML sequence (Unified
Modeling Language) [Booch, 1999] and AUML (Agent UML) [Bauer, 2001; Odell, 2001; Winikoff, 2005],
interaction diagram, state chart [Harel, 1998] and Colored Petri Net (CPN) [Bai, 2004; Jensen, 1992].

UML is one of the currently most popular graphical design languages that are de facto standard for the
description of software systems. AUML extends UML sequence diagrams to support the specification of
interactions between agents. The advantage of AUML is its visual representation as well as state chart [Harel,
1998], but unfortunately, AUML suffers from two issues. Firstly, the notation itself is not formally and precisely
defined; and secondly, tool support for AUML is largely non-existent [Cost, 1999]. AUML diagrams only offer a
semi-formal specification of interactions. This weakness may generate several problems. Indeed, the lack of
formal semantics in AUML, such as in UML, can lead to several incoherences in the description of a MAS’s
behavior. It is difficult, especially in the case of complex MAS, to detect this kind of defects [Poutakidis, 2002].

A CPN model of a system describes the states, which the system may be in, and the transitions between these
states. CPNs provide an appropriate mathematical formalism for the description, construction and analysis of
distributed and concurrent systems. CPNs can express a great range of interactions in graphical representations
and well-defined semantics, and allow formal analysis and transformations [Bai, 2004; Murata, 1989]. By using
CPNs, an agent interaction protocol can be modeled as a net of components, which carry the protocol structure.
Using CPNs to model agent interaction protocol, the states of an agent interaction are represented by CPN
places. Each place has an associated type determining the kind of data that the place may contain. Data
exchanges between agents are represented by tokens, and the colors of tokens indicate the data value of the
tokens. The interaction policies of a protocol are carried by CPN transitions and their associated arcs. A transition
is enabled if all of its input places have tokens, and the colors of these tokens can satisfy constraints that are
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specified on the arcs. A transition can be fired, which means the actions of this transition can occur, when this
transition is enabled. When a transition occurs, it consumes all the input tokens as computing parameters,
conducts conversation policy and adds new tokens into all of its output places. After a transition occurs, the state
(marking) of a protocol has been changed and a protocol will be in terminal state when there is no enabled or
fired transition.

There are a number of works using Petri Nets or CPNs to model agent interaction protocols [Cost, 1999;
Poutakidis, 2002] there have been also some works on the investigation of flexibility, robustness and extensibility
of protocols [Hutchison, 2002]. Today, only Petri Net models are considered to be one of the best ways to model
agent interaction protocols. However the notion of an agent executing an action with Petri Net is not explicit in the
notation [Paurobally, 2002]. A different PN can be assigned to each agent role, raising questions about how the
entire protocol is inferred and the reach ability and consistency of shared places. If a single Petri net is partitioned
for each role, this leads to a complex diagram where a partition is required for each agent identified. Furthermore,
alternative actions and states either agree or reject but not both, cannot be expressed in standard Petri nets.

It is necessary for any protocol itself to be correct and verifiable. If it is not correct then the agents that follow it
may perform contradictory and unexpected actions leading to possible breakdown of the interaction. The central
problem of the verification of interactions that take place in open (not being cooperative) systems is the problem
of conformance inspection between behavior of agents and interaction protocol. That is the protocol must be
understandable by all agents of the system and they must behave according to this protocol. Thus a language
used to represent MAS protocol must be clear enough to allow means for protocol verification. We consider that a
language for developing protocols is needed which can ideally meet the following requirements:

1. Provide a graphical representation for ready perception of structure by MAS designer;
2. Have an unambiguous formal specification with clear semantics for verification;

3. Be close to an executable language for implementation purposes;

4. For relative tractability, maintain a propositional form for a formal language;

5. Provide a well-defined program logic for ensuring complete protocols and validating the properties of a
protocol;

6. Exhibit enough expressiveness for agent interactions and nested interactions.

Keeping in mind complex systems characterized by complex interaction, asynchronism and concurrency we
propose to use for the purposes of their description a special language PRALU [Zakrevskij, 1996;
Zakrevskij, 1999; Zakrevskij, 2001] satisfying all mentioned requirements. It has its background in the Petri net
theory (expanded nets of free choice — EFC-nets investigated by Hack [Hack, 1972]) but possesses special
means for keeping track of the current states of the conversation, receiving messages and initiating responses.
The language combines properties of “cause-effect” models with Petri nets. It is intended for a wide application in
engineering practice and is well suited for representation of the interactions involved in concurrent system;
synchronization among them and then it is simple enough for understanding. The language PRALU supports
hierarchical description of the algorithms that is especially important in the case of complex systems. At last
powerful software has been developed that provides correctness verifying, simulation, hardware and software
implementation of PRALU-descriptions [Cheremisinov, 1986; Cheremisinova, 2002]. The review of obtained
results in this field one can find in [Cheremisinova, 2002].
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PRALU language

Any algorithm in PRALU consists of sequences of operations to be executed in some pre-determined order. Two
basic operations are used in PRALU: acting “—A” and waiting “~ p” operations. The first one changes the state of
the object under control, whereas the second one is passive waiting for some event without affecting anything. In
simple case A and p are conjunctive terms, so acting and waiting operations can be interpreted as waiting for
event p = 1 and producing event A = 1. But A can be understood too as a formulae defining operations to be
performed and p as a predicate defining condition to be verified. For example, acting and waiting operations could
be specified by the expressions such as

-(@a>b+c)and > (a:=b+c).
The sequences consisting of action and waiting operations are considered to be linear algorithms. For instance,
the following expression means: wait for p and execute A, execute B, then wait for g and execute C:
-p—>A—>B-gq—C.
In general, a control algorithm can be presented as an unordered set of chains ¢ in the form
b= piLi—v;,
where L; is a linear algorithm, 44 and 1; denote the initial and the terminal chain labels being some subsets of
integers from the set M= {1, 2, ..., m}: 14, vy © M and the expression “— 1/ presents the transition operation: to
the chains with labels from v;.
Chains can be fulfilled both serially and in parallel. The order in which they should be fuffilled is determined by the
variable starting set Ny — M (its initial value No = {1} as a rule): a chain ¢; = 1: — p;L; — v (that was passive) is
activated if 1 < Ny and p; = 1. After executing the operations of the algorithm L;, N; gets a new value N1 = (N; \
) W v. The algorithm can finish when some terminal value of N is reached (one-element as a rule), at which
time all chains became passive. But the algorithms can also be cyclic; they are widely used when describing
production processes.
When the conditions g4 < N; (|¢4 | > 1) and p; = 1 are satisfied for several chains simultaneously these chains will
be fulfilled concurrently. On the contrary chains with the same initial labels are alternative (only one of them can
be fulfilled at a time), they are united in a sentence with the same label as will be shown below.
Thus PRALU allows concurrent and alternative branching, as well as merging concurrent and converging

alternative branches. These possibilities are illustrated with the following examples of simple fragments
[Zakrevskij, 2000]:

Concurrent Merging concurrent Alternative Converging alternative
branching branching branching branching
1:..523 2:..—4 1:-a.—2 2...—4
2. 3.5 - a..—3 3.4
3 ... 45: . 4: ..

There exist in PRALU two syntactic constraints on chains that restrict concurrent and alternative brunching. If
some chains are united in the same sentence (they have the same initial labels) they should have orthogonal
predicates in the waiting operations opening the chains:
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(i#]) & (W p#D) — (pi & p = 0).
The other constraint is similar to the corresponding condition specific for extended nets of free choice (Hack
[Hack, 1972]):
(i#]) & (Wi py# D) = (Wi = ).
PRALU language has some more useful properties that can be useful for description of complex interaction
protocols.

1. PRALU algorithms can be expressed both in graphical and symbolic forms.

2. PRALU language permits hierarchical description of protocols. The two-terminal algorithms (having the
only initial and the only terminal chain labels) may be used as blocks (invoked as complex acting
operations) in hierarchical algorithms.

3. In PRALU there exist some additional interesting operations that can be useful when describing interaction
protocol. Among those are suppression operations that provide response on special events that can take
place outside or within control systems. Suppression operations

‘o fxy) 'Y (where y< M)
interrupt the execution of all concurrently executed algorithm chains (in the case of “—#"), only those
ones mentioned in ¥ (in the case of “—#*%) or are not mentioned in y (in the case of the operation

“—’9). These operations break the normal algorithm flow.

4. In addition to logical variables, arithmetic variables are also used in the PRALU language. In particular,
among arithmetic operations ought to be mentioned the following operations are introduced:

— Timeout operation “— n” — delay for n unit times;
— Counting operations that count event occurrences:
“(x = n)” — assignment of a natural value n to a multi-valued variable x;
“(x +)” and “(x =)” — assignment of unit positive and unit negative increment in value;

“~(x = n)” - awaiting the start of an event: the value of x is equal to n.

Representing Agent Interaction Protocols in PRALU

As an example of an interaction protocol let consider English auction [FIPA, 2002]. The auctioneer seeks to find
the market price of a good by initially proposing a price below that of the supposed market value and then
gradually raising the price. Each time the price is announced, the auctioneer waits to see if any buyers will signal
their willingness to pay the proposed price. As soon as one buyer indicates that it will accept the price, the
auctioneer issues a new call for bids with an incremented price and continues until no buyers are prepared to pay
the proposed price. If the last price that was accepted by a buyer exceeds the auctioneer's (privately known)
reservation price, the good is sold to that buyer for the agreed price. If the last accepted price is less than the
reservation price, the good is not sold.

In the case of the auction there are participants of two types: the Auctioneer and Buyers. So, we have two kinds
of interaction protocols — those of Auctioneer and of Buyers. So, we have two kinds of interaction protocols —
those of Auctioneer and of Buyers. The last participants are peer and should be described with identical
interaction protocols.
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Interaction protocol as a whole can be represented in PRALU as three complex acting operations — blocks that
are exchanging with values of logical variables, only such variables are mentioned in them. Each block has some
sets of inputs and outputs that are enumerated in brackets following the block name (the other variables of a
block are its internal). Initialization of a block algorithm is depicted by the fragment such as “—=*Buyer”. The
operation Buyer exists in as many copies as the number of participants of the auction, the copies differ in their
indexes only.

The modeling of the process of auction begins with the execution of “Main_process” triggering event that initiates
the interaction protocol execution. Here the processes Auctioneer and Buyer,s are executed concurrently. For the
sake of simplicity we limit the number of buyers to two. The process Auctioneer starts with sending the first
message (start_auction) that is waited by others participants to continue communication.

Below PRALU description of the auction interaction protocol is shown. Here we show the only block Buyer,, but
for real application (intending to simulate the process of auction, for example) we should have as many proper
copies as it has been used (in our case - two). Here through “var1” the inversion of the Boolean variable var1 is
denoted.

Main_process ()
1. > 234
2: —*Auctioneer — 5
3: —>*Buyer; — 6
4: —»=Buyer, > 7
56.7: > .
Buyer, (start_auction, price_proposed, end_auction / accept_pricen, not_understand)
1: — start_auction — 2
2: — price_proposed —+*Decide ( / decision_accept, decision_reject) — 3
- end_auction — .
3: — decision_accept — accept_price, — 4
— decision_reject — “accept_price, — 4
- not_understand — 4
4: —timeout — 2
Auctioneer (accept_prices, accept_price,, not_understand / start_auction, price_proposed, end_auction)
1: — start_auction — 2
2. — "accept_prices.”accept_prices.’not_understand —Price_propose (/price_proposed) — 3
3: —not_understand — 2
— accept_ pricer — 4
— accept_ price; — 4
-’not_understand.”accept_ prices.”accept_ price; — end_auction —
*|s_reservation_price_exceeded ( / is_exceeded) — 6
4: —’price_proposed.’winy.'win; — 5

5: —accept_ price;s »win1 — 2
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— accept_ price; »win2 — 2
6: —is_exceeded —good_sold — 7
—’is_exceeded —’good_sold — 7
7.—.

Figure 1 depicts graphical schemes of three mentioned PRALU-blocks: Main_process, Auctioneer and Buyery.

*Auctioneer

End

accept_price,

start_auctio

Buyer, (start_auction, price_proposed, end_auction / accept_price,, not_understand)

accept_price,.
s accept_price,,

not_understand

| price_proposed.
win,.win,

*Is_reservation-
_price_exceeded

good_sold

Auctioneer (accept_prices, accept_price;, not_understand / start_auction, price_proposed, end_auction)

Figure1. English auction interaction protocol in PRALU
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It is assumed that all unformalized operations are referred to as acting operations that set values of logical
variables assigned to them. For example, Buyer's operation “Decide” decides for accepting or rejecting the
announced price. Depending on adopted decision, it outputs true value of logical variable “decision_accept” or of
logical variable “decision_reject”. In a similar, Auctioneers operation “Price_propose” proposes an initial price or
increments the charged price outputting true value of logical variable “price_proposed”; the operation
“Is_reservation_price_exceeded” verifies if the price accepted by a buyer exceeds the auctioneer’s reservation
price outputting true or false value of logical variable “is_exceeded”.

The operation “~ timeout” (where “timeout” is an integer number) means waiting for “timeout” unit times before
doing something followed it. The operation “—.” is interpreted as the transition to an end of the process described

by the block. When the processes of Auctioneer and all of Buyers reach their end in the Main_process the
transition to its finish is executed.

BDI architecture for the language PRALU

In practical programming, an agent is a well-formed entity incorporated in a computer system designed to perform
flexible, independent actions for the purpose of attaining specified goals. Agents differ from ordinary software by
the complexity of the interaction and communication scenarios. Any physical multi-agent system is open, i.e., the
agents function in a varying environment, which affects the agents and varies as a consequence of their
operations. The system must arrive at decisions so as to attain the objectives assigned to it, and for this purpose
it must possess a model of the environment in which its behavior evolves.

Over the last decade, the specification and application of BDI agents (belief, desire, intention) [Burmeister, 1992]
have received a great deal of attention. Within the BDI architecture agents are associated with beliefs (typically
about the environment and other agents), desires or goals to achieve, and intentions or plans to act upon to
achieve its desires. These three components completely set a state of the “mind” of the agent.

In programming terms, beliefs represent knowledge (information) a BDI agent has about the state of the
environment; that is updated after each action. The desires denote the objectives to be accomplished, taking into
account their priorities. Intentions reflect the actions that should be fulfilled to achieve the goal (the rules to be
fired). Interaction protocols reduce search space of possible decisions, owing to limited range of answers to
possible messages for the given situation. Ontology [Gruber, 1993] as a formal specification of terms of a subject
domain and relations between them is almost equivalent to the notion of semantics of programming language.

In our case ontology will define the terms of BDI architecture in terms of the language PRALU. It is possible to
consider, that BDI agent consists of the sets of beliefs B, plans P, situations E, actions A and intentions /. When
the agent notes a change in its environment, it decides, that there an event takes place representing some
situation from E. Registration of the event consists in changing a state of the agents “mind”: a choice of some
belief from B. According to it and the desire (defined by some plan from P) the agent intends to execute some
intention representing some sequence of actions from A to achieve the goal chosen from /. Thus, planned actions
are defined by the chosen plan from P. After they were carried out, the current situation of the environment is
changed.

In traditional parallel programming languages the basic concepts are data and calculation control. Data are
represented by values of variables, and the control is specified by a set of processes which transform local
memory states defining variable values. The concept of the intellectual agent introduces new ideas of data
manipulation in parallel programming. Agent's states are set by more complex information structures of
predicates logic of the first order or modal logic. Calculations as transformations of memory states are controlled
by protocols specifying communications between agents.
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The program of a BDI agent is a set of plans defining actions by means of which the agent should reach a goal of
its functioning. The plan consists of head labels, a body and tail labels. The body of the plan is a sequence of
actions, by means of which the agent should reach a goal of its functioning, and conditions which the agent
should check up. The head and tail labels of the plan symbolize intentions. Critical concept for the behaviour of
the agent is the concept of active intention. The plan will be carried out only when all intentions from its head are
active. After executing the plan all intentions from the head become inactive and intentions from the tail quite the
contrary become active. The current set of active intentions always is not empty, the body of a plan and a set of
tail intentions can be empty. Such a model of BDI agent can be easily described on PRALU: a plan has a direct
analogy with a chain ¢ (in the form g - p;Lj —v, L. “-p A -q —B -r —C..."). The action leading to some
goal can be described by acting operation “— g’ (done g) that may be executed, if some belief has appeared
correct. Check of such condition is described by waiting operation “~ a” (happens a). An agent carries out the
action following waiting operation only after the moment when “belief a” becomes true.

Methodology of programming agents on PRALU

We propose the natural methodology of designing agent program based on splitting the program into two parts:
synchronization and functional blocks (Figure 2). The first block coordinates performance of parallel processes of
the agent program, that is, it controls the agent behavior. The synchronization block should be described on
PRALU language. The functional block operates data and carries out calculations connected with complex
information structures (formulas of predicate or modal logic). This block is realized in programming language.

Such a splitting is carried out at the level of the project statement of MAS. The functional part is presented by
predicates that describe memory states of the agent program (or/and external environment) or prescribe
performance of some actions. In PRALU-description the appropriate logical variable is introduced for each
predicate, setting true value to this variable starts the process of the predicate calculation. At the stage of
verification of logical consistency it is better to interpret predicates as independent logical variables.

For example, the predicate Decide is used in the description of the behavior of agent Buyer. In the
synchronization block in Figure 3 it is represented by the Boolean variable Decide. In the functional block, the
meaning of a predicate is indicated by pseudo-code, which shows the use of the variable Decide and rules for
computing two other Boolean variables, decision_accept and decision_reject.

Program of an Agent

Synchronization Block Interface Block
Control part Functional part

coordinates performance of operates data,

parallel processes of carries out calculations

the agent program with information structures

behaviour is described on l
PRALU language programming language

Figure 2. Splitting an agent program
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/ Synchronization block — \\PRALU-description
/ N
[
4
Get to know if a price is announced. If Decide = 1 compare the announced price
If the operation is successful set with maximal agents price and set values of
price_proposed = 1; decision_accept;
otherwice — price proposed = 0. decision_reject.
Predicate of verifying Predicate of setting
Functional block — predicates description

Figure 3. The program of the agent Buyer in English auction

Such an approach allows separating development of the synchronization part of the PRALU-description from the
functional one. When designing MAS, the implementation of the functional part can be delayed concentrating
designer’s attention on working out the synchronization block implementing interaction protocol. This may
significantly simplify the process of verifying the logical consistency of the behaviors of agents.

Program implementation of PRALU-descriptions

Programming in PRALU, the designer of the agent specifies sets of its belief, plans and intentions. The process of
designing an agent program consists of the following stages.

1. Splitting at functional level the specification of MAS to be designed into synchronization and functional
parts.

2. Development and analysis of PRALU-description of the synchronization part of MAS, being based on
informal specification of its interaction protocol.

3. Verification of logic consistency of the MAS behavior by checking correctness and simulation of PRALU-
description. Elimination of mistakes found out.

4. Program implementation of the functional part of MAS.

5. Development of computer program implementing behavior of MAS: translating PRALU - description of
MAS on programming language and binding it with the programs of the functional part.

6. Testing of the generated programs.
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The use of the PRALU language as a tool for representing the specifications of agents as well as the executability
of these specifications makes the process of designing a multiagent system a structured process. All formal tasks
may be implemented in the language and software tools for the implementation of these tasks are available.
Moreover, there is the powerful theory supported with software tools for verification, simulation, hardware and
software implementation of the descriptions of algorithm entity incorporated in a computer system in the PRALU
language [Cheremisinov, 1986; Cheremisinova, 2002; Zakrevskij, 1999].

In the process of program implementation of PRALU-description it is translated on the intermediate language
applied in the simulation program [Cheremisinov, 1986] too. The program that is generated by the PRALU
compiler consists of two interacting blocks — 1) calculation of responses, and 2) control of sensors and servo
mechanisms of the system. The control structure of the response computation program consist in an infinite cycle
involving input of signals from the agent’s sensors that constitute its beliefs into the internal memory, computation
of the agent’s responses from the values of these signals, and output of signals to the agent's servo mechanisms.
All communication related to control and to data between the response computation block, sensor control block,
and the servo mechanisms are input into the representation of the PRALU description implemented in the
intermediate language.

To implement a parallel algorithm on the only processor [Cheremisinov, 1986], it is necessary to order the
operations of the intermediate language by means of the PRALU intermediate language planner, which has its
own properties and methods. The properties of the planner consist in the presence of two queues, a queue of
waiting and a queue of ready branches. The methods of a program planner consist in triggering, halting, and
pausing subprocesses. In the planner’s initial state the queue of ready branches contains the first operation of the
algorithm while the queue of waiting branches is empty. The program automatically orders the sequence of
execution of operations that are in the process of being executed and there is no need for preliminary planning.

In each cycle the planner extracts the next branch from the queue of ready branches, executes a corresponding
chain of algorithm in PRALU, and places all the branches that must be executed following the given branch into
the waiting queue. If the planner discovers that the queue of ready branches is empty, (1) it transfers the contents
of the queue of waiting branches to the queue of ready branches, rendering the queue of waiting branches empty;
and (2) executes information exchange with the environment. Such a sequence of execution of chains of an
algorithm in PRALU guarantees that operations of the initial algorithm that may be executed in parallel are all of
the same length. Thus, the program implementation of PRALU possesses the semantics of measurable time that
satisfy a rendezvous condition [Cheremisinov, 2008].

In the two-block model of the program, the predicates of the functional part are considered as a “supplementary
tool” of sensors and servo mechanisms of the agent that generates logical signals or is triggered by a signal. If
the results of the execution of computational operations must be taken into account in the control process, the
supplementary tool will generate logical signals expressly for this goal. In the program that controls the sensors
and servo mechanisms, this supplementary tool is described in the form of expressions in the ordinary
programming language by the designer of the agent’s program.

This strategy of programming of agents is especially simple where the Forth programming language is used as a
platform [Moore, 1974]. In this case it is only necessary to define a single word of Forth for each operator of an
intermediate language.

The principle of implementation of the Forth language, i.e., threaded code, may be used for programming of
agents in a C (or C++) language platform. The threaded code, a strategy used in the Forth language, consists in
representation of a program in which nearly all elements are denoted by procedure calls (some procedures
presuppose that data are located behind them in the threaded code). A stack is used to implement procedure
calls; to distinguish it from a data stack, such a stack is referred to as a return stack and is used for storage of
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procedure data. Queues of ready and waiting branches of the intermediate language are implemented by means
of return and data stacks, respectively.

The transformation of a representation of an algorithm in PRALU into a C program is executed by a single-pass
text translator that converts the operators of the intermediate language into procedure calls in C language syntax.
The efficiency of a program constructed in this way may be estimated using as an example the implementation of
one of the most difficult operations of the intermediate language, the pause operation. The job executed by this
operation consists in storage of the address of the next procedure call in the data stack and a transfer to
execution of a procedure the address of which is extracted from the return stack. The C compiler constructs a
fragment of code consisting of only two machine instructions for execution of these operations.

When programming agents on the base of a C language platform, procedures defined by predicates should be
written in C using the descriptions like in Figure 3 as a model.

Most of the well-known systems of logical programming of agents use a computation model from the Prolog
language [Endriss, 2004]. Prolog is based on first-order predicate logic and the objects which the program
manipulates are symbols without any meaningful interpretation. Execution of a Prolog program involves a process
called unification and consists in scanning a database of facts and selecting values that satisfy some query.
Unification is based on syntactic identity. In order to find a set of solutions, Prolog traverses a search tree, tests a
set of variants, most of which do not occur in a solution, and, if unsuccessful, returns to a previous state and tests
a different branch. For complex problems this search process requires great expenditure of memory and time,
which is one reason for the computational inefficiency of Prolog.

In comparing the proposed PRALU-based logical programming system with other systems, for example, Prolog-
based systems [Endriss, 2004], the improved computational efficiency of PRALU-based systems is apparent; in
fact, the computational efficiency of PRALU-based systems is comparable with that of C language programs.

Software tools for automatic development, debugging, hardware and software implementation have been
developed for the PRALU language [Cheremisinov, 1986; Cheremisinov1, 1986; Cheremisinova, 2002]. In
particular, a modeling program may be used to display the behavior of new protocols written in PRALU. Display of
behavior consists in exhibiting the control states and states of the variables of an algorithm in PRALU. The control
states are exhibited by distinguishing operations in the text of the algorithm that are being executed at a given
time (display of activity points), as it is done in most debuggers.

Conclusion

This paper has addressed the need for formalized and more expressive logical and graphical methodologies for
specifying (and then validating) interaction protocols in multi-agent systems. Towards this, it was proposed to use
the formal language PRALU intended for the representation of complex interactions involved in concurrent
system, being in need of synchronization among these interactions. It was demonstrated as well how PRALU
algorithms could be used for the specification of multi-agent interaction protocols by the example of English
auction. In favor of using the language PRALU is the existence of a great deal of methods and software
developed for simulation of PRALU algorithms as well as for their hardware and software implementation.

The methodology is suggested that ensures structuring the process of MAS designing on the base of PRALU
language by means of separating calculation part of MAS specification from its control part. That allows the
designer to concentrate on more complex stage of MAS designing — its interaction protocol. It is shown that
language PRALU is very suitable for specifying interaction protocols of MAS and for implementation of suggested
methodology. The obtained results are directed towards the usage when designing parallel/distributed technical
systems too.
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A LANGUAGE USING QUANTIFIERS FOR DESCRIPTION OF ASSERTIONS ABOUT
SOME NUMBER TOTAL PASCAL FUNCTIONS

Nikolay Kosovskii

Abstract: Mathematical models of N-finite (N > 2) (especially for N= 216 typical for IBM-compatible personal
computers) real, integer or Boolean valued computations are proposed in the frameworks of a finite-discrete
mathematics. Such a mathematical model more precisely characterizes the contemporary practice of the
computer use. Notions of an N-finte RAM (Random Access Machine), an N-finite RASP (Random Access
Machine with Stored Program) and an N-finite Pascal program using integer operations modulo N with the
reminders from the segment [-/N/2_| [N/2./- 1 + (N mod 2)] are introduced. A formal N-finite quantifier logic
language of modulo N arithmetic operations is defined. It allows formulating mathematical properties of such a
non-recursive total Pascal function or predicate. It is proved that the problem of a formula identical truth in such a
language containing arithmetic operations modulo N is a P-SPACE-complete one. So, the proof of a correctness
of a non-recursive total Pascal program may be simplified with the use of the proposed language.

Keywords: P-SPACE-completeness, RAM, RASP, Pascal, correctness of a Pascal program.

ACM Classification Keywords: F.2.m Analysis of Algorithms and Problem Complexity Miscellaneous.

Introduction

Every computer program is a mathematically precise one. But some assertions about a program run result may
be rather ambiguous. A language for the mathematically precise notation of properties, conditions and assertions
about some Pascal programs is proposed below.

A Pascal function is a total one if it halts and has a value for any input data. For example, a Pascal function is a
total one if the following conditions are fulfilled:

— Every division of two numbers is a total one (i.e. before performing the division there is an auxiliary
checking whether the divisor differs from zero and if the divisor is zero then the program gives some
value for the result);

— The operator goto backward is forbidden;
— The loop header begins only with for;

— Every non-empty set of Pascal functions (even a set of one function) must not be mutually recursive
one;
— Input statements and files are not used.

Let's consider a Pascal function as a total one. Even with such a restriction the first order logic language
signature is not sufficient for formal description of properties of an array with integer indexes.

Let a Pascal program uses variables only of the types real, integer, Boolean and arrays of these types. The set of
all numbers of these types usually contains only a finite amount of distinct numbers. For example, a maximal
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amount of distinct numbers of the types real and integer for a personal computer is 276 or 232 or sometimes 264,
This illustrates that the use of the set of all integers as a possible set of input data is evidently excessive.
Besides, it allows (as it is shown below) essentially to simplify the checking of identical truth for assertions about
a Pascal program formulated by means of the proposed extension of the first order logic language.

Besides, a practical number computation mostly uses not integers with unbounded length of their notations but
only integers from [-275, 275 — 1] (the computer type integer) or integers from [-237, 23 — 1] (the computer type
long integer). And all IBM-compatible computer computations are fulfilled modulo 276 or 252 respectively. That is
why traditional mathematical models of computation are not useful for detailed mathematical simulation of a
practical personal computer number program.

To formulate mathematical properties of a program it is convenient to use the formal arithmetic language with
additional total functions and total predicates of some finite signature. It is possible because every function and
every predicate is a total one. At the same time the totality of a Pascal function is an important aspect of friendly
software.

That is why the condition of a program totality is natural for the contemporary programmers. In particular,
assertions about the total correctness of a program based on the Hoare triads [5, 7] for a Pascal total program
may be formulated in such a language.

Below a notion of N-finite data of the types real and integer as well as a notion of the first order N-finite index
formula are introduced to prove a P-SPACE-completeness of the problem of an N-finite index first order formula
identical truth. This is impossible if an algorithm (a program) is used to process data with arbitrarily large integers,
in particular, because of the use in the formulas quantifiers upon the set of all integers.

Hence, the proposed below mathematical models of computation and formal language for a condition or an
assertion setting about the result of such a computation is more adequate to the contemporary practical
computation by a program (for example, by a Pascal program) than the use of arbitrarily large numbers as input
data.

Initial definitions

A number of the type integer from the segment [~ LN/2.J, LN/2J - 1 + (N mod 2)] is called here an N-integer. Here
L N/2.| denotes the maximal integer not greater than N/2 and (N mod 2) denotes the remainder of N divided by 2.

A floating-point representation of a number of the type real with the notation length not greater then [ log,N] bits is
called here an N-real one. The amount of such N-real numbers is not greater than N.

Pascal functions and Pascal predicates dealing only with numbers and variables of the types N-real and N-integer
are called here N-finite ones.

In such a case the use of a traditional for the Pascal language [3] notation for the call of a Pascal function or a
Pascal predicate inside an expression (below the term "N-finite index term in a finite signature” is used) does not
require a more detailed definition than that of a Pascal expression computation. In particular, if an expression
contains an N-real number then the value of this expression has the type N-real.

The notions of RAM (Random Access Machine) and RASP (Random Access Machine with Stored Program) are
defined in [1] as models for a non-negative integer valued computation using the only one (actually dynamical)
linear array for integers with unbounded notation lengths.
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Let's define the notions of an N-finite RAM and an N-finite RASP using arithmetic operations modulo N with the
reminders from the segment [~ LN/2J, LN/2J = 1 + (N mod 2)).

It is suggested to use the only one array of integers from this segment with arbitrary number of dimensions (one-
dimensional, two-dimensional, ...) inside a program.

The number of elements in every dimension does not exceed N. The input data for an N-finite RAM and an N-
finite RASP are situated in the several first dimensions but the N-finite RASP program (with the counter of
commands) is situated in the last dimensions. Besides, the counter of commands is situated in the very last
dimensions. The bound of an additional dimension uses the only one constant (for example, 1). This additional
dimension may be used for the indication of the end of the input data (and the beginning of an N-finite RASP
program as well as the beginning of the command counters).

So, the array for every N-finite RAM or N-finite RASP program contains the only finite number of elements. More
exactly, this number must be bounded by N, N2, ..., because of potentially increasing number of array dimensions
both for N-finite RAM and N-finite RASP programs. The last models are the base for interpretation of an arbitrary
N-finite Pascal function.

The notion of a formula of the first order many sorted logic language is not sufficient if we use a traditional
notation for an array element in a Pascal language expression. That is why the notion of such a logic formula with
the calls of N-finite number Pascal total functions and N-finite number Pascal total predicates of a finite signature
is extended up to the notion of an N-finite index formula of a finite signature.

First of all, the notion of an N-finite index term of a finite signature is introduced. Its definition may be received
from the definition of the term of a finite signature (see, for example, [6, 7]) by means of replacing the word "term"
by the words "N-finite index term of a finite signature” and adding to the definition the following construction: a
word of the form “array variable followed by an included into the square brackets sequence of N-finite index terms
of a finite signature” is an N-finite index term of a finite signature. Every N-finite index term of this sequence must
have the same enumerated type as it was defined in the description of the used array. Only N-finite Pascal total
functions and arithmetic total operations with N-reals and N-integers as well as logical constants and operations
are used in the new definition. As it is usual for the Pascal language an infix notation form for functions (for
example +, *) and predicates (for example =, >= ) may be used.

A constant N-finite index term of a finite signature is an N-finite index term of a finite signature which does not
contain occurrences of variables.

The definition of the notion of an N-finite index atomic formula of a finite signature may be received from the
definition of the notion of a many sorted (many typed) atomic formula of a finite signature by means of replacing
the word "term of a finite signature" by the words "N-finite index term of a finite signature”. Only N-finite Pascal
total functions and N-finite Pascal total predicates of the signature, N-reals and N-integers are used in the new
definition.

The definition of the notion of an N-finite index first order formula of a finite signature may be received from
the definition of the notion of a many sorted (many typed) first order formula of a finite signature by means of
replacing the word "formula" by the words "N-finite index formula" and the addition to the definition the possibility
of the using quantifiers upon array elements.

As it is usual for the Pascal language it is allowed to insert additional pairs of brackets into N-finite index term and
into N-finite index formula in a finite signature.
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It is allowed type coercion: Boolean into N-integer (true into 0 and false into —1) and N-integer into N-real.

Essentially, the notion of an objective variable used in the first order logic is extended up to an array element with
constant indexes. The last ones may be situated immediately after a quantifier, have free or bound occurrences in
an N-finite index first order formula of a finite signature. That is why it is needed to complete in a natural way the
definition of a quantifier scope as such a minimal upon the length N-finite index sub-formula of a finite signature
which begins with this occurrence of a quantifier.

An occurrence of an array element t with constant indexes is a bounded occurrence if it is in a scope of a
quantifier immediately after which a name of array or sub-array (with indicating constant bounds of elements in
every dimension) containing the element t is situated. An occurrence of an array element which is not a bounded
one is called a free one.

Let's an N-finite Pascal total function or an N-finite Pascal total predicate uses only such types as integer or real
or Boolean and arrays of these types.

The notion of identically true N-finite index formula of a finite signature (which consists of N-finite Pascal
total functions and N-finite Pascal total predicates of N-real or N-integer or Boolean types) may be defined as
usually.

Correctness of an N-finite Pascal total function

Correctness of an N-finite Pascal total function body may be described by Hoare triads in the form {A}S{B}, where
A and B are conditions, and S is a Pascal statement sequence [5, 7]. It may be written in the form A = [BJ*s1).
Here the notation [BJ*sx is used for the result of substitution into B the index terms from the list $1(x) instead of
the correspondent variables from the list x. Both lists must have the same number of members. A name of a
global variable of a statement sequence S is regarded as a name of an N-finite Pascal total function computing its
value as a result of this N-finite Pascal total function (with the body S) run with the input data x. If an array is used
as a result of a function then the name of this function coincides with the name of the array.

If all these N-finite Pascal total functions are included into the signature of the N-finite index first order logic then
an assertion about full correctness of an N-finite Pascal statement sequence S may be formalized with the use of
such an N-finite index first order logic language.

This section illustrates a new possibility of the introduced N-finite index first order logic of a finite signature using
N-finite Pascal total functions and total N-finite Pascal predicates.

Main results

The first theorem is a practically useful generalization of an application variant of the theorem from [8]. Definitions
of the QBF problem and P-SPACE-completeness are in [1, 2, 4]. The second theorem may be regarded as a
generalization of the first one.

Theorem 1. For every integer N (N > 2) and for every finite signature of N-finite RAM or N-finite RASP total
functions and total predicates containing {+, *, <} with constants from the set of all N-integers the problem of
identical truth of an N-finite index first order formula (using arrays with the number of dimensions bounded by N)
of such a signature is a P-SPACE-complete problem.
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Proof. An identical truth of a quantifier Boolean formula (QBF) which has a prenex normal form may be simulated
by an N-finite RAM total program and sequentially by an N-finite RASP total program (with N > 2).

Let the logical value true corresponds to the number 0 and the value false corresponds to the number -1. In such
a case logical connectives may be changed by a sequence of RAM commands:

—X corresponds to -x-1,
XVy corresponds to =Xy,
x&y corresponds to (=x=1)"(=y=1)-1=(x+1)*(y+1) - 1.

Quantifiers may be changed by loops based on goto statements. The length of the received N-finite RAM
program increases relatively the initial one not more than in a polynomial under the initial QBF length times.

Hence, the formulated in the theorem problem is a P-SPACE-hard one as the QBF problem is a P-SPACE-
complete one [1, 2, 4].

The formulated in the theorem problem belongs to the class P-SPACE because all N-finite RAM or N-finite RASP
total program commands belong to FP. Besides, during such a program run the memory may be bounded by a
polynomial under the input data length because the looping does not need the use of an additional array element.

Theorem 2. For every integer N (N > 2) and for every finite signature of N-finite non-recursive Pascal total
functions and N-finite non-recursive Pascal total predicates containing {+, * <} with constants from the set of all
N-reals and all N-integers the identically true problem of an N-finite index first order formula (using arrays with the
number of dimensions bounded by N) of such a signature is a P-SPACE-complete problem.

Proof. The number of non-recursive N-finite Pascal total functions and non-recursive N-finite Pascal total
predicates are finite ones. Every N-finite Pascal total function and every N-finite Pascal total predicate belongs to
FP because it has a finite domain and its values may be computed as a preliminary data base.

An N-finite Pascal total function is a generalization of an N-finite RAM total program. That's why the formulated in
the theorem problem is a P-SPACE-hard one. This problem belongs to the class P-SPACE because an N-finite
Pascal total program may be interpreted by an N-finite RAM program. Of course, the description of such a
translator is very large and includes the full description of the Pascal language as a part.

Note. The predicate "<" allows easily to define the relation "=". But the author does not know a short definition of
the predicate "<" in the terms of "=". That is why the relation "<" is used in the conditions of the above theorems.

The set of all N-finite index first order formulas of the signature from the theorem 2 may be named an N-finite
arithmetic of such a signature.

Conclusion

Models of a mathematical notion of a program processing only finite short data types are introduced for adequate
description of a computer program. These models process only data of the computer types real, integer and
Boolean with the bounded notation length.

Mathematical notions of an N-finite RAM program and an N-finite RASP program are introduced as generalization

of a RAM program and a RASP program for computation of functions and predicates of a finite arithmetic
signature. The notion of an N-finite Pascal program is introduced as an extension of an N-finite RAM program up.
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An extension of a first order predicate formula is done on the base of N-finite data. Such an extension allows
describing mathematical properties of total Pascal function or predicate. P-SPACE-completeness of the truth
checking for these formulas with non-recursive functions and predicates is proved.

The introduced formulas are useful for formulation of a program correctness condition by means of Hoare triades.
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WORLDDYN AS THE TOOL FOR STUDY OF WORLD DYNAMICS WITH
FORRESTER’S MODEL: THEORY, ALGORITHMS, EXPERIMENTS

Olga Proncheva

Abstract: Forrester’s model (FM) is a system of nonlineal differential equations constructed at far 70-s. Since
that time FM remains a classical example of applications of system dynamics principles. This paper shortly
describes the theory, algorithms and program WorldDyn for end-users being interested to meet themselves with
FM. Moreover the program allows to model undefiniteness presented in the form of additive or multiplicative
noise. By the moment there is no any free-share software having these possibilities.

Keywords: Forrester model, numerical analysis, noise-immunity, applied software.

1. Classic Forrester’'s model

1.1. Principles of system dynamics

System dynamics is based on two main principles. First of all, equations of the same type are written for all
variables:
y _ + _ - 1
aa Y Y- Y
Here y+ is the positive rate of variable change (it includes all factors calling the rise of the variable y), y- is the
negative rate of variable change (it includes all factors calling decrease of the variable y).

Thereafter it is supposed that all rates (the positive and negative ones) could be presented in the form of function
compositions, which depend on one factor (combination of main variables):

yi = g1, Y2 s ¥n) = f(FL, Fay o, F) = f1(F) f2(F2) ... fie (Fy). (2)
1.2. Forrester’s model

Roman Club is nongovernmental organization, which joins political und scientific personalities and is working on
modeling of World Crisis. At far 1970 the elite Roman club asked prof. J. Forrester from MIT to develop a model
of world dynamics. Speaking world dynamics we mean the dynamic interactivity of the main macroeconomics
variables. The first version of the model named “World-1" was presented in 4 weeks and next year the corrected
version “World-2" [2] was accepted as the classical J. Forrester model. In spite of its long history the J. Forrester
model retains its actuality being the basis for modern models, so we can say, that this model is actual even today,
in spite of elderly age. Such models, based on J. Forrester’s model, can predict crisis and sometimes avoid it. So,
such models are very important.

As far classical model, J. Forrester in his work [2] saw five main problems, because of which the World Crisis can
appear. It is overpopulation of our planet, lack of basis resources, the critical level of pollution, food shortages and
industrialization and the related industrial growth. He tied a single variable with each of these issues. So, we have
a five-level system, on which is built the structure of the system:

e Population (P);
e Pollution (2);
o Natural resources (R);
o Fixed capital (K);
e (Capital investment in agriculture fraction (X).
For system level J. Forrester brought the following differential equation:
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apP
—— = P(cgB¢BpBrB; — cpDcDpDpDy)

dt
dK K (4)
E = CKPKC - ﬁ
dX  XpXo—X ()
Ty
dz A (6)
— = PZx - T
dR (7)
— = —PR
dt ¢
Here he used tabulated functions (with linear interpolation)

(B¢, Bp, Bp, Bz, D¢, Dp, D, Dz, K¢, Xp, X, Zg, Rc) and constants:
c5=0,04 (normal fertility rate), c5=0,028 (normal death rate), c,=0,05 (normal rate of capital), Tx=40 (time of
depreciation main funds), Ty=15 (time of depreciation agricultural funds), £,=1970 (initial year), Py=3,6-10°
(population in initial year), X=0,3 (capital investment ratio in agriculture in initial year), Z,=3,6-10° (pollution in
initial year).
Initial data are:
to = 1900, P, = 1,65-10°% K, = 0,4 - 10°, X, = 0,2, Z, = 0,2 - 10°, R, = 900 - 10°.

Standard pollution Z, is numerically equal to the population, and R, was taken on the assumption that resource

at a constant rate of consumption (equal to the rate of consumption in 1970) should be sufficient for 250 years.
In addition Forrester imputed such variables, as consumption (F) and material level of living (C):

F = FyxFpF, (8)
o 1-X )
C—Kpl_XOER

Here Fx, Fp, Fz, Ky, ER are tabulated functions.
1.3. Experiment 1: instability
If we try to solve equations (3)-(7), we will get following results. The behavior of the model parameters is shown in
Figure1:

One can see (Figure 1), that after a period of growth, the population P begins to decline since 2020. Non-
renewable natural resources in 2100 are less than Y3 of the original stock. Pollution reaches its maximum in
2050, about 6 (more precisely, 5.8) times exceeding the standard level, then drops due to the general decline of
industry and population decline. Material standard of living reaches its maximum about 2000, and then
decreases.

The reason of it is resource depletion. Reducing the supply of resources R causes lower material standard of
living C. This causes increase mortality and reduce investment. And, finally, we have a sharp population decline
and fall of industrial production (of funds). J. Forrester tried to change the original settings in order to avoid the
crisis, but every time the crisis arose.

1.4. Experiment 2: Global equilibrium

So Forrester suggested changing some constants in the model that means political reforms in 1970 (the year,
when he built his model). More specially, he offered [2]:

1. To decrease natural resources usage rate in 4 times (as compared with 1970 year);

2. To decrease pollution generation in 2 times;

3. To decrease capital investment on 40%;

4. To decrease birth rate on 30%.
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In the Figure 2 we can see the behavior of main variables under these assumptions:

In this case we come to so-called “global equilibrium”. Behavior of model is improved, but we don't solve the
problem. Nevertheless we can adapt to situation.

In this paper we will discuss “stable” model.
1.5. Forrester’s followers
Forrester's model was developed more than 40 years ago, so many researches worked with this model.

D. Meadows [5] developed World-3. He suggested including more than one variable in each “problem” sector. But
unfortunately he had too little data for his model, so he tried to retrieve data according to Forrester's model.

In USSR and Russia there were Forrester’s followers too. Matrosov [4] suggested including new factors, such as
biomass of the Earths, scientific-and-technological advance, political tension. He proved, that there are stationary
solutions and they are stable. Egorov [1] influenced on material standard of living, pollution ratio, food coefficient.
And he supposed that there is technology of utilization and recovery resources, artificial cleaning pollution and
investment in agriculture can be changed. S. Makhov [3] removed from the model such variables, as pollution and
capital investment in agriculture fraction, but includes energy resources and education level.

By the moment there is no an accessible end-user program based on this model and our goal was the
development of such a program with a comfortable graphical interface. And no one has investigated an influence
of white noise on the model. We will try to do this analysis.

Dynamics of part of the fund in agriculture, consumption and material level of living x 109 Dynamics of population and capital
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Figure 1. Behavior of main variables in Forrester's model
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x 10° Population dynamics x 10° Main funds dynamics
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Figure 2. Behavior of main variables under assumptions 1-4. Dotted line: results of modeling under assumptions,
firm line: initial behavior

2. Forrester’s model with noise

2.1. What means noise?

In this research we affect original Forrester's model with additive and multiplicative noise. Under additive noise
we understand external influences on the system (outside the scope of this level of consideration) that cannot be
controlled. Under additive noise we understand disturbance within the system. We expect that influence of
multiplicative noise will be less than influence of additive noise.

2.1. Modeling with additive noise

We appended white additive noise in 1970, in other worlds, on forecast. In this case the model before 1970 is
setted by equations (3-7).

After 1970 the model is:

dP (10)
E = P(CBBCBPBFBZ - CDDCDPDFDZ) + 19
dK K (1)
E = CKPKC - ﬁ +6
dX XpXp—X
X _2rfe =2 (12)
dt Ty
dz Z (13)
a = PZK — T_Z +0o
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dR (14)
E = —PRC +7

where 8, 6, |, g, T — stationary white noise.

When we find out the most powerful and the most sensitive variable, we append white noise only in one equation.
The noise was constructed as follows.

Signal strength was taken during the teaching phase, that is, for each variable was considered integral in the

form:
1970

2z f2(t)dt

71 1900
Next, white noise was generated; in each time this value was multiplied by the noise signal power for each of the
variables.
After that the system was solved 100 times, we got 100 "noise" functions. For each time point we calculated the
arithmetic mean, the resulting function is the mathematical expectation of the process.

As a measure of stability, we used the relative standard deviation:

ot = s Z . f(f-"(t)—fvme“”(t))z* _ (15
: 131 t—1970fi(t) = t t 100

where
f;(t) - noiseless value of the i-th variable (i = (1,5) - the number of variable in succession);
fik(t) - value at time t of i-th variable in the k-th realization;
€3 (t) — the mathematical expectation of k-th variable as defined above.

First of all we studied noise influence on the system, when noise affects all variables. We considered the case
with 20% noise level. This level is close to the critical value, when some solutions become diverge. Figure 3
presents the results of modeling for all macroeconomics variables. There are 3 lines on the figure: thin
uninterrupted line is the initial function, thick line is the forecast, and thin dotted line is the worst function.

One can see that the forecast is very close to the initial line, which reflects unnoised function. It means that our
model is stable to the 20% noise. In this case all functions converge and the relative root-mean-square deviation
for every variable is equal:

3,52% for population;
4,26% for main funds;
4,38% for agriculture;
6,00% for pollution;

e 6,45% for resources.

Generally speaking, the Forrester model is very stability to the noise, which acts on the forecast period. Even
when the noise level reaches 50% we have 69% convergent functions [6]. This result also can be considered as
the very good one.

We also have done some experiments, when noise affects only one of variables. This way we wanted to find out
the most sensitive and the most influential variable. When we talk about the most sensitive variable, we mean
variable, which reacts most strongly to a noisy of the other variables. When we talk about the most influential
variable, we mean variable, noisy of which influence the most other variables. We found out, that the most
sensitive variable is pollution and the most influential variable is resources. Figure 4 illustrates the population
dynamics given the influence of different variables.
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In the case, when noise affects only resources, the relative root-mean-square deviation for every variable is
equal:

o 0,47% for population;

e 0,78% for main funds;

o 0,41% for agriculture;

o 1,95% for pollution;

e 0,71% for resources;
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Figure 3. Results of modeling (a) population dynamics; (b) main funds dynamics; (c) dynamics of capital
investment in agriculture fraction (d) pollution dynamics; (e) resources dynamics.
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Figure 4. Results of modeling pollution dynamics (a) noise affects only population; (b) noise affects only main
funds; (c) noise affects only pollution; (d) noise affects only resources

2.3. Modeling with multiplicative noise

We appended white multiplicative noise in 1970, in other worlds, on forecast. In this case the model before 1970
is setted by equations (3-7), after 1970 the model is:

dP (16)
E = P(CBBCBPBFBZ - CDDCDPDFDZ) * (1 + 19)
d—K—(c PK —5)*(1+9) 1)
ac ~ KT T,
dX  XpXo—X (18)
a - Ty (4w
dz z (19)
E_(PZK_T_)*O-HT)
d 20
Ez—PRC*(1+T) )

where 9, 0, u, a, y,T — stationary white noise. Each of these noises has power, it means, that we multiply it by
its power.

After that the system was solved 100 times, we got 100 "noise" functions. For each time point we calculated the
arithmetic mean, the resulting function is the mathematical expectation of the process.

As a measure of stability, we used (15).



International Journal “Information Theories and Applications”, Vol. 21, Number 2, 2014 133

We studied noise influence on the system, when noise affects all variables. We considered the case with 50%
noise level. This level is close to the critical value, when some solutions become diverge. Figure 5 presents the
results of modeling for all macroeconomics variables. There are 3 lines on the figure: thin uninterrupted line is the
initial function, thick line is the forecast, and thin dotted line is the worst function.
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Figure 5. Results of modeling (a) population dynamics; (b) main funds dynamics; (c) dynamics of capital
investment in agriculture fraction (d) pollution dynamics; (e) resources dynamics
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We can see that the model is more stable to multiplicative noise, than to additive noise. In this case all functions
converge and the relative root-mean-square deviation for every variable is equal:

0,23% for population;
0,28% for main funds;
0,48% for agriculture;
-,50% for pollution;
0,49% for resources.

In the case with multiplicative noise we find out (as in the case with additive noise), that the most sensitive
variable is pollution, and the most influential variable is resources.

Figure 6 illustrates the population dynamics given the influence of different variables.
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Figure 6. Results of modeling pollution dynamics (a) noise affects only population; (b) noise affects only main
funds; (c) noise affects only pollution; (d) noise affects only resources

In the case, when noise affects only resources, the relative root-mean-square deviation for every variable is

equal:

0,91% for population;
0,93% for main funds;
1,03% for agriculture;
1,13% for pollution;
1,83% for resources.
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2.4. Comparative analysis

If we compare cases with additive and multiplicative noise, we can draw a conclusion, that, as we expected,
multiplicative noise affect the system much less, than additive nose. And in both cases we get identical results
about the most and the less sensitive and influential variable. We found out, that the most influential variable is
resources. It means that we should pay large attention on resources, if we want to save stability of target system.

3. Research of crisis situation

3.1. What means “Research of crisis situation”?

By the instrumentality of Forrester's model, it is possible to predict world crises. And we can change parameters,
as well as Forrester changed, to avoid crises. Parameter's modifications mean different reforms, which can
influence parameters of the model, such as birth rate or pollution rate restrictions.

3.2. Experiment 1

For example, in addition to Forrester changes in 1970 we can append some changes in 2013 year. We suggest
the following (in compare with 1970 year):

e To decrease birth rate on 10%;
e To decrease pollution on 20%.

In this case we get (figure 7):

Material level of living dynamics X 109 Main funds dynamics
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© o o o o
= (3] o ~ (o]
T
main funds

o
w
T

0.2 . . . . . . . . . 0 . . . . . . . . .
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14 9
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Figure 7. Results of modeling (a) material level of living dynamics; (b) main funds dynamics; (c) pollution
dynamics; (d) resources dynamics; (€) consumption dynamics. Thin uninterrupted line is the initial function, thick
line is the function after first break, and thin dotted line is the function after second break

It is easy to see, that we improve material level of living and consumption, but don't change situation with

resources. So we should continue experiments with parameters.

3.3. Experiment 2
In addition to previous reforms we suggest to decrease resources consumption on 20%. The results one can see
in figure 8:
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(c) (d)
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Figure 8. Results of modeling (a) material level of living dynamics; (b) main funds dynamics; (c) pollution
dynamics; (d) resources dynamics; (e) consumption dynamics. Thin uninterrupted line is the initial function, thick
line is the function after first break, and thin dotted line is the function after second break

Unfortunately situation with resources doesn’t change. But consumption is much better, even if compare it with
initial dynamics.

4, WORLDDYN program

4.1. The development environment and the structure of the program

This program was developed in MATLAB [8]. The program is user-friendly, even if user doesn’t have any skills in
programming, he can work with WORLDDYN [7]. There are a several forms for each kind of experiments; adding
additive or multiplicative noise, change parameters. One can see results of modeling in numerical forms
(dispersions and percent of convergent functions) and in graphic form (figures).

4.2, Interface

A user can complete the experiments with noise. To make such an experiment in initial data the user should open
“Options™> “Noise settings (initial data)” (figure 9).

Erter parameter of noize 0

Enter number of functions 10

() Save results

Solve

Figure 9. Menu for noise definition in the initial data

After that he chooses the noise level (parameter of noise) and the number of noise functions. To save the results
the user points “Save results”. The forecast will be save as “change_initial_*(name of
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variable)_expectation_*(noise level)noise_*(the number of functions)functions_*(the percent of converge
functions)%_converge”. And finally the user enters “Solve”.

In order to complete the experiment with noise related with all variables on a forecast stage the user should open
“Options™> “Noise settings (forecast)” (figure 10):

Enter number of functions with noise

Enter parameter of noise

() save results

Figure 10. Menu for noise definition on the forecast stage

After that he chooses the noise level (parameter of noise) and the number of noise functions. To save the results
the user points “Save results”. The forecast will be saved as “change_all_*(name of variable)_expectation_*(noise
level)noise_*(the number of functions)functions_*(the percent of converge functions)%_converge”. And finally, the
user enters “Solve”.

In order to complete the experiment with noise related with one given variable on a forecast stage the user should
open “Options™-> “Noise settings (only one function)” (figure 11):

Erter parametr of noise [}

Enter the number of functions 9

Select & modifiable function;
() Population
E:' Funds
() Agricutture
() Pollution

(") Resources

E:_' Save results

Solve

Figure 11. Menu for noise definition on the forecast stage (one variable)

After that he chooses the noise level (parameter of noise), the number of noise functions, and the name of
modifiable variable. To save the results the user points “Save results”. The expectation will be save as
‘change_only_*(name of modifiable variable) _*(name of variable)_expectation_*(noise level)noise_*(the number
of functions)functions_*(the percent of converge functions)%_converge”. And, finally, he can enter “Solve”.

When the program World-Dyn works it can inform the user:

e About model solution (figure 12);
e About final of calculation (figure 13);
o About errors (figure 14 a, b).
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Mow equation number

1 The egquation has been solved

iz being solved

Figure 12. About model solution

e ‘You have nat zolved the equation!

oK 0K

Figure 13. About final of calculation

T oo mary functions dizpresel

Figure 14. a) About error Figure 14. b) About error

4.3. Numerical methods

We used two algorithms in our research: Runge-Kutt method for modeling noise system and Adams-Bashwort-
Multon method for modeling original system and system with modified parameters without noise. Consider each
of these methods closer.

Runge-Kutt method
The Runge-Kutta method is as follows.
The following values are given for ordinary differential equations:
ki = f(tn, un);
ky = f(tn + azT,up + tB21k1)

kr = f(tn +a,7, U, + T(.Brlkl + et .Br,r—lkr—l))
Upt1 = Uy +T(V1ky + -+ ¥rky)
The factors determining the specific method can be presented as a Butcher table (table 1):

Table 1
0
az B21
as P31 B3z
ar Br1 Br2 Brr-1
V1 V2 Vr—1 Yr

There is implemented method of third order accuracy in the program.
Adams method
Suppose we know the approximate solution of some of the computational grid nodes: t,,, ..., ty_m.. In the

neighborhood of these nodes we replace the function of the interpolation polynomial, written in the form of
Newton's:

f(t) = f(tn) + f(tnr tn—l)(t - tn) + f(tnr th-1, tn—z)(t - tn)(t - tn—l) + -
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In order to compute the solution at n +1, we write it in integral form:

tht1 tht1
Unsr =Un+ | fLu@®)dt= | f(Odt
J )

4.4. Modeling protocol

User can see results in two forms: numerical and graphic. If user chooses graphic form, he can choose two
modes: see all noise functions (figure 15, a) or 3 functions: the worth (the highest dispersion), mathematic
expectation and unnoise function (figure 15, b). If user chooses numerical form, he will see next forms
(figure 16 a, b):

- .. - - |
Fie Dats Optiens View Help Fle Data Options View Help
Initial Simulation Initial Simulation
Population Population (change all functions) Population Population {change all functions)

500 1350 2000 250 2100 I T TR L)

Figure 15. Graphic mode. a) All noise functions. b) 3 functions: the worth (the highest dispersion), mathematic
expectation and unnoise function

Dizpersion of population is All functions conwverge
0.2177a

noize affects on forecast, noise
01

oK

Figure 16. Numerical mode a)Dispersion, b) Percent of converge functions
4.5. Rules of statement
User should choose the purpose of his research. Hence he will choose regimes of modeling and output.

If user has some problems with WORLDDYN, he can use help. There is workbook in Russian, soon will
workbooks in English and Spanish.

5. Conclusion

In the paper we have studied the stability of the classical Forrester model to additive and multiplicative noise. The
experiments show that

— Additive noise causes the essentially stronger effect then the same multiplicative noise on the stage of
forecast;

— The most influential variable is resources; its changes provoke the strongest reaction of the model. The
most sensitive variable is pollution.
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COMPARISON OF DIFFERENT WAVELET BASES IN THE CASE OF WAVELETS
EXPANSIONS OF RANDOM PROCESSES

Olga Polosmak

Abstract: In the paper wavelets expansions of random processes are studied. The matter is that although it is
enough information for wavelets expansions of deterministic functions, for random processes such theory is weak
and it should be developed. The paper investigates uniform convergence of wavelet expansions of Gaussian
random processes. The convergence is obtained under simple general conditions on processes and wavelets
which can be easily verified. Applications of the developed technique are shown for several wavelet bases. So,
conditions of uniform convergence for Battle-Lemarie wavelets and Meyer wavelets expansions of Gaussian
random processes are presented. Another useful in various computational applications thing is the rate of
convergence, especially if we are interested in the optimality of the stochastic approximation or the simulations.
An explicit estimate of the rate of uniform convergence for Battle-Lemarie wavelets and Meyer wavelets
expansions of Gaussian random processes is obtained and compared.

Keywords: random processes, wavelets expansion, uniform convergence, Battle-Lemarie wavelets, Meyer
wavelets, Gaussian processes.

ACM Classification Keywords: G.3 Probability and Statistics - Stochastic processes

Introduction

Wavelet analysis is an exciting effective method for solving difficult problems in mathematics, physics,
economics, medicine and engineering.

The most actual issues of application of wavelet analysis related with signal processing and simulation, audio and
image compression, noise removal, the identification of short-term and global patterns, spectral analysis of the
signal. From a practical point of view, multiresolution analysis provides an efficient basis for the expansion of
stochastic processes. Wavelet representations could be used to convert the problem of analyzing a continuous-
time random process to that of analyzing a random sequence, which is much simpler. This approach is widely
used in statistics to estimate a curve given observations of the curve plus some noise, in time series analysis for
smoothing functional data, in simulation studies of various functionals defined on realizations of a random
process, etc.

Recently, a considerable attention was given to wavelet orthonormal series representations of stochastic
processes. Some results, applications, and references on convergence of wavelet expansions of random
processes in various spaces can be found in [Atto et al., 2010; Bardet et al., 2010; Didier et al., 2008;
Kozachenko et al., 2011, 2013; Kozachenko, Polosmak, 2008], just to mention a few.

In the paper we study uniform convergence of wavelet decompositions which is required for various practical
applications (but most known results in the open literature concern the mean-square convergence of wavelets
expansions). So we consider stationary Gaussian random processes X(¢) and their approximations by sums of

wavelet functions
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Xn,kn ()= Z SorPor (O + "2 Z W (), (1)

Wkl<kyy J=Olklsk;

where k, := (ky,kq,....k, ), functions @, (¢),y, (¢) are wavelet bases (in the papper we consider Battle-
Lemarie and Meyer wavelets).

In direct numerical implementations we always consider truncated series like (1), where the number of terms in
the sums is finite by application reasons (this makes it possible to find an explicit estimate of the rate of uniform
convergence for wavelets expansions of random processes).

The rate of convergence is very useful notion in various computational applications. But this question has been
studied very little.

In this paper our focus is on the Battle-Lemarie and Meyer wavelet bases. This is done with the aim to show that
all our results are not only theoretical, but they can be used in practice. Using the program Wolfram Mathematica,
we get the convergence rate for Battle-Lemarie and Meyer wavelet decompositions of Gaussian random
processes.

The organization of this article is the following. In the second section we introduce the necessary background
from wavelet theory and a theorem on uniform convergence in probability of the wavelet expansions of stationary
Gaussian random processes, obtained in [Kozachenko et al., 2011]. In the third section we give some notions
about the Meyer wavelet bases and obtain conditions of uniform convergence for this wavelets. The next section
contains the rate of convergence in the space C([0,7]) of Meyer wavelet decompositions of stationary

Gaussian random processes. In the section 5 we give some notions about the Battle-Lemarie wavelet bases and
obtain conditions of uniform convergence for this wavelets. The next section contains the rate of uniform
convergence of Battle-Lemarie wavelet decompositions of stationary Gaussian random processes. Conclusions
are made in section 7.

Wavelet Representation of Random Processes

Let ¢(x), xe R be a function from the space L,(R) such that (2)(0) # 0 and &(y) is continuous at 0,
where é( y)= jRe‘iyx¢(x)dx is the Fourier transform of ¢.

Suppose that the following assumption holds true: z | ¢A>( y+27k) | =1(ae.),

keZ
there exists a function m,(x)e L,([0,27]) , such that my(x) has the period 27 and
d(y) = mo(y/z)g?)(y/z) (a.e.). In this case the function ¢(x) is called the £ -wavelet.

Let w(x) be the inverse Fourier transform of the function

oealGoe)en{ 32

Then the function w(x) = 2LJ.Re’”‘ w(y)dy is called the m -wavelet,
r

Let ¢, (x)=2"20(2'x—k), v, (x)=2""w(Q2'x-k), j kel
It is known that the family of functions {@,, ;¥ ., j€ N} is an orthonormal basis in L, (R) (see, for example,
[Hardle et al., 1998)).
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An arbitrary function f'(x)e L,(R) can be represented in the form

F@) = Yot @+ S B, (). @

keZ j=0keZ

O = IRf(x)¢0k(x)dx> By = J‘Rf(‘x)l//jk (x)dx.
The representation (2) is called a wavelet representation.
The series (2) converges in the space L, (R) i.e. Y |, [P +> D | B, <.
kel j=0keZ
The integrals ¢, and 5, may also exist for functions from L (R) and other function spaces. Therefore it is
possible to obtain the representation (2) for function classes which are wider than L, (R).

Let {Q, B, P} be a standard probability space. Let X(¢), € R be a random process such that EX(¢) = 0
forall re R.

It is possible to obtain representations like (2) for random processes, if their sample trajectories are in the space
L,(R). However the majority of random processes do not possess this property. For example, sample paths of

stationary processes are notin L,(R) (a.s.).

We investigate a representation of the kind (2) for X(z) with mean-square integrals
&y = [ X0, (dt, 1, = [ Xy, ().
Consider the approximants X, , (¢) of X(z) defined by (1).
Assumption S. [Hardle et al., 1998] For the function ¢ there exists a decreasing function ®(x), x>0 such
that @ (0) < oo, | @(x) [< (| x|) (a.e)and [ B(|x[)dx <o,

Let X(¢) be a stationary separable centered Gaussian random process such that its covariance function
R(t,s) = R(t—s) is continuous. Let the f -wavelet ¢ and the corresponding m2-wavelet y be continuous
functions and the assumption S holds true for both ¢ and .

Theorem 1 below guarantees the uniform convergence of X, (¢) to X(#).

Theorem 1 [Kozachenko et al., 2011] Suppose that the following conditions hold:

1. There exist ¢’(x), w"(u), and w(0) =0, ¥'(0)=0;

2. ¢, = sup| p(u) < oo, ¢, :=sup| P(u) <o, Y(u)e L'(R), ¢, = sup|p'(u)|< o

ueR ueR ueR

3. ¢(u) — 0 and w(u) — 0 when u — *oo;

4. There exist 0 < 7/<% and o >% such that '[(ln(1+ | u |))a yl/A/(u) /" du < oo,
R

[+ D) [ §) [l < oo

R

5. There exists IAQ(z) and supIAQ(z) < oo}

zeR
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R(2) | z[*dz < oo for p=0,1.

6.][

Then X, , (¢) — X(#) uniformly in probability on each interval [0,7] when n — e, k, — e and

dz <o and | ‘fe(”(z)
R

k; — oo forall je N,.

Conditions of Uniform Convergence for Meyer Wavelets Decompositions of Gaussian Random
Processes

Meyer wavelets ¢(x) and y(x) cab be given as inverse Fourier transforms of the functions &)(y) and z/A/( V)

respectively. The expressions of QA)(y) and z/A/( y) are following:

1 » 4
A ﬁh%), vk
#(y)= 3)
0. |ypZ
’ 3
where
R \/E: |y|<_
h =
) o (4)
05 ye[_ﬂ:a__]u[Ta ]
and
21
O: <_9
|y 3
1 ~y 2r 4
——g(=), — <y —=
~ \/Eg(z) 3 |y 3
Y= in . (®)
—e 2hD), Zgy=Z,
2 4 3 3
8
0, >
|yl 3
where

g)=e"h (y+m).
The functions @(x) and w(x) are C~ because their Fourier transforms have a compact support. Wavelet
w(x) has an infinite number of vanishing moments [Mallat, 1998], so yA/(k)(O) =0,k20.

Theorem 2 Let X(¢) be a stationary separable centered Gaussian random process such that its covariance
function R(z,s)= R(t—s) is continuous. Let ¢ and y be Meyer wavelets. Suppose that the following
conditions hold:

1. There exists IAQ(z) and supIAQ(z) < oo}

zeR
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R(2) | z[*dz < oo for p=0,1.

2.][

Then X, , (¢) — X(#) uniformly in probability on each interval [0,7] when n — e, k, — e and

dz <o and | ‘fe(”(z)
R

k; — oo forall je N,.

Proof. Statement of this Theorem follows from Theorem 1, if we take into account that assumptions 1) - 4) of
Theorem 1 hold for the Meyer wavelets. Indeed, Meyer wavelet y(x) has an infinite number of vanishing

A~ (k)

moments [Mallat, 1998], so i (0) =0, £k > 0. Now we can use such fact that Fourier transforms of Meyer
wavelets have a compact support, so we have fulfilment of conditions 3) and 4) of Theorem 1. Another fact that
Fourier transforms of Meyer wavelets is 7 times continuously differentiable, then assumption 2 of Theorem 1
holds true.

Convergence Rate in the Space C[0,7'] of the Meyer Wavelets Representations of Random
Processes

In the paper [Kozachenko et al., 2013] an explicit estimate of the rate of uniform convergence for wavelets
expansions of Gaussian random processes is obtained. In this section our focus is on the Meyer wavelet bases.
So convergence rate in the space C[0,7T'] for the Meyer wavelets decompositions of Gaussian random

processes is studied.
Theorem 3 [Kozachenko et al., 2013] Let X (¢),7€ [0,T] be a separable Gaussian stationary random process.
Let assumptions of Theorem 1 hold true for X (¢).

Then
(u—[8ud(e, )

2
2¢,

n

M

P{sup | X() =X, > u}S2eXp -

1€[0,T]

where u > 845 (¢, ),

n—1

& =, 4_, B . C
k, jzozj/z\/kij \/?{Y 2n/2'

A, B, and C are constants which depend only on the covariance function of X(#) and the wavelet basis.

Explicit expressions for 4, B, and C are given in the proof of the theorem.

From the paper [Kozachenko et al., 2013] 4, B, C, are following:

3/2

- 12
A:=Bl’”[6A"’Z ! +4A1‘”J .

m=1

- 1/2
B:=B’ (6A¢z 13/2 +4Af’] :
m

m=1

C=+42)| 347 (B | 34

E
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1/2
2, AYB! |\ c A
+[A1'”(Bl‘”) 2 ]Z - 3227;2J .

k= 1

In the case 7' =3 we can get:

B¢:L[ ]
1 (2 .

__
Qr)

3.49516,

BY ( ‘l//’(u)‘du +7 ‘y/(u)‘du] <0.01,

For the covariance function R(7) = exp{—grz} we can obtain the value of the following expressions:

1 ~

¢ _— | 22 =

£ MLC ¢c¢,£‘R(2)‘dzj 11355,
Cz,, ~ 4 A~ 3

A =2 [|R(2)|| z['dz+2[ | R(2) || 2 dz | = 320112,
2w 5 R

¢’ ~
A = i j | R(z) |dz = 0.398942,

2
&= j|R(z)||z| dz = 0.945641,
2

R

¢, = H;}(v)‘dv <0.01.
R

Then we can calculate constants for the expression &,
n

A =0.0073456, B =15.3922, C = 0.004424.

In the paper [Kozachenko et al., 2013] needed formulas for calculation of the following expression are given:

5(‘91«")::% 1/ln(T+1)+(1—§)_ (g]w :

where ¥:=min| & ,0| — 0{>l
: k) ) %

Sofor &« = 0.6 and £ =0.52 we can evaluate following constants:

c=B,+B +B,

g Qi) S U o torsas

Jj=0
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1 S (j+1)*
Bl = (q+% +4q, +AWQK2) z (]21‘/2) ~0.108815,
Jj=0
B, = (g, + 4°(K*)*0) " =1308.01.
K=a" (2% ((n5)"c, +c,)+

+2T2° ((In5)*¢, + ¢, ) +¢,c, ) < 0.01.
¢:= ‘y?(v)r*ﬂdv <eo, ¢ = [(In(1+ ] v))" ‘;}(v)r*ﬂdv <eo
R R

¢, = ”l;(v)‘dv <o, ¢ = [(In(l+]v])" ‘yA/(v)‘dv < oo,

2

oo

1 =1 & 1
0<Q = Z 1 +C§Zm1+5ﬁ 121(2—6),8 ~111.259,
m=1 o

g
q:= 2QAWK((II;5)QC2 ) 'gliﬁ ~8.8x10°,
q, = Alszz -k:k%ﬁzs.omoé,
4, = 22:;11'” ((1n5)"‘ ¢, +e, )2 ~1.2x10°,
Gy = AI¢(§¢)2 'gkiﬂ ~8348.11.

K?=nr" (23“”"37['%5 ((ln 5) Cyp+Cyy ) +
AT27 ((IN5) cyy + 45 )+ Coey0 ) = 116,087,

~  |I-8
o) dv <o,

Cho = H(Q)(v)‘l_ﬁdv <o, ¢y = I(ln(1+ 1v]))”

R

¢y = | ‘qA)(v)‘dv <oo, = [(In(l+|v )" ‘g}(v)‘dv < oo,

R
So, if we take into consideration this calculation, then ¢ is following:
c=1308.22.
Naturally:

o(T) = _~1532.73.

E20)

X i, (¢) approximates process X (¢) with the reliability of 1-68 and accuracy £, if
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P{sup [X()-X,, (O g} <4.

0<t<T

Let 6 = 0.01, we can use the rule of three o, then it can be considered as £€ = 0.1- 60 . In our case, for the

, . 4 . <
covariance function R(7) = exp{—grz} , we can calculate the variance o =1, so € = 0.6. Then, for Meyer

wavelets, using the program Wolfram Mathematica, we can obtain such 6=0.01 at k, =85, k, =20,

n =20 with a slight increase £, d is significantly reduced.

Conditions of Uniform Convergence for Battle-Lemarie Wavelets Expansions of Gaussian
Random Processes

Polynomial spline wavelets introduced by Battle and Lemarie are computed from spline multiresolution
approximations. Let ¢, (x) and y, (x) be the inverse Fourier transforms of the functions &)m (¥) and l//;m (»)

respectively. The expressions of (?)m (») and l//}m (») are following:

_YE
A e 2
9,(y)=—o: , (8)
V" S0 (V)
where
= 1
S, (M= ——— 7
() Z G 2kn) (7
and =1 if m isevenand £ =0 if m odd.
~ eiilz) S2m+2 (% + 7[)
Wm (y) = m+1 y : (8)
Y80 (00820)

For the m— degree spline wavelet w(x) has m+1 vanishing moments [Mallat, 1998], so

1,7/( )(O) =0,0<k<m+1. Wavelet w(x) has an exponential decay. Since it is a polynomial spline of
degree m, itis m —1 times continuously differentiable (see, for example, [Mallat, 1998]).

To check the assumption 1 of Theorem 1 we can use Lemma 1 from the paper [Polosmak, 2009]:

Lemma 1 [Polosmak, 2009] Let ¢(x) - such function, that IR | @(x) |dx < oo, §(x) — 0,x — too, let the
derivative  ¢'(x)  exists, such  that IR @' (x)[dx <o for some O<y<l. Let
|0’ (x)—¢'(y)I<o(|x—y]|), where o ={o(u),u>0} such monotone increasing function that

o(0)=0.

Then | 16(») | c(y)dy < oo, where @(y)= [e™g(x)dx, and c={c(y),ye R}, c(y)>0 such

R

o 1=y
1
function, that I—(G[EJJ c(y)dy <oo.
1y y



150 International Journal “Information Theories and Applications”, Vol. 21, Number 2, 2014

Remark 1In the case of o(u)=c|u|*,0<a <1, we cantake c(y)=In(1+| y|)°, where & > %

Theorem 4 Let X(z) be a stationary separable centered Gaussian random process such that its covariance
function R(z,s) = R(t—s) is continuous. Let ¢ and w be Battle-Lemarie wavelets. Suppose that the
following conditions hold:

1. There exists R(z) and supR(z) < oo

zeR
2.
i

Then X, () = X(z) uniformly in probability on each interval [0,7] when n — o, ky — oo and

) ~(p)
R(2) R (2)||z|'dz < oo for p=0,1.

dz < oo andJ'
R

k; — oo forall je N,.

Proof. Statement of this Theorem follows from Theorem 1, if we take into account that assumptions 1) — 4) of
Theorem 1 hold for the Battle-Lemarie wavelets. Indeed, m — degree y - wavelet Battle-Lemarie has m +1

vanishing moments [Mallat, 1998], so 9 (0)=0,0<k <m~+1. Another fact that it is m—1 times

continuously differentiable, then, using formulas (3),(5), we have fulfillment of conditions 1) — 3) of Theorem 1.
Assumption 4 follows from Lemma 1, differentiability of the Battle-Lemarie wavelets and Remark 1.

Convergence Rate in the Space C[0,7] of the Battle-Lemarie Wavelets Representations of
Random Processes

In the previous section it was given Theorem 3 from the paper [Kozachenko et al., 2013] in which an explicit
estimate of the rate of uniform convergence for wavelets expansions of Gaussian random processes is obtained.
In this section our focus is on the Battle-Lemarie wavelet bases. So convergence rate in the space C[0,7] for

the Battle-Lemarie wavelets decompositions of Gaussian random processes is studied. Here we obtain all
constants for Theorem 3 in the case of Battle-Lemarie wavelets:

- 12
A:=Bl’”[6A"’Z ! +4A;”J .

3/2
m=1

- 172
B:=B’ (6/1‘”2 m13/2 +4A1¢J :
m=1

2

C=@+42)| 347 (B )| 34
=2
s o A'B &1 dar)
+| AY(BY) + 22— 4271 .
( ") V4 J;kz 327&'2}

In the case T' =3 we can get:

B = (2—1”)[ | ‘&y(u)‘du +7| ‘&(u)‘duj ~3.97712,
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BY = éu‘lf/(u)‘du AT i ‘I/A/(u)‘du] ~ 4.64062,

For the covariance function R(7) = exp{—grz} we can obtain the value of the following expressions:

1
¢ fp— 2
A 2”[C¢£

A =i[f R(2) | 21 dz+2 |?e(z>||z|3dz}3.20112,
27\ 5 R

R(o)d+2¢,c, | ‘?e(z)‘dz] ~1.1355,
R

¢’ ~
A== j | R(z) |dz = 0.398942,
27 %

2

A = C—I |R(2)|| 2 |*dz = 0.945641,
27 g

&= ‘y?(v)‘dv ~7.5725.
R

Then we can calculate constants for the expression ¢, :
n

A =0.0073456, B=17.5147,C =129.78.

In the paper [Kozachenko et al., 2013] needed formulas for calculation of the following expression are given:

5(5,(”):=% «/ln(T+1)+(1—2Lj_ (EJM ,

' kn, 2 ’ 2

Sofor &« = 0.6 and = 0.52 we can evaluate following constants:
¢c=B,+B +B,

By (g +470k) - 3~ 0107345,
j=0

B 1=(f]+ql+q2+A’”QK2)m'Z(J2+ﬂIz) ~0.108815,
=0

B, = (g +4°(K°)Q) "~ =1416.2.
K=r" (23”"’375%5 ((ln 5)%¢c, +¢ ) +

+2T2°" ((In5)" ¢, +cy)+c,c;) = 191.063.
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¢, = ”,;,(v) Py <e, o= [(in(1+]v)” ‘yA/(v)‘l_ﬁdv <o
R R

¢, = ﬂz/?(v)‘dv <co, ¢ = [(In(l+]v])" ‘I/A/(v)‘dv < oo,

2

=

1 SRS
0<0 =2, +C§Zm”5ﬂzza—5)ﬁ ~111.259,
m=1 =1

EPYe
q:= 2QAWK((1I7‘[5)%2 e ',i:‘liﬂ ~8.8x10°°,
g, = AIZKZ -gk%:s.omo-é,
4, = 22:[;41W ((1n5)"‘ ¢, +e, )2 ~1.2x10°,
o= Af(fgj)z 'Zkiﬁ ~9786.24.

K= (2 el ((n5) ey + )+

AT2 ((IN5)“ ¢,y + 45 )+ CoC, ) = 125689,

a- @2

o= |00 v <o, = [(n(1+ v ) o] v <o,

R

¢y = | ‘&)(v)‘dv <oo, 1= [(In(l+|v )" ‘g?)(v)‘dv < oo,

R
So, if we take into consideration this calculation, then ¢ is following:
c=1416.41.
Naturally:

o(T) =  _~1659.48.

o)

X nk; (¢) approximates process X (¢) with the reliability of 1— & and accuracy &, if

P{sup X()-X,, (P g} <4.

0<t<T

Let & = 0.01, we can use the rule of three o, then it can be considered as & = 0.1- 60 . In our case, for the

, , 4 , <
covariance function R(7) = exp{—grz} , we can calculate the variance o =1, so € = 0.6. Then, for Battle-

Lemarie wavelets, using the program Wolfram Mathematica, we can obtain such 6=0.01 at k, =110,

k; =20, n=20 with a slight increase &, 4 is significantly reduced.
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Conclusion

Conditions of uniform convergence for Meyer wavelet decompositions and Battle-Lemarie wavelet
decompositions of stationary Gaussian random processes are presented. The rate of convergence in the space
C([0,T7]) of Meyer wavelet decompositions and Battle-Lemarie wavelet decompositions of stationary Gaussian
random processes are obtained. We can conclude that both wavelet bases are good for expansion of stationary

Gaussian random processes, but the Meyer wavelets have some advantages. For the same accuracy of the
approximation in the case of the Meyer wavelets, we need fewer terms in the expansion.
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WIRELESS DATA TRANSMISSION OPTIONS IN ROTARY IN-DRILLING
ALIGNMENT(R-IDA) SETUPS FOR MULTILATERAL OIL DRILLING APPLICATIONS

Zhenhua Wang, Tao Li, Myles McDougall, Dan McCormack, Martin P. Mintchev

Abstract: Conventional methods in multilateral drilling processes incorporate magnetometer-based surveying
systems for determining the position and attitude of the bottomhole assembly (BHA). Magnetic surveying results
in an increased weight of the BHA, higher cost due to shielding with bulky nonmagnetic collars and, more
importantly, severely degraded performance due to unavoidable geomagnetic interferences such as metal and
ore deposits in the vicinity. Micro-Electromechanical Systems (MEMS) based Inertial Navigation Systems (INS)
have been proposed as an alternative to magnetic surveying for multilateral drilling. Previous studies have shown
theoretically and experimentally that a Kalman filter-based In-Drilling Alignment (IDA) and its minimized version
Rotary In-Drilling Alignment (R-IDA) successfully limit the accumulated error growth associated with the INS,
compared to the traditional zero-velocity update (ZUPT) alignment method. A high performance wireless MEMS-
based INS has been proposed for R-IDA alignment, the implementation simplicity and high accuracy of which
could be very useful in multilateral drilling processes. Furthermore, this paper discusses the concept of wireless
data transmission within drill pipes downhole in comparison to other existing or emerging methods. It is shown
that wireless telemetry inside the drill pipes is potentially capable of transmitting up to 250,000 bits per second
(bits/sec) with high reliability and low power consumption, which makes a drill string based local network for real-
time downhole monitoring and control applications feasible.

Keywords: Multilateral drilling design, wireless data transmission, downhole instrumentation, rotary In-Drilling
Alignment.

ACM Classification Keywords: A.0 General Literature - Conference proceedings; J.2 Physical Sciences and
Engineering.

Introduction

A. Multilateral oil drilling applications

Multilateral drilling technology is a recently emerging evolution in oil well exploration in which several smaller
wellbore branches deviate from their parent borehole [Pasicznyk, 2001] (Figure 1a). Horizontal drilling (HD) has a
better chance of intersecting more fractures than a vertical well, but there is a limit to how far horizontal wells can
be drilled. By drilling other laterals from the same wellbore, twice the number of fractures can often be exposed at
a much lower cost than drilling long horizontal sections or another well [Bosworth et al., 1998]. Horizontal wells
and their related branches usually target the same reservoir interval. The goal of this type of well is to increase
production rates, improve hydrocarbon recovery and maximize production from that zone.

Directional drilling techniques can be used to drill vertical multilateral wells, which is the other type of multilateral
drilling. Vertical multilaterals are additional wells sunk down from a main wellbore (Figure 1b) and stretched
laterally to up to 100 meters. Multilaterals can be as simple as an open hole sidetrack, or they can be more
sophisticated with a junction that is cased and has pressure isolation and reentry capabilities [Bosworth et
al, 1998]. Multilaterals are usually being used where production can be incrementally increased with less capital
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costs. They can also be employed for offshore drilling where the numbers of slots are limited [Bosworth et al,
1998].

Upito 100m

— 4!‘&-..'.’—::3

Figure 1a. Horizontal multilateral oil drilling Figure 1b. Vertical multilateral oil drilling

A successful multilateral well that replaces several vertical wellbores can reduce overall drilling and completion
costs, increase production and provide more efficient drainage of a reservoir. Furthermore, multilaterals can make
reservoir management more efficient and help increase recoverable reserves.

B. Rotary In-Drilling Alignment (R-IDA) for error compensation in downhole navigation systems

Traditional downhole navigation is based on the so-called Measurement-While-Drilling (MWD) systems, which
incorporate triad orthogonal accelerometers and triad orthogonal magnetometers to determine the position and
altitude of the bottomhole assembly (BHA). However, the magnetometers are susceptible to external magnetic
interferences, including randomly located ore deposits, drill string rotations and drilling fluid circulations
[Shelkholeslami et al, 1991; Torkildsen et al, 2004]. Typically, magnetic interferences are addressed by shielding
the BHA with very expensive and bulky nonmagnetic collars, which can only minimize, rather than eliminate
magnetic artifacts. Degradation of the magnetometers is sometimes dramatic and the oil industry has to employ
alternative wireline gyroscopes to determine BHA's attitude, which costs it tremendous time and money.

An inertial navigation system (INS) is autonomous dead-reckoning (DR) approach of tracking the position and
orientation of an object by 3 mutually perpendicular accelerometers and 3 mutually perpendicular gyroscopes,
which are not influenced by magnetic interferences. Commercially available Micro-Electromechanical Systems
(MEMS)-based inertial measurement units (IMU) that contain accelerometers and gyroscopes are excellent
candidates for complete INS due to their low cost, small size and low power consumption, which are critical
factors for downhole drilling. However, the unlimited error growth in the measurements might be prohibitive for the
long-term utilization of this technology. New methods to reduce the INS error include In-Drilling Alignment (IDA)
[Jurkov et al, 2011] and its reduced version, Rotary In-Drilling Alignment (R-IDA) [Wang et al, 2013], which are
both utilized to increase the observability for their Kalman filters (KF) by precisely inducing controlled motions
during operational breaks in the drilling process. Previous study [Wang et al, 2013] has shown that a MEMS-
based autonomous IMU produced by Memsense LLC (Rapid City, SD, USA) employing the R-IDA method
achieved error reduction 2 times greater than the same device utilizing the mainstream error compensation
method known as zero-velocity update (ZUPT). However, these results were obtained in laboratory conditions,
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and the autonomous Memsense IMU noise and temperature characteristics were not adequate for real downhole
oil drilling applications.

C. Problems of data transmission in downhole navigation

Harsh downhole environment encountered in drilling applications presents particular challenges, especially for
reliable data transmission between the surface and the drilling devices due to the high pressure, extreme
temperatures and huge distances downhole. At the bottom of the drill string is the BHA, which includes the drill bit
along with electronic components such as sensors, control mechanisms and required circuitry [PetroWiki, 2013].
The sensors in the BHA typically contain surveying of various properties of the formation and the fluid within it as
well as the navigation measurements. The processes that require information from such downhole sensors
include MWD and Logging-While-Drilling (LWD) systems. Once MWD/LWD logs the downhole parameters and
measurements, there are mainly three methods to pull the information upward. They are discussed separately
below.

Mud-pulse telemetry (MPT)

Mud-pulse telemetry (MPT) is the most common and standard method of data transmission downhole and is
especially used by MWD/LWD tools developed in the 1970’s [Wasserman et al., 2008]. The conventional
MWD/LWD tool incorporates an electronic sensors package and a mudflow wellbore telemetry device. The drilling
fluid called mud is pumped from the surface to the downhole BHA along the drill string. The mud serves as a
cooling and lubricating circulation fluid and continuously carries the derbies back up to the ground during the
drilling process. The mudflow wellbore telemetry device can selectively restrict the passages of the mud through
the drill string to control and manipulate the pressure in the mud lines by operating a valve. These manipulations
create pressure fluctuations which represent information that is being encoded in binary format and propagated
within the mud towards the surface where it is received from pressure transducers [Wasserman et al., 2008]. The
problems with this type of data transmission are exactly two: (1) slow speed of the serial mud-based interface;
and (2) high power consumption.

Electromagnetic telemetry (EMT)

Electromagnetic telemetry (EMT) employs a downhole current source to emit an electromagnetic signal into a
formation. The signal can be detected and received at the surface due to a small voltage drop between the top
part of the BHA (the main drill string) and the bottom part of the BHA. Typically, the EM tool can generate voltage
difference between the drill string sections at a very low frequency, below 30 Hz [Gao et al, 2006]. The
information then is converted into modulated EM waves by digital modulation. The typical transmission rate of the
EMT tool is around 10 bits/sec. Compared to the MPT, the EMT method does not require changes in major
drilling parameters such as rotation of the drill pipe and mud flow rate, to send information to the surface. It also
does not rely on the composition of the mud flow, since most of the mud is compressed, gas-filled fluid for the
underbalanced drilling (UBD) in order to reduce the equivalent density. This results in high signal attenuation
during the data transmission that severely handicaps the MPT’s communication capability. EMT tool is usually
employed for certain specific applications such as UBD because of its immunity to the drilling fluid. However,
EMT can also lose strength dramatically in some types of formations, becoming unpredictable at several
thousand feet of depth [Gao et al., 2006]. Its cost is also significant.

Wired cable data transmission

Some research has been focusing on the development of wired drill pipe system since the beginning of the 21st
century [National Oilwell Varco, 2014; Jellison et al., 2003]. It is based on the theory that composite drill pipes can
also facilitate high-speed data transfer rates via special materials such as fiber optic cables embedded within the
pipes during construction. A great benefit of such system is its superior data transmission rate which makes a
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real-time monitoring system downhole in drilling completely feasible. The IntelliServ wired pipe, offering data rates
upwards of 1 million bits/sec became commercial in 2006 [National Oilwell Varco, 2014]. However, cables can
cause reliability problems attributed to installation, connections and drilling fluid migration. In addition, the high
capital costs and lack of advanced technology in drill pipe material and manufacturing is still limiting its
development.

Since the data transmission rate of the MPT and EMT correlated with bandwidth is less than 100 bits/sec [Jellison
et al, 2003], most of the useful information provided by the MWD and LWD will be lost or stored in a memory
logger associated with the downhole instrumentation near the drill bit. Therefore, the so-called “real-time drilling”
can be applied in a very limited scope. Comparisons of the commercialized downhole transmission methods are
given below (Table 1).

Table 1. Comparison between different downhole data transmission methods

Transmission Method MPT EMT Wired Cable Drill Pipe
Data Bandwidth 1-40 10-100 1,000,000
[Bits/sec] [Wasserman et al., 2008] | [Jellison et al., 2003] | [National Oilwell Varco, 2014]
Reliability Low High Low
Applications Limited to UBD Susceptible to formation Wide
Working Depth Up to 3,000
Up to 12,000 Up to 15,000

[Meters] [Baker Hughes, 2014]
Frequency

<100 <30 N/A
[HZ]
Cost Low Medium Very High

D. Aim of the paper

This article aims at proposing a specific R-IDA design concept for multilateral drilling applications, including an
efficient wireless communication for the entire setup. It also reviews some of the competitive existing, emerging or
theoretically-discussed approaches and their actual and potential drawbacks.

Methods

A. Rotary In-Drilling Alignment (R-IDA) design for multilateral drilling navigation

For lateral drilling applications, a capsule-based, high-performance IMU wireless module has been proposed in
R-IDA context. The capsule includes microcontroller unit (MCU), wireless radio frequency (RF) module and IMU,
all of which are finally integrated on a printed circuit board (PCB) to be packaged for downhole mounting. The
stepper motor-based system [Wang et al, 2013] rotates the capsule freely at a certain speed during the
scheduled operational stops. The data from the wireless IMU module are transmitted to an embedded wireless
RF module residing at an appropriate distance. The RF module then automatically sends the received data to
another module. By setting a number of wireless RF modules within the entire drill string at certain distances from
each other, the wireless IMU measurements are transmitted along the drill string towards the surface. A computer
equipped with a receiver at the surface captures and decodes downhole data and runs the Kalman filtering (KF)-
based navigation algorithms [Wang et al, 2013] to compute attitude and position of the BHA within a very short
delay.
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B. Downhole wireless transmission options (Pros and Cons)

A wireless communication system driven by a downhole battery could allow intelligent transmission sensors to be
placed anywhere, avoiding the need for cables to supply power or to transmit data. Currently, the oil industry
does not employ mature wireless communication systems downhole. However, more research concentrates on
this area due to its huge potential benefits. The concept of acoustic wireless communication has existed for
several decades and it came to the verge of being commercialized. Wireless acoustic telemetry, based on the
propagation of stress waves along the drill pipe, requires less power than conventional systems such as the EMT
and MPT [Kyle et al, 2013]. It also shows a potential at higher data transmission rate capability of 50-100 bits/sec
through the drill pipe channel [Gao et al, 2006]. However, it is still of relatively low frequency (400-2000Hz) and
slow transmission rate, which is not applicable for real time monitoring. Furthermore, it is very susceptible to drill
string interferences, since it is an acoustic transmission channel, where many passbands and stopbands occur
[Gao et al, 2006]. As a result, reflected and transmitted acoustic signals interfere to the point where they are
totally suppressed.

Other commonly used standard wireless RF communication methods including the WiFi (IEEE 802.11) and

Bluetooth (IEEE 802.15.1) have unprecedented transmission rate operating at 2.4 GHz frequency. However, they
are not applicable downhole due to the power consumption, reliability, and complexity etc. [Farahani, 2011].

Results

A. Proposed Rotary In-Drilling Alignment (R-IDA) setup

A high performance MEMS-based IMU ADIS16488A (Analog Devices Inc., Norwood, MA, USA) was selected for
the proposed R-IDA design. This IMU provides tactical grade precision of the gyroscope measurements. The
angular velocity range is 450°/s with a gyroscope bias instability of 5.1°/h and angle random walk (ARW) of
0.26°/{ h. The system is very compact at 47 x 44 x 14 mm, 48 g weight, and uses 0.8 W of power [Analog
Devices, 2014]. The temperature resistance standalone is as high as 105 degrees Celsius, which in conjunction
with its low power consumption and small size, presents it as a very competent candidate for multilateral drilling
applications. However, the ADIS16488A has a wired cable connection interface based on the Serial Peripheral
Interface (SPI) protocol, which is prohibitive for R-IDA applications. At the IMU end, it is proposed to employ an
XBee Pro Series 1 (Digi International Inc., MN, USA) RF wireless module. The selected wireless module is
ZigBee (IEEE 802.15.4)-based protocol with an asynchronous interface while the IMU’s interface is synchronous.
To allow these two different interfaces to communicate in real time, a low-power mbed microcontroller LPC11u24
(ARM Holdings plc, England) with an ARM-Cortex MO processor embedded is incorporated. The role of the
microcontroller is to perform an SPI-to-ZigBee interface translation operation since the ADIS16488A’s interface is
SPI-based while the XBee Pro S1 wireless module is UART-based. At the computer end, free open source Tera
Term software (Tera Term Project, Japan) was installed to display and log the IMU measurements in real time
through the wired connection with the XBee Explorer USB (Sparkfun Electronics Inc., CO, USA), which acts as a
receiver. The block diagram in Figure 2 illustrates the high-level wireless design suggested in this paper. The real
wireless navigation module (Figure 3) will also incorporate a downhole battery on a PCB in a casing package.

. PCrunning
Analog Device UART to Xbee Xbee USB
ADIS16488A | SPL SPI(Master) UART Wireless Wireless UART Xbeej;(g forer EvaII':J/laliion
(IMU) Mbed MCU Module Module
Program

Figure 2. IMU-to-evaluation system wireless communication block diagram
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High performance battery

IMU ADIS16488A

LPC 11U24 MCU
XBee wireless module

Figure 3. Design of wireless MEMS-based IMU navigation module. All dimensions are in mm

B. Proposed downhole wireless transmission

ZigBee protocol station-based data transmission is proposed for downhole wireless communication. ZigBee was
introduced in 1998, standardized in 2003, and revised in 2006, aiming at highly reliable, cost-effective, secure,
global wireless data transmission standard and low power consumption [Gislason, 2008]. To meet the low power
and low cost criteria, relatively low data transmission rate is a constraint. Nevertheless, it is still very large at
250,000 bits/sec compared to the MPT or EMT with maximum of 100 bits/sec. Not only the modern and simple
specifications of IEEE protocol 802.15.4 make it reliable, but the mesh networking feature further enhances its
reliability. With mesh networking, data from the first node is able to reach any other node within allowable
distance in the ZigBee network. The prices on the market for low-volume sales are around a few dollars, which is
low enough for the oil industry. Moreover, as the scope of the 802.15.4 market grows, some have predicted that
this radio market will hit the bottom (below $ 1 in quantity) in the next 3-5 years [Gislason, 2008]. ZigBee can
operate for years on a pair of AA batteries due to its low power consumption. One of the reasons for this low
power feature is that radios and microcontrollers can sleep, since a node on the ZigBee network does not require
a constant contact with the network to remain part of it. ZigBee-based wireless modules are disposed in the
hollow interior of a drill pipe, separated by some desired distances. Downhole data is transmitted by an initial
transmitter at the BHA, relayed though a numerous closed autonomous wireless modules, all powered by local
batteries, and eventually received by the receiver on the surface [Varveropoulos & Taherian, 2011].

Another key benefit of such system is that it allows the entire drill string to act as a local network within the BHA,
and many downhole tools located somewhere inside the drill string can be individually addressed and/or turned
on and off.

C. Wireless navigation module prototype

The discussed wireless navigation module design has been implemented and tested on a solderless breadboard
as shown on Figure 4a, from left to right: MBED LPC11u24 MCU, AD ADIS16488A IMU, and XBee Pro S1 RF
transmitter. The module was powered using a commercial 9 V battery. The receiver (Figure 4b) connected with a
computer continuously and received data from the wireless IMU module at a sampling rate of 5 Hz, which could
be considered adequate for the very slow drilling processes and displayed and logged the accelerometers and
gyroscopes measurements through the terminal of the Tera Term software. The wireless IMU data transmission
was very stable and achieved excellent data integrity when tested within a 30-meter drill pipe.
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Figure 4b. XBee Pro S1 receiver with XBee Explorer

Figure 4a. Wireless navigation module prototype USB adapter

Conclusion

The proposed wireless data transmission for a downhole IMU-based R-IDA setup makes precise controlled
rotation during R-IDA error compensation procedures possible, since rotating an IMU with wired cables would be
impractical and would result in constant forces and torques applied to the wires, leading to uncontrollable noise
induction. This approach makes the practical implementation of the IDA method downhole feasible, which can
lead to the replacement of traditional magnetometer or compass-based navigation with modern inertial navigation
systems.
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INFORMATION TECHNOLOGY OF PROCESSING INFORMATION OF THE CUSTOMS
CONTROL

Borys Moroz, Sergii Konovalenko

Abstract: The paper considers the issues and highlighted the development of information technology processing
of information of customs control, which uses effective methods and tools to identify risks of violation of customs
legislation. It was suggested take a holistic mechanism for the preparation, processing and interpretation of the
results. The proposed information technology will increase the efficiency of the automated system of analysis and
risk management Customs Service of Ukraine.

Keywords: customs control, risk management, neural networks

ACM Classification Keywords: 1.5 Pattern Recognition — 1.5.1 Models — Neural nets

Introduction

Efficient operation of the Customs Service of Ukraine is possible only if the use of modern information
technologies, methods and tools which will allow faster and better to solve the problem posed by the State
[Mawko, 2008]. As is not uncommon to provide economic agents false information about the characteristics of
goods for understatement (overstatement) of the customs value, transportation of smuggling, the use of high-
quality business intelligence will improve the fight violation of customs legislation [WCQ]. The introduction of such
technologies is carried out in accordance with international standards and with the maximum involvement of the
scientific and technical potential of the Customs Service of Ukraine, which allows you to select a part of the
current research is the development and application of methods and tools for processing of information customs
control.

Currently there are many methods and tools are used to develop decision support systems, classification,
recognition, but from this mass want to highlight methods of artificial intelligence, model that use the neural
networks. The theory of neural networks in the last decade gained a lot of practical applications in various fields
of science and technology (face recognition, image, medicine and diagnostics, analysis stock and currency
markets, using machines and robots). Such a wide distribution and availability of the many software packages
modeling gives us reason to assume the possibility of using this mathematical model for the needs of the
Customs Service of Ukraine.

Publications on the application of information processing methods of customs control and relatively few, mostly,
they are conceptual in nature, highlighting the issues and relevance of the topic [MMawko, 2011]. In
[CemeHko, 2008] describes the possibility of applying the theory of fuzzy sets for the purpose of risk analysis,
which allowed using membership functions to operate more flexibly with the calculation of risk. In our case, to
ensure the quality of business intelligence is required to provide an opportunity to study and adapt the system
that directs our choice in favor of neural networks.
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Problem definition

The purpose of the article is to consider the theoretical and practical aspects of the development of information
technology information processing customs control for risk analysis violations of customs legislation, in
connection with which there is a need to solve the following problems:

1. To consider component parts of information technology;

2. To describe selected methods and means processing information of customs control;
3. To analyze effectiveness of the proposed system as a whole;

4. Based on the analysis to advice on possible application of the developed model.

Customs Risk Management — Economic security Ukraine

Development of world trade and foreign economic activity dictate their conditions to facilitate customs procedures
during the import and export of goods, reducing of risks violation of economic security. In this regard, the
implementation of customs emphasis shifted in favor of the application of risk management, the use of new
technologies of nondestructive testing, close cooperation with customs services of other countries. This enables
optimal use of available resources and the Customs Service to make the control of customs clearance in those
areas where there is the greatest risk of violations, allowing the bulk of goods and individuals relatively free
passage of customs control.

Consider in detail the system of risk analysis and management. Risk analysis violations of customs legislation is
implemented using risk profiles (RP). RP applied during customs control and customs clearance of goods and
vehicles crossing the customs border, and have a purpose to warn inspectors of a possible risk violations of the
law during a specific foreign trade operations. Developing RP includes implementation of such actions:

o Definition of risk indicators;

o Selectivity rating;
Evaluation of the significance of this RP to fill budget;
Determine the effect of negative RP stories, etc.

The key concept in the customs risk management is a risk indicator. Indicator of risk - is a definite criterion that is
used to identify potential violations of customs laws. This system, using the input data must carry out risk
assessments on declaration or situation during customs clearance. If there is a risk, the system makes
recommendations on the application of the necessary measures to minimize the damage from potential violation
of customs legislation. Using a system of risk analysis methods and effective means of intelligent information
processing will improve the quality of risk identification customs violations, smuggling.

System of intelligent information processing (SIIP)

Create an information technology processing information of customs control as noted above will use artificial
intelligence. The process of developing the intellectual system of information processing (SIIP) generally requires
the following steps (Figure 1):

o Perception of information from different sources (usually a heterogeneous vector of input data);
o Preparation or normalization of the input vector;

a Information processing;

o Interpetation of results.



164 International Journal “Information Theories and Applications”, Vol. 21, Number 2, 2014

| /%
(m omés Preparing Data Information
! \ processing \
\ | Interpretati
" 10001010100010101 x “Low” fon of
3 ‘ ‘ ° fe:tla::s
DataBase | 10101001010010101 Q | “Moderate”
| 00101010101010101 ' | “High”
Internet — : _‘- g// Postprocessing
% L— : L —
¥  Preprocessing
Government
organisations

Figure 1. Model of the SIIP

Domain analysis of any problem means processing sufficiently large data sets, wearing a mainly polytypic nature
and allocation factors and traits of the most important [Byuyul, 2005]. Since in most cases the information
processing system receives input data for analysis from various sources, it becomes necessary to bring them to a
suitable format for consideration. The primary source of data may make the storage and database of commercial
and government organizations submitted documents, the internet network, i.e. much information as possible,
which can be useful for decision making. Given the fact that intelligent systems have the properties of learning, it
is important to pay attention to pretreatment and preparation of input data sets. Without doing this, we deteriorate
the quality of information analysis system (pattern recognition, classification, etc.), and in some cases it will even
fail to perceive the input vector data. The process of intelligent information processing depends on the choice of
methods, which we believe meet the requirements to achieve the objective. Perhaps above all it is the methods
using machine learning algorithms.

Finally, the interpretation of the results puts a goal before the reports in a clear formula for the user of the result of
recognition or classification. In the context of risk analysis, violation of the customs legislation, this level of risk -
"High", "Moderate" or "Low".

Preparing input vector "Information of customs control"

Preprocessing is the procedure for preparing data for analysis, during which they are in compliance with the
requirements determined by the specifics of the problem being solved (subject domain) and used model
processing (analysis) of the information received. Typically, data preprocessing includes two components
[BaseGroup]:

1. Cleaning and optimization;

2. Transformation, normalization.
Cleaning is done in order to eliminate factors that reduce the quality of data and analytical algorithms hindering
work. Itincludes processing duplicates, contradictions and fictitious values, restoration and filling gaps, smoothing
and cleaning data from the noise suppression and editing of the abnormal value. In addition, the cleaning process
restores the structure, completeness and integrity of the data, converted incorrect formats.
Optimization of data as part of pre-treatment includes reduction the dimension of the input data, the identification
and elimination of non-significant features. The main difference between the optimization of purification, that the
factors that are fixed in the cleaning process, significantly reduce the accuracy of the solution, or do the work of
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analytic algorithms impossible. Problems to be solved by the optimization, data adapted to a specific problem and
improve the efficiency of their analysis.

With regard to transformation and normalization of data, this step is required to make the information
comprehensible to the terms used by the analytical model. This includes operations such as type conversion,
quantization, encoding and so on. Each method of analysis requires that the original data were in any particular
form. For example, neural networks work only with numeric data, and they should be normalized [Haykin, 1998].
Training data set SIIP must satisfy several criteria [BaseGroup]:

1. The representativeness - data should illustrate the true state of things in the subject area;
2. The consistency - conflicting data in the training set will result in a poor quality of the network training.

Table 1. Forming the input vector "Information of customs control”

Identification .
Ne characteristics Data types Accepted values Coding value

Offshore 00 (bin)
o . The EU countries 01 (bin)
Xo | Country of Origin string : :
The EEA countries 10 (bin)
other countries 11 (bin)

In accordance with the

X1 | Product Code integer o
classifier

Range [0...1]

In accordance with the
X2 Customs cost float WI, Range [0...1]
customs declaration

Number of units or

X3 | Quantity of goods integer batches of delivery Range [0...1]
, Weight unit of goods or
Xs | Weight of goods float the supply of the party Range [0...1]

. In accordance with the
Xs | Invoice cost of a product float WI. Range [0...1]
customs declaration

. no more 5% 0
Xs The difference gross and foat from 5% 0 8% 05
net product
more than 8% 1
The history of the black list 0
X7 | participant of foreign string gray list 0.5

economic activity white list 1
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These criteria provide for himself the whole complex of actions preprocessing of different types of input data. As a
rule, neural networks like multilayer perceptron using sigmoid activation function. That is, the input vector
X =[X,, X,,..., x;,]” must be brought to the range [0...1] or [-1...1] by (1) or (2).

X, = X; 1

" max(X)’ )
_Xi—H

X; = S (2)

where S —range (max(X)—min(X)or standard deviation, - average value.

If you need to partition the continuous value into segments of equal length, the quantization can be performed as
the initial value of the division by a constant value (quantization step) and the integral part of the quotient:

v, =2, ®
where h - quantization step.
An example of the process of forming the input vector is presented in the Table 1.
The components of the input vector are encoded by the following principle:
1. The variable Xo is encoded binary numbers;
2. The variables Xj... Xs are transformed by the formula (1) to the range [0 ... 1];

3. Variables Xs... X7 take only three values, so we put them in compliance with three numeric values of
{0,0.5,1}. These values match the level of risk {"Low," "Moderate," "High"} [ASYCUDA],
[Konovalenko, 2012].

In such a way input vector was transformed to a common format and range - [0 ... 1], which is suitable for the
activation function. Now it can be input into the neural network used for training and classification.

Information processing in customs control

System of intelligent information processing of customs control uses the methods and means of artificial
intelligence. It was suggested [Moroz, 2011] the mathematical apparatus of artificial neural networks to detect the
risk of violating the customs legislation. Quality training SIIP is probably the most important task, it is necessary to
solve the developer, because it directly influences on the result [Bishop, 2007]. So first of all, you need the
original set of input data separated on:

1. The training set {(x“),y“))...(x(”’),y(m) )} ;

2. Cross validation - {(x‘(:lv)yg) ) (X7, y ) )} ;

3. Test-{(xihViw ) (X yic )
The distribution needs to be done in such proportions - respectively 60%, 20% to 20% of that total amount. This
will allow us to use the J,,, (©) (Training error), J., (©) (Cross Validation error) and J,., (©) (Test error).
The general form of the error function (target function) has the following form:

J(@)_L{i(he(xm)_ym)z+)\§®§], (4)

2m| I
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where h, (x)= g(@Tx) (model that can be configured, or hypothesis), © - vector of parameters, which is

configured, A- parameter of regularization member.
Perceptron learning process gradient methods provides an iterative algorithm to minimize the target function
J(©) by adjusting the parameters © (5).

@j=@j_a(%g(he(x(”)—y(’))x}’)+A@jj, (5)

where a - learning rate.
Learning rate a () must be chosen so as to avoid these problems [Ng, 2012]:
o If atoo small, the gradient methods are quite slow to converge;

o [fatoo large, then it is possible that optimization process reusable "jump over" minimum of the target
function, or even completely diverge.

During optimization, it is advisable to plot the target function J(©) of the number of iterations and stop the

learning process when the decrease in the values of a single iteration will not be less than a certain threshold, for
example 10~ . Ideally, it depicts the relaxation process shown in Figure 2. b) During training SIIP appropriate and
probably necessary to calculate the above errors (J,., (©),J,, (©) and J,, (©)) in the space of the

corresponding sets. Analyzing these errors can be identified several issues that affect the ability of the classifier
to generalize. These problems can be described by the following terms:

1) Underfit- A\ has big value (Figure 2. a));
2) Overfit- A=0 (Figure 2. a));
3) Justright- A has average value (Figure 2. a)).

The dependencies of the error function of the regularization parameter A and capacity set m (Figure 3) reveals
the insidious problem of over fit, i.e. situation where the classifier works correctly only on the training set.

A . A A
Jov S T e
Jtrain Jtrain
Jtrain
A m m
a) b) ©)

Figure 2. a) Dependence J(A), b) and c) Dependence J (m), where m - capacity of set

If during training and cross-validation we get a big mistake (Figure. 2. b), increasing the number m not solve the
problem. In the situation (Figure 2. b)), the opposite - increase slightly improve the quality of education in general
[Ng, 2012]. In addition, this procedure can add dimension reduction of the input space (if needed).

After spending 6 experiments for various architectures of multilayer perceptron, revealed that quasi-Newton
method (BFGS) minimization of target function yields the Levenberg-Marquardt (LM) for neural network training
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time and quality of recognition in the test set. Based on the results of experiments allocated optimal neural
network model for one or two hidden layers:

1. Architecture with one hidden layer - 8-[20]-3, learning method LM, recognition error 1.4%;
Architecture with two hidden layers - 8-[17-11]-3, learning method LM, recognition error 1.2% (Figure 3 b)).

Layer Layer
Input Tt Qutput
= wlh. wl. e
— Q — = /@. — 020
8 ) =2 = T3
20 3
a)
Layer
Input wi Output
@ 9
8 b — 3‘ ‘

17

b)
Figure 3. Neural model of the SIIP

So we got a complete description of effective models processing of information of customs control, which allow
identifying the risk violation of customs legislation. And as a result will improve the quality customs clearance of
goods, while reducing costs at the time.

Conclusion

As a result of this work was to develop a holistic model of risk identification violations of customs legislation on
the basis of the type of neural network multilayer perceptron.

The paper discusses methods of converting continuous and discrete types of data suitable for analysis of the
vector and sets. On the example domain "Information customs control" was shown how training set for the
recognition of risk violations of customs legislation.

Were identified analysis techniques quality of the learning process SIIP and possible ways to overcome such
problems of neural networks, as loss of the ability to generalize. Taking into account these recommendations
improves learning algorithm and thus affect the quality of recognition risks violation of customs legislation.

On the basis of this experiments and comparative analysis of the quality of recognition of input images,
highlighted the optimal architecture of the neural network.

Further research should be devoted to the study of effective methods of calculating the optimum multilayer

perceptron architecture, as well as the mechanism of improvement opportunities neuroclassifier by sharing with
fuzzy logic, using genetic algorithms.
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GEOMETRIC APPROACH FOR GAUSSIAN-KERNEL BOLSTERED ERROR
ESTIMATION FOR LINEAR CLASSIFICATION IN COMPUTATIONAL BIOLOGY

Arsen Arakelyan, Lilit Nerisyan, Aram Gevorgyan, Anna Boyajyan

Abstract: Classification and feature selection techniques are among the most commonly used mathematical
approaches for analysis and interpretation of biological data. One of the important characteristics of any classifier
is its classification error, which is important to take into consideration for accurate data analysis. The most
popular error estimation techniques (resubstitution, bootstrapping, cross-validation) strikingly vary in performance.
It is well known that more accurate classifiers such as bootstrapping, cross-validation are very slow, while heavily
biased resubstitution is very fast. Recently, a new bolstered error estimation technique has been proposed that
optimally combines speed and accuracy. It uses a Monte-Carlo sampling based algorithm for classification for the
general case, but for the case of linear classification, an analytical solution may be applied. In this paper we
introduce geometric approach for bolstered error estimation and compare its performance with other error
estimation algorithms. The results obtained show that geometric bolstered error estimation algorithms are very
fast error estimation techniques characterized by accuracy comparable with LOO and having lower variance.
These algorithms are useful for analyzing extremely large numbers of features and may find their applications in
wide fields of - omics data analysis.

Keywords: Biology and genetics, Classifier design and evaluation, Machine learning.

ACM Classification Keywords: A.0 General Literature - Conference proceedings, 1.5.2 — Classifier design and
evaluation, Feature evaluation and selection. J.3 - Biology and genetics

Introduction

Classification techniques have found their wide application in various fields of biomedical research [Sayes, 2007].
The classification problem may be stated as follows: given a set of objects belonging to two or more classes and
described by a set of features, the aim is to design a classifier that will correctly predict class memberships of
new objects. Support vector machines (SVMs) are among the most popular classifiers widely used for
classification and feature extraction in computational biology research. SVMs are used for prediction of protein
secondary structure [Nguyen, 2011], analysis of protein and DNA sequences [Choi, 2011; Lee, 2011], protein
classification [Cai, 2003], prediction of protein-protein interactions [Cui, 2012], identification of transcription
binding sites [Holloway, 2007], and analysis of gene expression data [Golub, 1999; Maulik, 2013].

Occasionally, a classifier may fail to correctly assign the membership of new objects resulting in classification
error. Classification true error is the error rate of the classifier if it was tested on the true distribution of cases
[Nolan, 1997]. Since the true distribution is generally unknown, there is a need to come up with a proper
estimation of the classification true error. Considering its importance both for assessment of the classifier itself
and for accurate interpretation of classification results, several algorithms have been developed for classification
true error estimation.

The best algorithm for approximation of the true error is considered to be the hold-out estimation [Nolan, 1997],

where the dataset is divided into independent training and test sets. The purpose of the training set is to design
the classifier, while the test set is used for assessing the classification error. This method, however, requires large
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datasets, which are not always available, especially in the field of genomics. In high-throughput gene expression
analysis, researchers often deal with very small sample sizes, making the application of the above mentioned
strategy basically impossible [Allison, 2006]. In such cases, training set based error estimation approaches, such
as resubstitution (Resub), leave-one-out cross-validation (LOO) and bootstrapping methods (BST), are commonly
used. These techniques are shown to be strikingly different in terms of speed and accuracy [Dougherty, 2010].

Resub uses the whole training data to estimate the error of a classifier, and is considered to be the fastest among
available algorithms [Devroye, 1996]. However, it has been shown that it is heavily biased, especially in the case
of small sample sized settings [Devroye, 1996].

LOO error estimation is a case of cross-validation algorithms when a single observation from the original sample
is used as validation data, and the remaining observations — as training data. This is repeated until each
observation in the sample is used as validation data. LOO error estimation is shown to be nearly unbiased, but to
have large variance. Moreover, the speed of LOO slows with the increase of sample size [Lachenbrucha, 1968].

BST error estimation is based on generation of a test set from the training set using sampling with replacement
technique [Efron, 1983]. For correct error estimation by bootstrapping, it is suggested to use 100-200 bootstrap
samplings [Efron, 1983]. Bootstrapping error estimation is usually pessimistically biased, but has lower variance
compared to LOO. In addition, bootstrapping is very slow compared to Resub and LOO.

Recently, Braga-Neto and Dougherty [Braga-Neto, 2004] have proposed another error estimation technique
called “bolstered error estimation” (BOL). The principal idea of this approach is the following. The available data
points are used as a training set for the design of the classifier. Next, a bolstered distribution of these points is
generated based on class-dependent variances. In simple cases, bolstering is performed by constructing
p-dimensional spheres around the points (spherical bolstering), where p is the number of features (Figure 1).

1.4F

1.2F

0.8f

0.6f

0.4f

0.2f

-0.5 0 0.5 1 1.5

Figure 1. Graphical representation of bolstered error estimation. Shaded areas of the circles represent error
contributions of the points. The average of all the error contributions is the bolstered error estimate
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The test set is generated by taking new points from these spheres. The use of bolstered space increases the
accuracy of error estimation. According to the authors [Braga-Neto, 2004], bolstered error estimation combines
high computational speed of resubstitution and the accuracy of LOO algorithms. In addition, they have proposed
a semi-bolstering technique, when bolstering is applied only on correctly classified points. In the original paper
[Braga-Neto, 2004], bolstering error estimation is calculated using Monte-Carlo integration (mBOL), however, in
the case of linear classification and spherical bolstering, it is possible to find analytical solutions for error
estimation that may be more accurate and less computationally intensive.

In this paper we introduce an analytical approach for bolstered error estimation for linear classification with SVMs
based on computational geometry approaches.

Methods

Geometric bolstered error estimation algorithm (gBOL)

The algorithm is designed for linear classification and spherical bolstering. It proceeds by firstly training the linear
classifier (e.g. SVM) based on dataset points. Next, spherical bolsters are generated around the points, with
sphere radiuses being equal to the variance in each class, and sphere dimensions representing the number of
features (p). If the signed distance of a sphere center from the hyperplane is less than the sphere radius, the
hyperplane may cut the sphere resulting in generation of a spherical cap. The ratio of the cap volume to the
whole volume of the sphere is the error contribution of the given point. In the most extreme cases the whole
sphere may appear in the opposite decision region, resulting in ratio equal to 1 (100% misclassification). Finally,
classification error is estimated by computing the ratio of the volume of spherical caps or spheres appearing in
the opposite decision region to the overall volume of the spheres (Figure 2).

The pseudocode for gsBOL calculation:
Let N data points{x,y}for i=1..NxeR’ and classes y={-11} be the

training set.
Set error err = 0;
Train the linear classifier;
For each classin i
Calculate the radius © of the spherical bolstering kernel;
Calculate the volume of the sphere Vwith radius G;
For each point belonging to the class in i
Calculate the signed distance d; from the point x; to the separating
hyperplane;
Calculate the volume of the spherical cap C; in opposite decision
region using ¢ and d;;
Calculate the bolstered error errp; for the point x;as Ci/V;
Accumulate errp; in err = err + errp;;
End
End
The total bolstered error is calculated as err/N

Figure 2. The pseudocode for geometric bolstered error estimation
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Geometric semi-bolstered error estimation (gsBOL)

The semi-bolstered error estimation algorithm is based on the gBOL algorithm. The difference is that bolstering
kernel is calculated only for correctly classified objects [Braga-Neto, 2004], while misclassified point are assigned
100% error.

Formulas used in calculations
Linear support vector machines

For N data points {x,, y,} for i=1..N,xe R” and classes y ={-1,1}, the linear support vector solution

should satisfy the following conditions [Vapnik, 1995]:
{W(xi) =w'x +b2+1,if y, =+1

1
W(X,«):wai+bS—1,ifyi:_1 (1)

where w’ x,+b =0 is the separation hyperplane. By minimizing w’w, the margin between both classes is

maximized. The signed distance d; from a data point x; to the separating hyperplane equals d, = W(x, )||w||

Bolstering kernel radius

Bolstering kernel radiuses were calculated according to the approach given in [Braga-Neto, 2004]. The Gaussian
p-variate (p is the number of features) zero-mean bolstering kernel generates spheres centered at the data
points. The radius of the sphere, which is equal to the standard deviation & for a given class, can be easily
calculated from Euclidean pairwise distances between data points in the given class multiplied by a correction
factor. The correction factor is the inverse of % cumulative distribution at point 0.5 with degrees of freedom equal
to p [Braga-Neto, 2004].

Cap volume computation and bolstered error estimation

If the distance from a given data point to the separation hyperplane is less than o, then the hyperplane will divide
the bolstering sphere into caps, one of which will be located in the opposite decision region. The volume of this
spherical cap actually represents the error contribution of a given data point.

Spherical cap volume can be computed using formulas introduced by Li [Li, 2011] as follows:

-0
Ve (r) = j V. (rsin@)dcos@=
o . 2)
=1/2V ("], (ﬂ—j
51110 2 2

where n is the sphere dimension, r is the radius of the sphere, 1sinz ¢(nT+l’%j is the incomplete beta function

and 0< ¢ < % is the colatitude angle.

Algorithms and scripts for Monte-Carlo sampling (mBOL), LOO and BST error estimation

The algorithms and MATLAB codes for BST, LOO, and mBOL error estimation were obtained from previously
published sources [Efron, 1994; Hastie, 2009] and [Okun, 2011].

The scripts for gBOL and gsBOL as well as the general framework for comparison of abovementioned estimation
techniques were written in MATLAB. For SVM linear classification, MATLAB's built-in svmtrain function was used.
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The Matlab source code for geometric bolstering is located at
http://www.mathworks.com/matlabcentral/fileexchange/40118/.

All the used scripts are available at http://www.molbiol.sci.am/big/jbc/Arakelyan_JBC_src.zip.

Datasets

For evaluation of different error estimation techniques we have used two datasets from previously published
results on microarray-based classification of non-small cell lung cancer [Showe, 2009] and prediction of survival
in sub-optimally debulked patients with ovarian cancer [Bonome, 2008]. These datasets are available in Gene
Expression Omnibus  (http://www.ncbi.nim.nih.gov/geo/) under identifiers GSE13255 and GSE26712,
respectively.

In the first study authors have identified a 29-gene signature that separates these two patient classes with 86%
accuracy [Showe, 2009]. The classification was performed using an SVM with recursive feature elimination with
10-fold cross-validation. In the second study, expression profiles of 57 genes were used for prediction of survival
in sub-optimally debulked patients. Classification was performed with hierarchical clustering and 10-fold cross-
validation [Bonome, 2008].
Additionally, we have generated synthetic data (200 samples per class, 5 dimensions) drawn from Gaussian
class-conditional distribution with means equal to -0.5 and 0.5 and spherical variance equal to 2, with Bayes error
equal to 0.29. This very high error rate was chosen to evaluate the performance of error estimators in very extrim
settings.
Experimental setup
We have assessed the performance of gBOL, gsBOL, as well as Resub, LOO and BST error estimation
algorithms according to the following setup:
1. For all datasets we have performed classification error estimation using p = 1, 2, 3, and 5 top ranked
genes.
2. All calculations were performed for samples of size n = 5, 10, 20 and 50 per class. For the GSE26712
dataset, n = 50 was not used because the maximum sample size among the classes was 45.

3. The true error for each experiment was calculated using hold-out estimation: In each experiment a
sample of size n was independently drawn from the pool. This sample was used as a training set, while
the remainder was used as a test set.

4. Each experiment was performed 1000 times.

The true error deviation distribution parameters (mean, SD and root mean square (RMS)) were
calculated for each experiment.

Results

We have performed an evaluation of geometrical bolstered and semi-bolstered error estimation using synthetic
and experimental data, and compared the results with other commonly used error estimation algorithms, as well
as the original Monte-Carlo based bolstering algorithm.

Simulation data

The accuracy of error estimation techniques for the synthetic data is shown in Table 1. Because the true error of
the synthetic data was known we also evaluated the performance of hold-out estimator, which is thought to be the
most accurate true error estimator. However, we found that hold-out estimator was not the best in our
experiments. Simple average rank calculation of true error differences showed that mBOL, gBOL and BST are
top tree error estimators.
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Table 1. Performance of the error estimation algorithms on the synthetic data

Class I: Mean =-0.3, variance: 2;
Class 2: Mean = 0.3, variance: 2
True Error=0.29

Hodout | Resub | LOO | BST | mBOL | eBOL | =BOL
M= SD (RMS)
| o016z 007% 017% 003¢% D08t 007 % 012%
p=112=3 | o o7(017) | 012(012) | 020(0.26) | 0.10(0.10) | 0.08(012) | 0.10 (0:12) | 0.121027)
015+ 2009% 014z 008+ 2010+ 010+ 013z
p=112=101, (016 | 0.09(013) | 0.14(0.20) | 0.07(0.13) | 0.08(0.13) | 0.08 (0.13) | c02(0.16)
013+ 011+ 013+ 2010+ 011+ D11+t 013+
p=1(a=201 55 (0.14) | 0.07(0.13) | 0.10(0.17) | 006(0.12) | 0.06 (0.13) | 0.07 (0.13) | 0.07 (0.15)
— | o2 012% 012¢ 012¢% rETE: LEVE: 013%
p=1|n=30

0.02(0.12) | 0.04(0.13) | 0.05(0.13) | 0.04(0.12) | 0.04(0.13) | 0.04 (0.13) | 0.04(0.13)
0.13% 002%0.13 -0.15% 0.07£0.09 0.03% 001£0.10 -0.04%
0.07 (0.15) (0.13) 0.20(0.25) (0.11) 0.03 (0.08) (0.10) 0.12(0.13)

N 011+ 003+ 013+ |0.00£007 | -0.06% 005+ 2007+
p=210=10{ 51013 | 010010 | 0a5(0.20)| (007 | oc.07(008 | 0.08 (008 | 008(0.12)
. . 009+ 005+ 009+ 003+ 0.06% 0.05% 008+
p=2[2=201 5 521010 | 0.07(008) | 009(0.13) | 0.08(0.07) | 0.06 (0.08) | 0.06 (0.08) | 0.07(0.10)
5 acse| 0072 005+ 007+ 005+ 0.06+ 006+ 007+
P=L11=°Y | 0.02(007) | 0.04(007) | 0.05(0.08) | 0.04(0.06) | 0.04(0.07) | 0.04 (007) | 0.04(009)
i 011+ |009+012| -012¢ |0.14+0.08 | 000008 | 0.07+0.10 | 003+0.12
P=3[2=3 | 5070013 (0.15) 020(0.23) | (0.16) (0.08) (0.12) (0.12)
0.08t | 0032009| -009t [0.07%007| 001t |003:008| -001%
p=312=101 5 (010 | 010 |o014(0.16)| (010 |o0oricon| (oo |ocosi0s)
~ A 007+t | 0002007 | -007t |002:006| -003¢ D01t 004+
p=3[a=201 ;0 (0.07) (0.07) 009 (0.11) (0.06) 0.05 (0.06) | 0.06 (0.06) | 0.07 (0.08)
i 005+ -003% 006+ 002+ 0.04% 003t 006+
p=310=30{ 55006 | 0.04(005) | 0.04(0.07) | 0.03(0.0%) | 0.03(005) | 0.03 (0.05) | 0.04(007)
- i 008+ |019%009| -010%t |0.23%0.05|003+007| 016008 | 014+0.10
P=212%9 |oor(01y | (021 |o20023)| (029 (0.08) (0.18) (0.17)
_ 0.04% | 0122009 -005%¢ |0.1620.06 | 0.02:006 | 0.10£007 | 008008
p=3|2=101 ) c0om | 013 | 014015 | 017 (0.08) (0.13) (0.11)
£01% 0072006 -002% 0.10£0.05 | 001004 | 006006 | 004006
P=312=201 s03(003 | (010 |o00s1009)| (0.11) (0.04) (0.08) (0.07)
, — | 0022002 | 006004 | 0.02£0.05 | 0.060.03 | 0.01+0.03 | 0.050.03 | 002+ 004
p=52=50| .00y (0.07) (0.05) (0.07) (0.03) (0.06) (0.04)

Experimental data
For experimental validation, we have used GSE13255 and GSE26712 datasets (see 2.5).

The accuracy of error estimation techniques in all 16 experiments for the GSE13255 dataset (experiment 1)
showed that the distributions of the deviation of the error estimates from the true error obtained by gBOL and
gsBOL were comparable with the results of LOO, BST and mBOL (Table 2) and outperformed Resub. Meanwhile,
gsBOL appeared to be more accurate than gBOL. Moreover, the data obtained showed that gBOL and gsBOL
demonstrate much lower variance compared to LOO.

In terms of computational speed, gBOL and gsBOL clearly “beat” mBOL, LOO and BST, being very similar to
hold-out and Resub error estimations. While gBOL and gsBOL demonstrated almost no variability in
computational speed depending on the sample size. The speed of mBOL, LOO, and, especially, BST dramatically
slowed down when the sample size became more than 10 (Figure. 3).
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Table 2. Performance of the error estimation algorithms in experiment 1 (GSE13255)

True

Resub LOO BST mBOL gBOL gsBOL
errror

M=SD Mz SD (RMS)

0.12+0.12 0.04=0.18 0.170.09 0.12+0.00 0.12+0.10 0.09=0.11

p=1] n=3 | 047005 17 (0.18) (0.19) (0.15) (0.16) (0.14)

0.10=0.09 005013 0.12+0.07 0.00=0.08 0.00=0.08 0.08=0.00

p=1 | a=10 | 046003 (0.13) (0.14) (0.14) 0.12) 0.12) 0.12)

0.08=0.07 0.06=0.08 0.00=0.06 0.08=0.06 0.08=0.06 0.070.07

p=1 ] a=20 | 046002 .11 (0.10) 0.11) (0.10) (0.10) (0.10)

0.11=0.05 0.10=0.05 0.11=0.03 0.11=0.05 0.11=0.05 0.10=0.05

p=1 | a=30 | 045003 (0.12) 0.11) 0.12) (0.12) 0.12) (0.11)

0.13=0.13 | 0.02=0.19 0.170.10 0.06=0.11 0.110.11 007013

p=2 | n=3 | 035008 (0.18) (0.19) (0.20) (0.13) (0.16) (0.15)

0.07=0.10 | 0.00=0.13 0.100.09 0.03=0.00 0.06=0.00 0.02=0.10

p=2 | a=10 | 0332006 (0.12) (0.13) (0.13) (0.09) @.11) (0.10)

0.04=0.08 0.01+0.09 005007 0.02=0.07 0.04=0.08 0.01=0.08

p=2 | a=20 | 031003 (0.09) (0.09) (0.09) (0.08) (0.08) (0.08)

0.02=0.06 0.01=0.07 0.03=0.06 0.02=0.06 0022006 | -0.00=0.06

p=2 | n=30 | 030=004 0.07) 0.07) (0.07) (0.06) (0.07) (0.06)

0.16=0.13 | 0.03=0.19 022+0.10 0.07=0.10 0.14=0.11 011013

p=3 | n=3 | 035008 (021 (0.19) 024) 0.12) (0.18) (0.16)

0.10=0.10 | 0.00=0.14 0.14=0.08 0.04=0.08 0.08=0.00 0.05=0.10

p=3 | a=10 ) 032005 (0.14) (0.14) (0.16) {0.09) 0.13) 0.11)

0.06=0.08 0.01+0.09 0.08=0.07 0.02=0.07 0.05=0.07 0.02=0.08

p=3 | n=20 | 03004 (0.10) (0.09) 0.11) 0.07) (0.09) (0.08)

0.06=0.06 0.03=0.06 0.07=0.06 0.03=0.05 0.05=0.06 0.02=0.06

p=3 | a=30 | 031003 (0.08) 0.07) (0.09) (0.06) (0.08) (0.06)

024=011 | 0.04=020 029=0.08 0.08=0.10 021=0.10 0.19+0.11

p=3 | n=3 | 034007 (027 (0.20) (0.30) (0.13) (023) (022)

0.15=000 | 0.00=0.13 0.190.07 0.04=0.07 0.13=0.08 0.10=0.00

p=3 | a=10 | 030005 (0.18) (0.13) 021) (0.08) (0.15) (0.14)

0.00=0.08 0.01+0.09 0.00=0.07 0.02=0.06 0.08=0.07 0.05=0.08

p=3 | n=20 1 028004 (0.12) (0.10) 0.12) (0.06) .11 (0.09)

p=5 n=50 | 0282004 0.06=0.06 0.03=0.07 0.06=0.06 0.02=0.05 0.06=0.06 0.03=0.06
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Figure 3. Representative timings in milliseconds for error estimators’ performance depending on sample size
for p = 5. Dataset — GSE13255
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The calculation results also showed that the speed of the computation did not substantially depend on
dimensionality (Figure 4).
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Figure 4. Representative timings in milliseconds for error estimators’ performance depending on feature
dimensionality for n = 20. Dataset - GSE13255

Similar results were obtained for the second dataset (GSE26712). The overall performance of the error
estimators for this dataset is presented in Table 3 and Figure 5 and Figure 6.
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Figure 5. Representative timings in milliseconds for error estimators’ performance depending on sample size for
p = 5. Dataset - GSE26712
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Figure 6. Representative timing in milliseconds for error estimators’ performance depending on feature
dimensionality for n = 20. Dataset — GSE26712

Table 3. Performance of the error estimation algorithms in experiment 2 (GSE26712)

True
Resub LOO BST mBOL gBOL gsBOL
Fea- | Sample .
si M <+ SD Mgirr+ SD (RMS)

0.07+0.13 40.03+0.1% 012+0.11 0.08+0.11 008011 0.03+0.12

p=1| n=3 | 04009 | 4,5 0.19) (0.16) (0.13) (0.19) 0.12)

0.03x0.11 -0.02+0.14 0.06=0.09 0.040.10 0.03=0.10 0.010.10

p=1 n=10 1 0422007 | =4y (0.14) (0.11) (0.10) (0.11) (0.10)

£0.01+0.09 40.03x0.10 0.010.08 -0.000.09 0.01+0.00 -0.02+0.00

pol| n=20 | 0400051 g o) ©.10) 0.08) ) ) 0.09)

0.14+013 40.02+0.19 022009 0.10=0.10 013011 009012

p=2 | n=3 | 0442007 | g ©.19) ©024) (0.14) ©17) 015

0.08+0.11 -0.02+015 012008 0.06=0.09 007=0.10 0.03=0.10

p=2| n=10 | 0422006 | ;5 (0.13) (0.13) (0.11) (©.12) (0.11)

0.030.10 -0.01x0.11 0.06=0.08 003008 0.03=0.00 0.00=0.09

P2 | n=20 | Q4B g 4) ©11) ©.10) 009 009 (0.09)

0.19=0.14 40.02+020 029009 0.13=0.10 018011 014013

P=3 | =3 | 04007 | Ty 021) (030) (0.16) ©22) (0.19)

011011 40.02+015 0.17+0.08 0.08+0.08 010010 0.07+0.10

p=3 | n=10 | 0412006 | ., (0.13) 0.19) (0.12) .19 (0.12)

0.05+0.10 -0.02+0.11 0.09=0.08 0.04=0.08 0.05=0.09 0.020.09

p=3 | n=20 ) 040005 | "4y (0.12) (0.12) (0.09) (0.10) (0.09)

029013 40.02+021 0370.08 0.16=0.09 027011 024012

P=3 | n=3 | 045007 | "y ©21) (0.38) (0.18) 029 ©27

0.18+0.11 40.02+0.16 026008 011008 0170.09 0.13+0.10

P=3| n=10 | 0425006 | (0.16) 027 (0.13) (0.19) .17

0.09=0.10 X0.01=0.12 010008 0.06=0.08 0.09=0.09 0.060.09

P=3| n=20 | 039006 | "5 0.1) 0.13) (0.10) ©.13) ©.11)
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Complete raw data for both experiments are available at http://www.molbiol.sci.am/big/jbc/Arakelyan_JBC_src.zip
(Performance_GSE13255.xIs and Performance_GSE26712.xls in archive file).

Discussion

In this paper we have compared the performance of our geometrical bolstered and semi-bolstered error
estimation algorithms with their original counterparts [Braga-Neto, 2004], as well as several popular error
estimation techniques [Devroye, 1996; Lachenbrucha, 1968; Efron, 1983]. Bolstered error estimation is used for
estimation of classification true error and has several advantages over other contemporary algorithms in terms of
accuracy and speed. For general cases of classification, the bolstered error is estimated by Monte-Carlo
integration, but in specific cases it can be computed exactly by solving the integral-containing equations
described in [Braga-Neto, 2004]. Here, we propose a geometric solution to the bolstered error estimation, namely
gBOL and gsBOL algorithms, specifically designed for the case of linear classification and spherical bolstering.

There are two key features that are characteristic to a good error estimator: accuracy and speed. In terms of
accuracy, both gBOL and gsBOL perform comparable to other commonly used error estimation techniques, such
as LOO and BST, as well as the mBOL algorithm, proposed in [Braga-Neto, 2004]. Moreover, gBOL and gsBOL
are at least 10-350 times faster than LOO and BST and 5-10 times faster than mBOL depending on the sample
size. The speed issue is very important when performing feature selection from extremely high numbers of
features. For example, error estimation with LOO for 5-gene feature set takes almost 1 second, while gBOL or
gsBOL do the same with comparable accuracy in 0.05 second. This means that for 10000 feature sets (which is a
quite common situation, e.g. in microarray gene expression data analysis), a user will spend about 3 hours with
LOO, while with gBOL or gsBOL — only about 10 minutes. This advantage will allow for saving time and
computing resources, and concentrating more on data analysis results interpretation.

We acknowledge the fact that for more complex classifiers and other kernel types, our approach might not be fully
applicable; however, we also recognize that in biomedical research, linear classification is among the most
frequently used classification techniques [Schélkopf, 2004; Tarca, 2007; Ben-Hur, 2008]. Thus, gBOL and gsBOL
implementation of bolstered error estimation is an optimal choice in the case of linear classifiers. We believe that
gBOL and gsBOL will find their users at least in the fields of genomics and structural bioinformatics, where linear
classification is being actively used [Lee, 2011; Holloway, 2007; Yang, 2004].

Finally, gBol and gsBOL algorithms do not include any special MATLAB commands or functions and can be
easily implemented in any other programming language, like C/C++, R, FORTRAN, and Java.

Conclusions

Taken together, gBOL and gsBOL are very fast error estimation techniques characterized by accuracy
comparable with LOO and with lower variance. These algorithms are useful for analyzing extremely large
numbers of features and may find their application in various fields of - omics data analysis.
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THE MANAGEMENT OF PATIENT INFORMATION IN POLISH HEALTH CARE
SYSTEM

Anna Sottysik-Piorunkiewicz

Abstract: The purpose of the paper is to comprehensively characterize the implementation and the current use of
electronic health records (EHRs) in Poland. The paper presents the conception of the management of patient
information in Polish health care system. In this paper author presents the assumptions of the strategies of
implementing IT systems in the health protection sector in Poland. It contains a review of IT systems dedicated
for health care centers. The author described a system of electronic medical records, taking into account
governmental plans for implementing the Health Insurance Card and Polish.ID systems, as well as the Electronic
Verification of Beneficiary Entitlements (EVBE) system being implemented by Polish government. The project of
the EVBE system is a newest part of Polish health care system. The paper presents also an example of
electronic European Health Insurance Card system to management of patient information in Polish health care
system supported by the EVBE. European Health Insurance Card was created as a response to the necessity of
verification of a patient in the European Union and in the countries of the Schengen area. The aim of the article is
to describe the difference between the public electronic patient record system in Poland and the private IT
systems dedicated for health care centres. The author described a system of electronic medical report, taking into
account governmental plans for implementing the Health Insurance Card and pl.ID systems, as well as e-
Prescription system being implemented by the Centre for Health Information Systems.

Keywords: IT systems in health care, electronic health insurance card, health informatics, electronic medical
records.

ACM Classification Keywords: K6: management of computing and information systems

Introduction

The aim of management of patient information in health care system in such facilities as health care centers
(hospitals, clinics), pharmacy's shops and others, is to improve the effectiveness of spending public funds on
health care. Such systems should be characterized by integration and capability of extension [Sottysik-
Piorunkiewicz, 2012)].

IT systems, which are used to streamline, improve the functioning of health care, are the area of interest as well
in Poland [Kawiorska, 2004; Pankowska 2004], as in many countries across the world and Europe, e.g. Germany
[Kalkulation von Fallkosten, 2002], Switzerland [Thatcher, 2013], Netherlands [Shekelle et al, 2006]. The
transformation, due to implementation of IT systems, into a uniform, integrated and flexible structure, is
undoubtedly beneficial for the safety and comfort of patients and streamlining activities in a health care system
[Kaplan & Harris-Salamone, 2005]. Benefits from implementing IT systems fulfil the expectations of patients and
health services providers, as well as improving the whole process of decision making by participants of the health
care system. The research of United States academic medical centers reported generally positive attitudes
towards using the electronic health record (EHR) as a structured, distributed documentation systems that
differ from paper charts [Han & Lopp, 2013] in the ambulatory setting and significant concerns about the
potential impact of the EHR on their ability to conduct the doctor-patient encounter [Rouf et al, 2008]. However
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the clinical documentation, an essential process within electronic health records (EHRs), takes a significant
amount of clinician time. There are luck of methods to optimize documentation ways to deliver effective health
care [Pollard et al, 2013].

The results of a large-scale statewide analysis in 2006 in United States showed the adoption of health information
technologies in physician's offices [Menachemi & Brooks 2006; Menachemi et al, 2006]. They discovered that the
use of quality enhancing technologies such as PDAs, use of e-mail with patients and EHR was less common. But
the state of adoption of health information technologies in physician's offices is still changing. The American
Medical Information Association (AMIA) recommendations is based on research and publication, best practices,
advocacy, education, certification, databases and knowledge integration. With the United States joining other
countries from Europe, e.g. The Great Britain, in national efforts to reap the many benefits that use of health
information technology can bring for health care quality and savings, to minimize complexity and difficulties of
implementing even smaller-scale systems [Kaplan & Harris-Salamone, 2005; Kaplan & Harris-Salamone, 2009].
The last research about factors affecting physician professional satisfaction and their implications for patient care,
health systems, and health policy, based on cooperation between RAND Health, a division of the RAND
Corporation and AMA (American Medical Association), was published in 2013 [Friedberg et al, 2013]. A major
factor limiting efficiency and quality gains from clinical information technologies is the lack of full use by the
clinicians [Kralewski et al, 2008].

Projects for implementing IT systems in health care for management of patient information are complex and
complicated undertakings. These processes should be carried out in stages. To achieve best effects, individual
stages should be implemented efficiently and consistently. Moreover, appropriate legislative changes are required
and — importantly — persuading decision makers about necessity of such solutions.

Any IT systems implemented in health care must comply with legal standards in force and be adaptable to
changes made to the national law. Due to the mass scale of health care, they must also be efficient both for
patient and health protection system [Sottysik-Piorunkiewicz, 2012].

There are many benefits of health information technology that can be bring more health care quality and savings,
sobering reports recall the complexity and difficulties of implementing even smaller-scale systems [Kaplan &
Harris-Salamone, 2009]. The ability of EHRs to improve the quality of care in ambulatory care settings was
demonstrated improvements in provider performance when clinical information management and decision
support tools were made available within an EHR system [Shekelle et al, 2006]. The developers, implementers
and certifiers of EHRs should focus on increasing the adoption of robust EHR systems and increasing the use of
specific features rather than simply aiming to deploy an EHR regardless of functionality to maximize health care
quality [Poon et al, 2010].

Over the past several years, Sittig and others have carried out an extensive qualitative research program
focusing on the barriers and facilitators to successful adoption and use of advanced, state-of-the-art clinical
information systems based on commercially available EHR vendors and the internally developed EHRs. They
concluded that if the well-designed commercially-available systems are coupled with the other key socio-technical
concepts required for safe and effective EHR implementation and use, and organizations have access to
implementable clinical knowledge, the transformation of the healthcare enterprise that so many have predicted, is
achievable using commercially-available, state-of-the-art EHRs [Sittig et al, 2011].

Accelerating the adoption of IT health care systems will require greater public-private partnerships, new policies
to address the misalignment of financial incentives, and a more robust evidence base regarding IT
implementation [Goldzweig et al, 2009].
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The directions of implementing IT systems in Polish health care

EHR implementation is essential to improving patient safety but is still highly heterogeneous across health care
systems and providers, and this heterogeneity leads to equally variable implications for patient safety [Sittig &
Singh, 2012].

The directions of implementing IT systems in Polish health care are now concentrated mainly on putting into
effect the assumptions of the European Commission concerning e-Health. The main issues presented in the ,e-
Health Poland” plan which require implementation by 2015 include the following [Directions of inf., 2009]:

1. Ensuring citizens easier access to health care information.
2. Improving effectiveness of the health care system with regard to electronic flow of information.

3. Creating procedures and guidelines, gathering and giving access to good practices to improve
management of a health care centre thanks to implementing information and communication systems.
4. Modernizing the system of medical information to analyze the demand for provided health services.

5. Practical realization of the development of IT solutions in protection of health in line with the guidelines
the European Commission which will allow the Republic of Poland to be included into the area of
interpretational Electronic Health Record.

Currently, due to accepting for implementation Programmes financed from structural measures, the following
activities are of key importance:
¢ Implementation of the Programme of Health Protection Informatization;

e Creating the conditions for the development of health protection e-services — especially telemedical
systems (teleconsultations, telemonitoring, online patients’ registration) e-prescriptions and electronic
health records, which will be linked with a new identity card [Sottysik-Piorunkiewicz, 2012].

Review of Polish health protection IT systems

Health insurance card

Electronic health insurance card was implemented in the Silesia voivodeship about 10 years ago as part of works
connected with informatization of Silesia voivodeship department of National Health Fund. Electronic health
insurance card is used to verify insurance status of an authorized card holder in the system of Silesia voivodeship
department of National Health Fund. It also provides personal data and is used for authorization of the services
provided as part of performing a contract with Silesia voivodeship department of National Health Fund [Karta
Ubezpieczenia Zdrowotnego, 2012]. This card may be issued to an insured person with a Universal Electronic
System for Registration of the Population national identification number who can prove his/her residence on the
territory of the Silesia voivodeship.
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Figure 1. Electronic health insurance card of Silesia voivodeship department of National Health Fund
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Since 2004, it has been planned in Poland to implement country-wide Health Insurance Card modelled on the
Silesian card. To continue the works ordered by Health Minister on February 8, 2005, a Group was set up to draw
up a strategy for the development of a medical information system in health protection and prepare a conception
of implementing European Health Insurance Card and Health Insurance Card. The tasks of this group included
drawing up a strategy for the development of a medical information system in health protection and preparing a
conception of implementing European Health Insurance Card and Health Insurance Card. It was decided that
representatives of Health Ministry would be involved in the works of a Group for developing a conception and
design of electronic Health Insurance Card (e-HIC), electronic Medical Services Register (e-MSR) and
programmes of their implementation, set up by order of the President of the National Health Fund No 40/2004 of
25 November 2004 for the purpose of preparing a functional conception, scope of application and design of e-
HIC, linked with European Health Insurance Card, and a conception and design of a system for electronic
registration and medical services monitoring (e-MSR) and programmes (strategy, plan, schedule) for
implementing e-HIC and e-MSR [Reply of the Secretary, 2013]. Up to now, the implementation has not been
completed.

Another proposal of implementing electronic medical report was using the function of a health insurance card in
an electronic identity card as part of the implementation of the programme MSR Il. This project was described in
a publication on the connection between Health Insurance Card and pl.ID. Its basic aim is to ensure the
verification of the parties, place and sequence of a medical transaction (patient and professionals) by means of a
cryptographic secret carrier. This project was based on the use of a crypto processor card (Health Insurance
Card, Professional’s Card) in an environment that was safe for creation of electronic signature. It was also
assumed that pl.ID would constitute an electronic document which might be used for verifying a person (including
limited identification), creating personal and qualified signatures, and entitles to cross the borders of the countries
united by the Schengen Agreement, as well as serves the function of HIC. As a result of a decision by National
Council of Ministers of December 2009, the project was linked with pl.ID, in which there was a separate space for
HIC. The National Health Fund was developing and handing to the Ministry of the Interior and Administration the
document ,Technical and functional requirements for Health Insurance Card, HIC application and their
environment”.

Electronic European Health Insurance Card as a part of a Polish health care system for management of
patient information

One of the elements of a Polish health care system in managing patient information is electronic European Health
Insurance Card. It was created as a response to the necessity of verification of a patient in the European Union
and in the countries of the Schengen area.
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Figure 2. European Health Insurance Card
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Currently the project of Health Insurance Card for the patient developed in connection with the pl.ID system is
suspended in Poland. However, the work on the system of European Health Insurance Card is still underway due
to the development of a new conception of the system of patient identification in the countries of European Free
Trade Association [Departament Wspétpracy Miedzynarodowej Centrali NFZ, 2012]. The most important part of
implementation of pl.ID in polish National Registers System is now in the stage of consultation and analysis of
future functionalities [National Registers System, 2013].

This card may be issued to an insured person with a national identification number Universal Electronic System
for Registration of the Population who can prove his/her residence on the territory of the Silesia province. To
continue the works ordered by the Health Minister on February 8, 2005, a Group was set up to draw up a strategy
for the development of a medical information system in health care, and prepare a conception of implementing
European Health Insurance Card and Health Insurance Card. The tasks of this group included drawing up a
strategy for the development of a medical information system in health protection and preparing a conception of
implementing European Health Insurance Card and Health Insurance Card. The main aim of the implementation
of this solution was to [Ujejski, 2011]:

o Facilitate the process of registration and confirming the right to health services (effectiveness);

e Improve the reliability of accounting data sent to the National Health Fund (integrity and indisputability);
e  Secure access to data (confidentiality);

e Increase the chance of a rescue in emergencies;

e Satisfaction of the entitled, possibility of getting remote access to own data;

o Increase the effectiveness of medical centres (automation of activities);

o Decrease the number of frauds, mainly in the area of accounting for services that have not been
provided;

e Improve the quality of data.

Ultimately, health insurance card should be an element of the information system in the health protection system
in Poland. However, using such a card entails access to sensitive data, thus one of basic requirements is
ensuring security of the information system used in medical services. It should also be able to integrate with the
medical services register and medication register. It may also be an instrument for checking insurance as part of
processing European Health Insurance Card instead of the National Health Fund slip of the monthly report for the
insured person. Electronic medical report should be integrated with the information system for pharmacies and
health care centres as well as the electronic system for prescriptions and electronic system for medical
appointment referrals.

The Electronic Verification of Beneficiary Entitlements for management of patient information

At the same time, the Electronic Verification of Beneficiary Entitlements project is being developed in Poland, i.e.
Electronic Verification of Beneficiary Entitlements, in compliance with the law on the healthcare services financed
from the public funds. From January 1, 2013 patients visiting doctors should present Universal Electronic System
for Registration of the Population number and identity card, driving licence or passport, in order to confirm their
entitlement to receiving healthcare from public funds [Do lekarza, 2012]. The tests of the system were conducted
from October 15 to the end of 2012, and its aim is to introduce orderliness into the system of confirming the
entitlement to receive healthcare services. It also takes from doctors the responsibility for checking whether the
patient is entitled. The project was created from the cooperation of the Ministry of Administration and
Digitalization with the Ministry of Health, National Health Fund (Polish ZUS), Social Insurance Institution and
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Agricultural Social Insurance Fund, and was consulted with, among other things, the Chief Inspectorate of
Personal Data Protection.

Thanks to information exchange among the Central List of the Insured of the National Health Fund and
Agricultural Social Insurance Fund registers, it will be possible to check online in a hospital or clinic reception
whether the patient is insured. There will be no need for the National Health Fund slip of the monthly report for
the insured person (although it still will be valid, just like the pensioner identity card and other documents entitling
for receiving services).

In the case when the system did not confirm the entitlement to receiving the services (e.g. when the employer did
not register the employee for insurance), the statement of the insured person will suffice (art. 7 and 8 of the
relevant law).

The introduction of the Electronic Verification of Beneficiary Entitlements system made the procedure of issuing
the National Health Fund slip of the monthly report for the insured person more efficient. The citizen doesn’t have
to produce the monthly report for the insured person slip in the National Health Fund institution, instead he/she
can show identity document.

Integrated IT systems for comprehensive service of health care centres and settlements with NHF
provided by Asseco Poland SA

Depending on the needs of a healthcare provider with regard to medical services, Asseco Poland SA offers
various IT systems for implementation. These are:

— InfoMedica [Infoklient bi, 2014];

— mMedica in versions PS, PS +, Standard and Standard + [Mmedica, 2014];
— Hipokrates;

—  SolMed.

The InfoMedica system consists of several modules. These are, among others: medical systems, and
administration and management systems. The medical systems include the following packages:

— Package: Hospital;

— Package: Clinic Pro;

— Package: Diagnostics;

— Dialysis unit;

—  Workplace infections;

— Package: Laboratory with microbiology;

— Ambulance transport;

— Package: eMedica portal which includes eKontrahent and ePacjent packages.

InfoMedica medical systems are installed in admission rooms, in hospital wards, in diagnostic laboratories,
laboratories, in operating blocks, in doctor's surgeries and treatment rooms, in clinics and outpatient clinics, in
hospital chemists and medical statistic departments. They enable an efficient gathering and distribution of all
medical information connected with the history of treatment of each patient, from his/her admission to the hospital
until the treatment is finished. They help doctors to assess a patient’s health condition, make it easier to access
the data on the health condition of each patient being treated, print all forms used in the treatment process,
ensure obligatory statistical reporting for the National Health Federation as well as medical statistics institutions
and centres. They streamline the organization of treatment process. The dedicated Clinic Pro package supports
the work of medium-sized and large out-patient health care centres. It has got modules to be installed at
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reception desks and in doctor's surgeries. It offers specialized functionalities dedicated for supporting
occupational medicine surgeries, dentist's surgeries, and rehabilitation centres. Due to full integration, doctors
have access in their surgeries to a patient’s whole medical documentation, including the history of hospitalization
as well as examinations and medical procedures carried out [Informklient systemy medyczne, 2012].

The administration and management systems include the following packages:
e Package: finances and accounting;
o Package: Treatment Costs Bill;
e Package: Sale Service;
e Package: Budgeting — Controlling;
e Package: Managing the trade of medicine and materials;
e Package: Managing Fixed Assets;
e Package: Human Resources and Payroll Service;

The administration and management systems of the InfoMedica package are responsible for gathering and
processing all information connected with economic events in a hospital. They are installed in accounting
department, Human Resources department, salary calculation, and other departments of a hospital's
administration. They are used to maintain comprehensive bookkeeping, manage finances, carry out management
accounting, prepare price lists of medical services and offers for, among others, the National Health Federation,
and other health care payers, develop plans for the sale of medical services, monitor contracts and agreements,
and receipts from their fulfilment, maintain a detailed costing of current activity, calculate costs of patients’
treatment, perform economic predictions. All the applications of the InfoMedica package are integrated with each
other so as to ensure a flow of information between relevant organizational units of a hospital in which IT system
was implemented [Infoklient systemy administracyjno zarzadcze, 2012].

The system of electronic prescription e-Prescription

The e-Prescription system is one of the first projects of building a modern IT system in health protection. It is
being implemented under the project ,Electronic Platform for Gathering, Analysing and Sharing digital resources
about medical events”, which is part of the country-wide Programme for Health Protection Informatization. The
entity responsible for implementing the electronic prescription system is the Centre for Health Information
Systems, set up by the Health Minister [Poznaj, 2012]. All the information gathered in the e-Prescription system is
protected in accordance with security standards in force. The information in the e-Prescription system is
exchanged using encrypted SSL protocol (Secure Sockets Layer), which is a widely used data transmission
standard. This allows for the communication in the e-Prescription system to take place only between entitled
participants of the prototype and an unauthorized access to data is prevented. Moreover, cryptographic
techniques are used to verify and ensure information consistency. The technique of encryption is based on
process of transforming plain text or data into cipher data that cannot be read by anyone other then the sender
and the intended receiver [Laudon & Laudon, 2011]. Usage of encryption is necessary to protect digital
information that are stored, transferred, or sent over the Internet. The capability to generate secure session is
built into Internet client browser software and servers. SSL is designed to establish a secure connection between
both two computers of the client and the server.

The e-Prescription system allows electronic prescription to function parallel with its formal counterpart in the form
of a paper prescription. The use of electronic prescription along with a paper prescription does not disturb the
existing model of prescriptions circulation which is based only on paper prescriptions. Currently, due to the lack of
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appropriate regulations regarding the functioning of prescriptions only in an electronic form, an electronic
document does not constitute a prescription in the light of law.

Writing a prescription in an electronic form takes place by means of a doctor's medical computer program, and in
the case when a doctor does not have internal software in his/her surgery, communication with the e-Prescription
system occurs through an on-line application.

Pharmacists work with the e-Prescription system directly through their chemist's program, and can also dispense
electronic prescriptions through a dedicated on-line application.

Patients get access to information about the history of their pharmacotherapy through the e-Prescription Internet
Account.

The prototype of the e-Prescription system was launched in mid-March 2011, but the actual processing of
prescriptions using this system started on 18 April 2011. The delays were connected with the need to install and
launch the system in the entities that signed a cooperation agreement with the Centre for Health Information
Systems, and necessity of providing training to medical personnel and pharmacists on how to operate the
system.

The e-Prescription system supported 20 facilities, i.e. 2 clinics, 2 doctor’s surgeries and 16 chemist's shops. This
implementation can be regarded as a pilot implementation across the country in 2012 [Sottysik-Piorunkiewicz,
2012). However, for the system to be successfully implemented across the whole country, electronic prescription
should be regulated by new legal regulations, and in the whole country there should be access to the public
database of medicines, patient’s insurance card and a tool for doctors authentication.

Systems for pharmacy’s shops and clinics provided by Kamsoft SA

One of the companies which provide IT systems for health protection sector is Kamsoft SA based in Katowice.
The company is developing a lot of projects in medicine and pharmacy, from systems for supporting hospitals
(KS-MEDIS), clinics (KS-SOMED) or dentist’s clinics (KS-KST), through data security systems in medicine and
pharmacy (KS-BDO) and a database of medicine and health protection means (KS-BLOZ), to national system of
health protection. The company also implements systems supporting chemist's shops: Integrated System for
Managing a Network of Chemist's Shops (KS-ZSA) and IT System for Supporting the Handling of a Chemist’s
Shop (KS-AOW) and systems for pharmaceutical wholesale outlets (KS-EWD).

The Integrated IT System for Servicing a Clinic (KS-SOMED) is a multi-module tool for supporting the work of
medium-sized and large specialist clinics. The system is characterized by an extended functionality which
enables the processing of the most important organizational issues:

e Managing doctor’s appointments schedule;
o (Gathering of medical data;
e Handling of financial settlements with payers.

The NHPS National Health Protection System portal is a free of charge educational and informational platform for
all representatives of the health protection market and patients. It enables communication between a patient,
doctor and pharmacist, the use of various health services and access to preventive health programs. The central
element of the NHPS system is patient and his/her family. Each patient is represented in the system by an
Individual Health Account. The Patient Service enables performing various operations on the health account.
They include viewing data gathered in the system and entering certain information by a patient himself. This
information may be subsequently used by doctors and medical personnel to have a better knowledge about
patient’s health, and thus it may lead to providing the patient with a better health protection [Strug, 2009].
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The Electronic Data Exchange system (KS-EWD) enables direct communication between a chemist’s shop and a
wholesale outlet by means of the Internet. The unique features include interactive checking availability of goods in
a wholesale outlet, together with the option of immediate ordering of the goods on special offer. Due to integration
of the KS-AOW and KS-EWD systems, the system designed for chemist's shops includes features ensuring data
exchange between a chemist’s shop and a wholesale outlet.

The IT System for Supporting the Handling of a Pharmacy’s Shop (KS-AOW) is a comprehensive system for
supporting the work of chemist's shops, working under the Windows environment. In its work, the system uses
SQL databases and Internet technologies. Particular emphasis was placed in the system on an efficient and fast
operation. Also, the solutions applied in the system allow using needle printers and their work with the system in a
character mode. The KS-AOW system consists of a dozen interrelated modules, which ensure a wide range of
possibilities. The features included in the modules comprising the System allow checking sale, orders and
purchases, manage the warehouse, create lists, analyses and perform accounting. The KS-AOW system
complies with the regulations of the Health Ministry, Finance Ministry, National Health Fund and other entitled
institutions and is constantly modernized and adapted to changing regulations.

Integrated System for Managing a Network of Pharmacy’s Shops (KS-ZSA) is a comprehensive system
supporting monitoring and managing the work of a network of chemist's shops, working under the Windows
environment. The central management of chemist's shops enables an optimal warehouse management,
rationalization of purchases and a better use of the economies of scale during purchases. The system consists of
a dozen interrelated modules which ensure a wide range of possibilities. The features included in the modules
allow to place orders and make purchases, manage the warehouse, create lists, analyses as well as accounting
for individual chemist's shops. Management of chemist's shops, by analysis and purchase specialist, supported
by the KS ZSA system, allows relieving the staff of chemist's shops of many tasks and using the time saved for
increasing professionalism of patient care and assistance — which is a more and more important element of
competing on the pharmaceutical market [Direction, 2011].

Discussion

There are some lacks of information health care systems in Poland:

e Certain data redundancy — similar data is stored in different registers, kept by two different entities, e.qg.
Central List of Insured Persons and Central Register of Insured Persons (The National Health
Federation and Health Insurance Company);

e Incoherence of data between different registers — the same data in different registers may vary (e.g.
change of address is not automatically updated in all registers in which the address appeared);

e Lack of cooperation with reference registers — generally, registers do not refer to base reference
registers;

e Lack of cooperation between registers in health protection — registers in health protection do not use
source information which already exists in other health protection registers;

e Lack of a uniform data model - registers and databases in health protection do not use a uniform data
model;

e Lack of structure and relationships between registers in health protection.

Currently, newer and newer systems for pharmacists' shops are being implemented, i.e. EuroMedica [Apteka
Euromedica, 2012], based on modern Internet technologies. Clinics implement InfoMedica or OSOZ systems
(Table 1). However, it seems necessary to implement such IT systems in health protection for management of
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patient information in Polish health care system e.g. a Health Patient Information System [System, 2013] which
will ensure [Directions, 2011]:

1.

Creation of information conditions that will allow taking long-term optimal decisions in health policy,
irrespective of the adopted organizational model of health protection and principles of financing it.

Creation of a stable information system in health protection, characterized by a flexible approach to the
organization of the system of health protection resources, including a model of financing services from
public funds, and resilience to disturbance in data gathering and archiving, caused by system changes in
health protection.

Decreasing the information gap in the health protection sector that makes it impossible to build an
optimal model of health protection.

Organizing an existing system for information gathering, processing and analysing (e.g. in Business
Intelligence systems).

Building a system ensuring electronic communication and possibility of exchanging documents and
reports between health protection entities and the proprietary body.

Table 1. Manufacturers, name of health care systems and features of them

Name

Producers Charcteristics of Features

System/Module

Package programs modular registrants health benefits (part white) and
InfoMedica |administrative and economic events (gray part) and the settlement of the
contributors. It has elements of data analysis and business decision support.

Asseco It covers an area medical (white), administrative (gray) and management support.

Poland SA

Hipokrat
Iposreiss Implemented electronic medical history. One of the first system in Poland HIS.

The system is dedicated for smaller entities supporting the movement of patients,
Solmed  [the primary drug economy and the most important elements of the branch
operation and administration.

Gabos A comprehensive service system of health care facilities . Supports medical part,
Software Mediqus 3  |including issues related to the management and operation of both hospitals and
Sp. zo.0. outpatient units.

KS-MEDIS [HIS system that supports part of the white and gray hospital.

KS-SOLAB  [Laboratory system, serving both small laboratories and hospital units.

KS-SOMED [The outpatient service.

Kamsoft SA
KS-ZSA  [Pharmacy network management system.
KS-AOW  [Support system for pharmacy.
KS-KST  [A dedicated system for dental treatment.
Conclusion

The paper discusses the difference between the public electronic patient record system in Poland and the private
IT systems dedicated for health care centres. The paper presents an intelligent information system of electronic
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medical records, taking into account governmental plans for implementing the Health Insurance Card and pl.ID
systems, as well as e-Prescription system being implemented by the Centre for Health Information Systems. The
assumptions of the strategy of implementing IT systems in health protection in Poland focus on achieving a
satisfactory level of informatization in the basic areas of the health protection system. So far, Poland has
succeeded the first step in implementing a single system, but the next step should be focused on data
redundancies and should be coherent, both for patients and health care centres [Direction of inf., 2009].
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NAMATU BUKTOPA NMONUKAPMOBUYA TNAOYHA

1936 - 2014

24 anpens 2014 ropa ckoHvancs Bukmop lMonukapnoeuy FnadyH — [OKTOP TEXHUYECKMX Hayk, nmpodeccop,
CTapLNA HayYHbIA COTPYAHUK MHCTUTyTa KMbepHeTukn umenn B.M. nywkoBa HauuoHanbHom Akagemun Hayk
YKpauHbl.

Bukmop [Monukapnoeuy MnadyH Obin spkuM NpeacTaBUTENEM TanaHTIMBOA Hay4YHON MONOAEXM, koTopasi B
Hayane LecTnaecaTbix npuwna B kubepHeTMKy no 30By pasyma u cepaua. C Tex mop M A0 KOHUA AHEN OH
0CTaBarncs BepHbIM CBOEMY MPU3BaHMIO, KOTOPOE 0CO3HABAI Kak HayuHbIi AONT.

Poawuncs Buktop B Knese B 1936 rogy B yuntenbckoin ceMbe. B copok nepeom oTel yWwén Ha poHT 1 nornb noa
XapbkoBoM. Mama ¢ CbIHOM Mepexunu okkynawumio, noToM Obina LWKona, KOTOpyto BUKTOP 3aKOHYWI C 30M10TOM
Meaanbio.

B 1953 rogy Bukmop nadyH noctynun B Knesckuit FocyaapcTBeHHbI YHUBEpCUTET MMeHn Tapaca LeByeHko.
B atom rogy 6bin o6pa3oBaH HOBbIN (haKyNbTET — pagnou3nyeckuil, NpenogaBaHe BENOCh Ha BbICOKOM
YPOBHE, COOTBETCTBYIOLLEM NOTPEOHOCTAM CTpaHbl, B KOTOPOWA OYPHO pa3BKBanoCk PaKETOCTPOEHWE M BCKOPE
Obin coenaH nep.biit Wwar B Kocmoc. Bukmop Monukapnoeuy, bnarogaps 6nectswein yuébe, apyxeniobuto n
OMOpPY Cpasy Xe 3aBOeBaN aBTOPUTET Cpedy OQHOKYPCHWKOB, CTan MPW3HAHHbIM KOMCOMOMbCKAM TMAEPOM.
Yyacb B YHuBEpCUTETE, OH 3aBOEBasl BbICOKME CMOPTUBHbIE Pa3psdbl MO TMMHACTWKE W anbnuHWU3MY. Bbin
MPUHST B KOMMYHUCTUYECKYIO MapTui0. EMy [oBEpUnn pykoBOAUTL CTYAEHYECKUM OTPSAOM Ha LiENUHE B ropsyee
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Bpems ybopku ypoxas netom 1956 roga, v 3TOT [OOPOBOMBHBIA TPYAOBOW MOPbIB OblNl OTMEYEH PSAOM
BnarogapHocTen.

Mocne nNony4eHns «KPacHoro amnnomay 06 OkoH4aHUK KueBCKoro rocyHuBepcuTeTa MOMOAOIH crneuuanmet Obin
HanpaBneH MO pacnpedeneHnto Ha paboTy B NPECTXHbIA  HayyHo-uccnenoBaTenbCki  MHCTUTYT
paanoanekTpoHukn (r. Knes). Cpasy xe Oblfl 3ameyeH 1 NoCcTaBMeH BO rfaBe rpynnbl pa3paboTynkoB CUCTEMBI
aBTOMATWUYECKOTO YNPaBNEHNS PAANOTEXHUYECKMM KOMMNEKCOM. 34eChb OH Hayynuncs AoBOAWTb paboTbl A0 WX
npuéma [ocyaapCTBEHHOM KOMMCCYEN, NPUOBPEN HaBbIKM YNPaABMEHNS MHXEHEPAMM U TEXHUKAMK B YCMOBUAX
XECTKON NPOM3BOACTBEHHOM AMCLMNMMHBI. OTO BbIN ero BKNag B ykpenneHne 000pPOHOCNOCOBHOCTM CTpaHbl.

W BCE e, HECMOTPS Ha OTNINYHbIE HAyYHbIE NepcnekTuBbl, Bukmopa MadyHa HeyMOnUMO TSHYNO B MHCTUTYT
knbepHeTukM (B 1962 rogy — BoumcnuteneHbiii LieHTp Akagemun Hayk YCCP), koTopbi OCHOBaN BbligatoLLmincs
YYEHbI 1 OpraHu3aTop, OcHoBaTeNb kMGepHETUKM Ha YkpauHe Buktop Muxainosud [nywkos. Moatomy nocne
TpéxneTHero uHxeHepHoro ctaxa B HAW Bukmop [Monukapnosuy noctynun Ha paboty B BLL AH YCCP - B
nabopatopuio Teopun LMPOBLIX aBTOMATOB, KOTOPYK BO3IMABMSAN TanaHTNMBLIA Y4YEHLINA, BMOCMEACTBUAN
[OKTOP TEXHUYECKMX HayK, npodeccop 3uHoBuiA [lbBoBMY PabuHoBKY. Ha BCHO OCTaBLUYHOCS KU3Hb TBOPYECKAs
Apyx6a cBszana 1x BMeCTe, B XapKux AUCKYCCUSX MEXIY YYUTENEM U YYEHUKOM POXLanuUCh Uaeu, anroputMbl,
cmenble nybnukauun. Mop pykooacteom 3.J1. PabuHoBuya B 1967 rogy Bukmop [lMonukapnoeuy nadyH
3aLMTIN KaHAWGATCKYH AnccepTaLmio «ABTOMaTU3UPOBaHHbIE CUCTEMbI 06paboTkM UHGOPMALWNY.

B atmocdhepe HayyHoro noucka n ceobogHoro obuieHns, Ha BYypHO MpoTeKaloLmMX B abopaTopum HayuHbIX
CemMMHapax, B KOTOPbIX O4EeHb YacTO MPUHUMAN yyacTue u aupektop BoluncnutensHoro LieHtpa B.M. Mnywwkos,
pOXAanucb Camble (haHTaCTUYECKMe NPOEKTb, KOTOPbIE MOTOM MPETBOPANMCH B XW3Hb. B.M. MnywwikoB ctaBun
nepes MOnofbIM KOMMEKTUBOM 3afady pa3paboTki 3NMEKTPOHHO-BBIMUCIUTENbHBIX MalUMH [N NPOBEAEHUS
CMOXHbIX MHXEHEPHbIX U TEOPETUYECKNX PaCcYETOB, KOTOPbIE, B OTNINYME OT YHMBepCanbHbix IBM, mormu 6bl
BbIMyCKaTbCA KPYMHOCEPUIAHO U HACHITUTb NEPEfoBON BbIYMCIIUTENBHON TEXHWUKO MPOEKTHO-KOHCTPYKTOPCKME
OpraHu3auuy, oTpacrneBble WHCTUTYThI U KOHCTpykTopckue 6topo CCCP. B WHcTuTyTe KubepHeTukn Obinn
pa3paboTaHbl TEOPETUYECKME U UHXEHEPHO-KOHCTPYKTOPCKME MPEANnOCHINKA AN BbINOMHEHUS 3TOW 3agjayn U
NpaKTMYeCKN CO3AaHbI Manble SNEKTPOHHO-BbIYMCAIUTENbHbIE MaLUMHbl. OT 3TON rocyaapCTBEHHON CTpaTerm —
co3daHne KpynHblx cepuit mManbix OBM — octaBancs ogwH HeGomblioW war A0 pa3paboTkum COBETCKMX
NepcoHanbHbIX KOMMbIOTEPOB, HO CTPaHa He ycnena caenatb 3TOT Luar.

B nepuog ¢ 1962-ro no cemupecsitbie rogbl Bukmop [Monukapnoeuy InadyH paspabatbiBan TEOpUIO
[MCKPETHbIX aBTOMATOB M TEOPWUO anropuTMOB, BKMKOYas CO3[aHME MALUMHHBLIX S3bIKOB BbLICOKOTO YPOBHS,
OPWEHTUPOBAHHBIX Ha «OPYXECTBEHHbIN» WHTepdenc nonb3oBatens. [lapannenbHo OH  pasMbIwnsn o
npuHUMnax o6paboTkm MHGOPMAaUMM  MaluMHAMM  «HEMMaHOBCKOrO TUMa» M COMOCTaBNsn  MX C
WH(OPMALMOHHBIMK NpoLieccamn B GUONOrMYeckuX cuctemax. ATO NPUBEMNO €ro K MbICMKW, YTO MOXHO CO3AaTb
anropuTMUYECKyt0 Mofenb, KOTopas B KakoW-To CTeneHu Bocrmpoussoauna 6bl npouecchl npeobpasoBaHus
WHopmaLun B MO3re YeroBeka. Tak pogunach (haHTacTuyeckas Mo Hay4yHou cmernoctn mpes — Pactywme
MupamupaneHble Cet (PC). Cnycts rogbl Mbl yBuaenu, 4to 910 Obin NpopbiB B 06nactv co3gaHus
KnbepHeTUYECKMX YCTPONCTB U VckyccTBeHHOro MHTennekTa.

B ocHoBy PI1C nonoxeHa apxutektypa HerponogobHoi ceti. AnroputM paboTbl Takoi CeTW NpeaenbHO NpocT 1
NoOTOMY Ype3BblvainHo 3dhdekTvBeH. MOBTOPSIOWMECS PerynspHO CUrHambl (CTUMYIbI) HA BXOZE HEMPOHHON CETM
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00pa3yloT B Hell HOBbIE CTPYKTYPbI C YCTOMUMBLIMIA CBA3AMU. ECm HekoTopas KOMOMHALMS BXOAHBIX CUTHAroB
NOBTOPSIETCS, TO B CETU «BblpacTaeT» OTAEMbHbIN «HEMPOH» (y3en C BXOLALMMM W BbIXOALMMMU CBSA3SMM),
KOTOpbI 3Ty KOMOWHALMKO 3anOMMHAET M BNOCNEACTBUM Ha Heé pearupyeT. HEMpPOHHbIE CTPYKTYPbI HUKHUX
yposHei PTC nocteneHHo — nog BosgencTsreM obyyatoleit BelIbopkn — obbeaunHsaoTes B 6onee CrnoxHble
CTPYKTYpbl BepxHero ypoBHs. Takum o6pa3om, CO30aétcs uepapxuyeckas pacTyllas ¥ pasBuBatoLLasncs
opraHusauus namsatu. Mocne koHua obyyeHns obpasyeTcs ceTeBas CTPYKTypa, coxpaHstowas B cebe «obpas»
MHOXeCTBa BXOAHbIX CUrHamnoB. 3TOT 0bpa3 MOXeET BbITb NPEACTaBNEH B BUAE MHOXECTBA NTOTUYECKMNX (hYHKLMIA,
KoTOpble (hopMarbHO 0TOOpaxatoT 3aKOHOMEPHOCTY NOPOXKAEHNS MHOXECTBA CUrHarOB.

Kak n MHorve HoBble 1 peBOMOLMOHHbIE naeu, PacTywme MupammpansHble Cetn noHavany Obinm BCTPEYeHb!
Hay4HbIM COOBLIECTBOM C M3BECTHbIM CKENTULMU3MOM. 3TO, B YaCTHOCTM, MPOSBUNOCHL B TOM, Y4TO Bukmopy
lMonukapnosuyy NpuULLNOCH 3alWLLiaTh CBOK LOKTOPCKYH AuccepTauuo Asaxabl. [OMOrnM B 3awuTe Takue
kayecTBa MOJIOAOrO YYEHOrO Kak YMOPCTBO B JOCTMKEHWUM LiENW M YBEPEHHOCTb B CO3A4AHHOM MM Hay4HOM
npoaykte. 3awwuta [gucceptaumm «TeopeTMdeckue OCHOBbI MPOLECCOB  (HOPMMPOBAHMA  MOHATAA 1
NNaHMPOBaHWS AENCTBUI B aBTOMATU3UPOBAHHBIX CUCTEMAX HayuHbIX UCCMELOBaHUIy, KOTOpas COCTOANach B
Kvese, B HcTUTYTE KMbepHeTnkm um. B.M. Mywkosa B 1983 rogy, npowwna TpuymdanbHo.

MpaBUNbHOCTL CBOEI Hay4HON Teopun Bukmop IMonukapnoeuy [MadyH Ao0Ka3an He TOMbKO TEOPETUYECKM, HO
W Ha npakTuke. [oa ero pykoBOACTBOM KOMMEKTUB TanaHTIMBbIX uccrneposateneil B TedeHne 1970 — 2007 rr.
paspabotan psa MHCTPYMEHTanbHbIX NporpammHbix komnnekcos: KOAGKC (ans nocTpoeHust SKCmepTHbIX
cuctem), KOHOOP (ans o6HapyxeHust 1 aHanu3a 3aKOHOMEPHOCTEW, Ha OCHOBE MHAYKTMBHOrO 0606LieHus
AaHHbIX 06 n3BecTHbIX obbekTax), AHANOIMNA (ans pelleHus 3agayn knaccudumkaumm Ha OCHOBE BbIBOZa Mo
aHanoruy Ans oBbeKTOB, MMELLMX BHYTPEHHIOW CTpyKTypy) u apyrux. KOH®OP cnocobeH pewatb 3apauu
006paboTkM [AaHHbIX, B KOTOPbIX 3HAYEHWS LLENEBOro CBONCTBA 3aBUCAT OT MHOMX napameTpoB 6e3 anpyopHbIX
NPeAnonoXeHNA 0 XapakTepe Takoil 3aBMCMMOCTW. Hapsgy ¢ 3TUMM KoMMiekcamn paspaboTaH YHWKamnbHbIN
Asbik npeacTaBnenns 3HaHuin — AKCMPECC, B koTOpoM NpeaycMOTPEeHbI CpeacTea ans 3anucu hopmynupoBoK
3agad, npasuna npeobpasoBaHus cuTyauuid, OPMbl 3anuCK NaHOB PELIeHWid W Apyrue Makponpoueaypsl
BbICOKOrO YPOBHSI.

OPEKTUBHOCTb HOBbLIX KOMMBLIOTEPHBIX TexHonoruit Gbina anpobupoBaHa B Takux 06MacTsx NpuKnagHbIX
“ccnegoBaHUi, kak MEAMUMHCKas AMarHoCTWKa, TEXHWUYEeckas AMarHOCTUKA PadMO3MEKTPOHHBIX YCTPOWCTB,
ONpedeneHne XU3HEHHOTO LMKNA MeXaHUYecKUX Y3roB M HeKoTopblX Apyrux. C MOMOLLbI0 NMpOrpaMMHbIX
komnnekcos Ha ocHoge PIC pelwanucb pasHONMaHOBbIE 3adaun: NPOrHO3MPOBaHUE MECT 3areraHus nonesHbIx
ncKonaemblx, NpeackasaHne CONHEYHON akTUBHOCTY, 3afayu BbIAENEHNs 3aKOHOMEPHOCTEN, KOTOPbIE NPUCYLLK
SKOHOMMYECKMM CUTYaLMsIM M TEXHOMOrMYECKMM Npoueccam, 1 apyrvue. bonee Tpex gecsitkos net (¢ 1976 r.)
cuctema AHAJTN3ATOP u ee passutne — KOHOOP ncnonb3yloTes B UccrefoBaHusx MHCTUTyTe metannypriuu
uv. AABaikosa (r. Mockea) [Ans MPOrHO3MPOBAHMS CYLIECTBOBAHWSI HOBbIX MaTepuarioB C 3adaHHbIMM
CBOWCTBAMU; KpOMe 3TOr0 CUCTeMa nokasana CBOK 3(PEKTUBHOCTb MPWU PeLleHUM 3adavn nnaHWpOBaHWS
nocrneaoBaTeNbHOCTU JENCTBUI ANS CUHTE3a XUMUYECKUX COEAMHEHNA (VIH-T opraHuMJeckoro CuHTesa, r. Pura).
Cuctembl  nnaHmpoBaHus peweHnii - APROS, CODEX npuMmeHsmuCb B SKCMEPUMEHTANbHOM
POOOTOTEXHNYECKOM KOMMNMEKCE ANS NNaHWpoBaHWs AeincTBuid poboToB. [psmMoil HapOAHOXO3ANCTBEHHbIN
ahhekT OblN NOMyYeH OT BHEAPEHWS METOAA NPOrHO3MPOBaHMsS Murpaumy pelbbl B bapeHuesom mope (HIMO
«CeBpblbay, r. MypmaHck, Poceus).
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B nocreaytoume rofbl AESTENBHOCTM BHUMAHWE Y4EHOro, 06MaJaBLIEro LMPOKUM KPYro30poM U Hay4HbIM
npeaBUAEHNEM, COCPEAOTOMNUNOCH Ha MPaKTUYECKUX 3ajavax, pellaemblX YENOBEKOM Ha WHTENNEKTyanbHOM
ypoBHe. WM Gbin chenaH Lwar oT NpoLeccoB NaHMPOBaHWs W MPUHATUS PeLUeHuii K npobremam NoHUMaHus
A3bIKOBbIX COOOLUEHWIA, KOTOpble MPEeLCTaBMeHbl B BAE TEKCTOB WM [WUCKYPCOB CMOXHOWA CEMaHTUYECKOM

CTPYKTYpbI.

OpgHum 13 nepBblx 6bin  MOCTPOEH nporpaMmHblil komnnekc KOHCMEKT (2000 - 2007 rr.). Ero
WHTennekTyanbHas paboTta 3aknivaetcs B TOM, 4TOObl ANS 33a4aHHOTO TEKCTa MPOM3BOSBHON TeMaTUKM
COCTaBWTb aBTOMATUYECKN KOHCMEKT, TO €CTb — AaTb KpaTKWiA W rpaMOTHbIN Mepeckas CopepxaHusi Tekcta ¢
MUHUMAnNbHBIMU UCKAXEHWSIMU €r0 CBA3HOCTU. Mcnonb3oBaHue LaHHOW MH(MOPMALMOHHOW TeXHonoruu gaét
nomnb30BaTento BO3MOXHOCTb HE TOMbKO XPaHUTb MaccuBbl JOKYMEHTOB B CKaTOM BMAE (C COXPaHEHWEM WX
CEMaHTWKM N OCHOBHOTO COAEPKaHMsl), HO 1 BbICTPO 0TOPAKOBbIBATL HEHYXHbIE, BbIBUPATL akTyanbHble ainbl.

B nocnegHve rogbl xu3Hn Bukmop lMonukapnoeuy madyH noctaBun nepeg cobon amBuLMO3HYK0 Hay4HYH
3afayy — NocTpouTb O6LLEHNE YENOoBEeka 1 KOMMbIOTEPA Ha MPUHLMNAX B3aUMONOHUMaHus. C caMoro Havana oH
YCTaHOBWN, YTO Takoe OOLleHMe HEeBO3MOXHO 6e3 npeacTaBneHnst M OOPMNEHMS CUCTEMbI 3HAHUIA —
OHTOMOrMKN. PasBuTe 3TUX MAE NPUBENO K CO3AAHMI0 KOHLENTYaNbHOrO anroputMa, B 6asy 3HaHWi KOTOpOro
3aJIOXeEHbI, C OHON CTOPOHbI, 3HaHWS YenoBeka 06 okpyxatowlem ero Mupe u 3HaHUs 0 NPeAMETHbIX 06nacTsx
[EeATeNbHOCTM, @ C [PYroil CTOPOHbl — MPOLEAYPbl CUMHTAKCUYECKOTO, CEMAHTMYECKOro W MmparMaTuyeckoro
aHanmMsa «kuBoro» TekcTa. [lpegnonaraeTcs, YTO MOHUMAHWE TEKCTa AOCTATOMHO CIOXHOM KOTHWUTMBHOW
CTPYKTYpbl AOCTUraeTcsl 4yepes W3BneYeHWe W3 Hero 6a30BOM KATEropuu CO3HaHWS W KOMMYHUKaUMM —
«Cmbicnay». TpygHOCTb COCTOsiNAa MMEHHO B hopmanu3auuu camoro noHsTus «Cmbicny. PaboTbl B 3TOM
HanpaBneHnn npogomkakTcs. B cnyyae ycnexa KoMnblOTepbl CNEAYIOWMX MOKONEHWA, aHOPOMAL! U aBaTapbl
OypyT obnagatb aneMeHTamy aHTPOMOMOPGHOrO MOHUMAHMS U MbILLIEHNS.

Bukmop MMonukapnosuy MnadyH nposiBun cebs Takke M Kak XOPOLUMIA OpraHn3aTop Hayku. MHOro neT oH,
Oyayyn [OOKTOPOM TEXHMYECKMX Hayk M npodheccopoM, Bo3rnaensn nabopatopun uccneposateneit B HIMO
«lopcucTemoTexHukay u B HcTuTyTe KnbepHeTukn umenn B.M. Mnywkosa HAH YkpauHbl (r. Kues). OcobeHHbIn
Nepuoz ero XW3Hu CBA3aH C Hayarom AeBSAHOCTbIX FOAO0B MPOLLIIOro Beka, korga B pesynbtate pacnaga CCCP
pervoHanbHas Hayka okasanacb Ha rpaHu gerpapauuu. B obctaHoBke OTCYTCTBUMSI (PMHAHCMPOBAHWS OH He
TOMbKO HaWweén B cebe cunbl coxpaHuTb nabopaToputo, NPogomkaTh HayuHy paboTy, HO U cymen 0bbeanHUTbL
y4éHbix YkpauHel, Poccun, Benapycw, bonrapum, Monbiwm, Bennkobputanum, CLUA n gpyrux cTpaH B eguHyio
opraHu3aupio, Kotopasi JercTByeT kak «Accoupauus cosgatenel W nonb3oBaTtene CUCTEM UCKYCCTBEHHOTO
nutennekta» (ACIMUC). MexaoyHapogHas KOHGhepeHUWs, perynspHble 3acefaHus KOTOpOi MPOBOASATCA MOA
Ha3BaHueM «3HaHus — [uanor — Pewenue» (aHrn. «KDS» - Knowledge-Dialogue-Solution), u3sectHa B
Hay4HOM MUpe Ha PasHblX KOHTUHEHTAX; €€ 3HauMMble TpyAbl MyOnMKylTCS Ha CTpaHuLax XypHana
“International Journal on Information Technologies and Applications” (“IJ ITA”).

B nepwog 1987 - 1991 rr. Bukmop [lonukapnoeuy Obin npeacegateneM MexayHapoaHoi paboyeit rpynnbl
WG26, a B 1988 — 1992 rr. — conpefcenatenem mexayHapoaHon paboyen rpynnel WG25, sBRsncs yneHom
CoBeta accounauu no npobneme «MCKyCCTBEHHbIN WHTENMEKT», NPUHUMAN y4yacThe B OpraHu3auun MHOMMX
HayYHbIX KOH(EpEeHLM Kak pPYyKOBOAMTEMb MPOrPaMMHOMO KOMUTETA UMM B COCTaBE OPraHU3aLUMOHHbIX
KOMWUTETOB, BXOAMN B PEOAKUMOHHbIE COBETbI MEXOYHApPOAHbIX Hay4HbIX M3AaHMIA (B TOM uucCne — XKypHana
[JITA), nog ero HayyHbIM pYKOBOACTBOM pasBuBanocb MexayHapogHoe HayyHoe coobuiectso ITHEA
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(ITHEA International Scientific Society) n uspatenscreo ITHEA (www.ithea.org), koTopele npuobpenu M1poBom
13BECTHOCTBIO U 3HAYUMOCTbIO.

OH BEn npenogaBaTenbCkylo paboTy B Bedylmx BbICWKX y4ebHbIX 3aBedeHusix YkpauHol — B KueBckom
HaumoHaneHoM YHusepeutete um. T.1. LeByeHko, a Takke B HaunoHansHom YrusepcuteTe «HTTY KMA». Mog
€ro pyKOBOACTBOM 3aLLMTUINCL AEBATL COMCKaTENeh Y4EHON CTENEHN KaHaMaaTa TEXHNYECKMX HaYK.

Bbicokuit ypoBeHb KynbTypbl Bukmopa [Monukapnosuya, 3HaHue 3bika 1 06LLeCTBEHHOE AOBEPUE NO3BONNIMN
emMy B LUECTUAECATLIX N CEMMAECATbIX rofax NpPOUTI HaY4HYI0 CTaXMPOBKY B AHMMWK 1 B UTanuu, coTpyaHuYaTh
¢ y4éHbimm CLUA. MMeHHO nosTOMy OH Nerko Haxogun o6l S3blKk ¢ 3apybexHbIMM WccreaoBaTensmu,
KOTOpblE BCErAa BbICOKO LEHUNN €ro 3pyAuLMI0, WHTENMUIEHTHOCTb, YBaXEHUE K MapTHEPY. Pesynbrathbl €ro
Hay4HbIX UCCMef0BaHNN OTPaXEHbI B NATU MOHOrPAMSX 1 MHOTOYMCNEHHBIX CTaTbsAX.

YBNEYEHHOCTb HayKoi M BbICOKOe Tpyponobue Bukmopa [Monukapnosu4a rapMOHUYHO COYETANUCh B €ro
XapakTepe C PasHOCTOPOHHWUMMW  YBMIEYEHUSMU WUCTOPUEN U KyMbTypol CBOeW PoauHbl,  My3bIKOW,
nyTewwecTBuaMI. B komnaHusx Apy3er OH U3nyyan 3Hepruto U camobbITHBIN KOMOP, OCTABAsCh B TO JKE BPEMS «B
TEeHW». 3anOMHUNCA HaM WUCKITIOUMTENbHBIM W YUCTBIM CTPEMIIEHMEM MPUATW Ha MOMOLLb B TPYAHYIO MUHYTY,
NoAenuTLCS B MoOXode MocnegHuM Kyckom xneba. Bbin npekpacHbIM CEeMbSHWHOM, OTLOM [ABYX CbIHOBEW,
BOCMMTLIBAN ABYX BHYKOB.

B Hawmx cepauax ocTaHeTcst rmybBokoe coxaneHue o notepe Yuutens u [ipyra, v B TO e Bpemsi —CBETIIOe
YYBCTBO MPUYACTHOCTW K €ro u3Hu. CoxpaHUM TEnmno ApyXeckoro pykonoxatus Bukmopa [Monukapnosuya
FnadyHa.
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