SELF-MODIFICATED PREDICATE NETWORKS

Tatiana Kosovskaya

Abstract: A model of self-modificated predicate network with cells implementing predicate formulas in the form of elementary conjunction is suggested. Unlike a classical neuron network the proposed model has two blocks: a training block and a recognition block. If a recognition block has a mistake then the control is transferred to a training block. Always after a training block run the configuration of a recognition block is changed. The base of the proposed predicate network is logic-objective approach to AI problems solving and level description of classes.
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Introduction

An element of a classical neuron network is an adder of weighted inputs followed by a function mapping the result into the segment $[0, 1]$. The neuron network configuration is fixed and only the adder weights may be changed.

The proposed model of logic-predicate network has two blocks: a training block and a recognition block. An element of every block is an elementary conjunction of an atomic predicate formula or its negation. Configuration of the recognition block is formed after an implementation of the training block and may be changed with its help.

The training block is a “slowly running” block. At the same time the recognition block is a “quickly running” one.

The base of the proposed predicate network is a logic-objective approach to AI problems solving [Kosovskaya, 2007] and level description of classes [Kosovskaya, 2008]. The algorithm of level description of classes is published in [Kosovskaya, 2014; Kosovskaya, 2014a] and uses the notion of partial deduction introduced in [Kosovskaya, 2009].
Main notions of logic-objective approach to a recognition problem

Let an investigated object is represented as a set of its elements $\omega = \{\omega_1, \ldots, \omega_t\}$. The set of predicates $p_1, \ldots, p_n$ (every of which is defined on the elements of $\omega$) characterizes properties of these elements and relations between them. Logical description $S(\omega)$ of an object $\omega$ is a collection of all true formulas in the form $p_i(\tau)$ or $\neg p_i(\tau)$ (where $\tau$ is an ordered subset of $\omega$) describing properties of $\omega$ elements and relations between them.

Let the set $\Omega$ of all investigated objects is a union of classes $\Omega = \cup_{k=1}^{K} \Omega_k$. Logical description of the class $\Omega_k$ is such a formula $A_k(x)$ that if the formula $A_k(\omega)$ is true then $\omega \in \Omega_k$. The class description may be represented as a disjunction of elementary conjunctions of atomic formulas.

Here and below the notation $x$ is used for an ordered list of the set $x$. To denote that there exists such a list $x$ that all values for variables from the list $x$ are distinct the notation $\exists x \neq A_k(x)$ is used.

The introduced descriptions allow solving many artificial intelligence problems [Kosovskaya, 2011]. These problems may be formulated as follows. Identification problem: to pick out all parts of the object $\omega$ which belong to the class $\Omega_k$. Classification problem: to find all such class numbers $k$ that $\omega \in \Omega_k$. Analysis problem: to find and classify all parts $\tau$ of the object $\omega$. The solution of these problems is reduced to the proof of logic sequent's $S(\omega) \Rightarrow \exists x \neq A_k(x)$, $S(\omega) \Rightarrow \bigvee_{k=1}^{K} A_k(x)$, $S(\omega) \Rightarrow \bigvee_{k=1}^{K} \exists x \neq A_k(x)$ respectively and determination of the values for $x$ and $k$.

The proof of every of these sequent's is based on the proof of the sequent

$$S(\omega) \Rightarrow \exists x \neq A(x),$$

(1)

where $A(x)$ is an elementary conjunction.

Upper bounds for number of steps for these problems solving are proved in [Kosovskaya, 2010]. These bounds have exponential under the length of the formula $A(x)$ form. More precisely, the power of the exponent is the number of arguments in $A(x)$ for an exhaustive algorithm and the number of atomic formulas for algorithms based on logical derivation in the first order predicate calculus.

It is proved that every of these problems is an NP-complete one. If the sign $\exists$ is changed by the sign. Then every of these problems is an NP-hard one.
Level description of classes

The notion of level description of classes was introduced in [Kosovskaya, 2008]. Such a description allows essentially to decrease the number of steps for an algorithm solving every of the above formulated problems. This notion is based on the extraction of “frequently” appeared sub-formulas $P_i^l(y_i^l)$ of $A_1(x_1),...,A_K(x_K)$ with “small complexity” and changing them in these formulas by atomic formulas $p_i^l(y_i^l)$ defined by the equivalence $p_i^l(y_i^l) \equiv P_i^l(y_i^l)$. New predicates $p_i^l$ having new first-level arguments $y_i^l$ for lists $y_i^l$ of initial variables are called first-level predicates. The formula $A_{k^l}(x_{k^l})$ is received from $A_{k}(x_k)$ by means of a substitution of $p_i^l(y_i^l)$ instead of $P_i^l(y_i^l)$.

Repeat the above described procedure with all formulas $A_{k^l}(x_{k^l})$. After $L$ repetitions an $L$-level description in the following form is received.

$$A_{k^L}(x_{k^L})$$
$$p_1^L(y_1^L) \equiv P_1^L(y_1^L)$$
$$\ldots$$
$$p_n^L(y_n^L) \equiv P_n^L(y_n^L)$$
$$\ldots$$
$$p_1^l(y_1^l) \equiv P_1^l(y_1^l)$$
$$\ldots$$
$$p_n^l(y_n^l) \equiv P_n^l(y_n^l).$$

The solving of the problem in the form (1) with the use of the level description of classes is decomposed on the sequential ($l = 1, \ldots, L$) implementation of the following actions.

- For every $i$ ($i = 1, \ldots, n_l$) check $S^{l-1}(\omega) \Rightarrow \exists y_i^l \ P_l(y_i^l)$ and find all lists $\tau_i$ of previous levels constants for the values of the variable list $y_i^l$ such that $S^{l-1}(\omega) \Rightarrow P_l(\tau_i)$;
- Introduce new $l$-level atomic formulas $p_l(y_i^l)$ defined by the equalities $p_l(y_i^l) \equiv P_l(y_i^l)$ with new $l$-level variables;
- Substitute $p_l(y_i^l)$ instead of $P_l(y_i^l)$ into $A_{k^l}(y_i^l)$ and obtain $A_{k^l}(y_i^l)$;
- Add all constant atomic $l$-level formulas in the form $p_l(\tau_i)$ ($\tau_i$ were received at the first step) to $S^{l-1}(\omega)$ and obtain $S^l(\omega)$. Here $\tau_i$ are new $l$-level constants for the lists of $(l-1)$-level constants.
At last check $S(\omega) \Rightarrow \exists y_k \forall \xi A_k(y_k)$. An approach to the extraction of common sub-formulas was described in [Kosovskaya, 2014; Kosovskaya, 2014a]. It is based on the notion of partial deduction.

### Partial deduction

The notion of partial deduction was introduced by the author in [Kosovskaya, 2009] to recognize objects with incomplete information. During the process of partial deduction instead of the proof of (1) we search such a maximal (up to the names of variables) sub-formula $A'(x')$ of the formula $A(x)$ that $S(\omega) \Rightarrow \exists x' \ A(x')$.

Let $a$ and $a'$ be the numbers of atomic formulas in $A(x)$ and $A'(x')$ respectively, $m$ and $m'$ be the numbers of objective variables in $A(x)$ and $A'(x')$ respectively. Parameters $q$ and $r$ are defined as $q = a'/a$ and $r = m'/m$. In such a case sub-formula $A'(x')$ is called a $(q,r)$-fragment of the formula $A(x)$.

Sub-formula $A'(x')$ is called a maximal (up to the names of variables) sub-formula of the formula $A(x)$ if it is its $(q,r)$-fragment with the maximal value of the parameter $q$. Hence, for the $(q,r)$-fragment $A'(x')$ the sequence

$$S(\omega) \Rightarrow \exists x' \ A'(x')$$

is valid and for every other $(q'',r'')$-fragment $A''(x'')$ of the formula $A(x)$ with $q'' < q$ this sequence is wrong.

The other definition of parameters $q$ and $r$ is possible. Let predicate symbols setting object characteristics have weights $w_i$ ($i = 1, \ldots, n$) and objective variables in $A'(x')$ and in $A(x)$ have weights $v_j$ ($j = 1, \ldots, m$) and $v'_j$ ($j = 1, \ldots, m'$) respectively.

The value of parameter $q_w$ is defined as quotient of the sum of weights for all predicate symbol occurrences in $A'(x')$ to the sum of weights for all predicate symbols occurrences in $A(x)$. The value of parameter $r_v$ is defined as quotient of the sum of weights for all objective variables in $A'(x')$ to the sum of weights for all objective variables in $A(x)$. Parameter $q$ (as well as parameter $q_w$) characterizes the informativeness of $(q,r)$-fragment containing only $r$-th ($r_v$-th respectively) part of all variables.

To point that we check not the sequence $\Phi \Rightarrow \Psi'$ for some formulas $\Phi$ and $\Psi'$ but their partial sequence the notation $A \Rightarrow_{p} B$ will be used.
The notion of partial deduction allows to develop an algorithm for an extraction of a maximal (up to the names of variables) sub-formula of two elementary conjunctions [Kosovskaya, 2014; Kosovskaya, 2014a]. Let \( A_i(x_i) \) and \( A_j(x_j) \) be two elementary conjunctions of predicate formulas with the lists of variables \( x_i \) and \( x_j \) respectively. Checking of partial deduction for \( A_i(x_i) \Rightarrow \exists x_j \neq A_j(x_j) \) (or for \( A_i(x_i) \Rightarrow \exists x_i \neq A_i(x_i) \)) gives their maximal (up to the names of variables) common sub-formula \( Q^{1}_{i,j}(x_{ij}) \) such that \( A_i(x_i) \Rightarrow \exists x_{ij} \neq Q^{1}_{i,j}(x_{ij}) \) and \( A_j(x_j) \Rightarrow \exists x_{ij} \neq Q^{1}_{i,j}(x_{ij}) \). It may be proved that the formulas \( Q^{1}_{i,j}(x_{ij}) \) and \( Q^{1}_{j,i}(x_{ji}) \) coincide up to the names of variables.

The list of variables \( x_{ij} \) may does not be contained in the list \( x_i \). And the list of variables \( x_{ji} \) may does not be contained in the list \( x_j \). Nevertheless if we use an exhaustive algorithm or an algorithm based on logical derivation in the first order predicate calculus common unifiers (i.e. such substitutions of variables from the lists \( x_i \) (and \( x_j \) respectively) into the list of variables \( x_{ij} \) (and \( x_{ji} \) respectively) that after applying of these substitutions to \( Q^{1}_{i,j}(x_{ij}) \) (to \( Q^{1}_{j,i}(x_{ji}) \) it becomes a sub-formula of \( A_i(x_i) \) (\( A_j(x_j) \) respectively)) will be constructed. That’s why the formulas \( Q^{1}_{i,j}(x_{ij}) \) and \( Q^{1}_{j,i}(x_{ji}) \) would not be distinguished.

Algorithm of level description

1. For every pair of elementary conjunctions in the class description by means of partial deduction checking for \( A_i(x_i) \Rightarrow \exists x_j \neq A_j(x_j) \) extract their maximal (up to the names of variables) common sub-formula \( Q^{1}_{i,j}(x_{ij}) \). At the same time find common unifiers for \( A_i(x_i) \) and \( A_j(x_j) \) with \( Q^{1}_{i,j}(x_{ij}) \).

2. Repeat the process of maximal (up to the names of variables) common sub-formulas extraction for every pair \( Q^{1}_{i}(x_{i}) \) and \( Q^{1}_{j}(x_{j}) \) (\( i = 1, \ldots, L - 1 \)), receive \( Q^{i+1}_{i,j}(x_{i+1,j}) \) and common unifiers for \( Q^{i+1}_{i,j}(x_{i+1,j}) \) with \( Q^{1}_{i}(x_{i}) \) and \( Q^{1}_{j}(x_{j}) \). The process will stop because the lengths of the extracted formulas decrease.

3. Among all extracted sub-formulas select minimal (according to the number of variables for the further exhaustive algorithm use and according to the number of atomic formulas for the further logic algorithm use). Denote the chosen sub-formulas by means of \( P^{i}(y_{i}) \) (\( i = 1, \ldots, n_i \)) and introduce 1-st level predicates \( p^f_i \) with 1-st level variables \( y_i^f \) for the lists of initial variables defined by the equivalences \( p^f_i(y_i^f) \Leftrightarrow P^{i}(y_i) \).

4. Formulas \( P^{i+1}(y_{i+1}) \) (\( i = 1, \ldots, n_{i+1}, l = 1, \ldots, L - 1 \)) are chosen among the previously extracted formulas with taking in account that all sub-formulas \( P^{i}(y_{i}) \) are replaced by new atomic formulas \( p^f_{l}(y_{i}) \).

Note that during the training block run it is possible to assign weights to the level predicate and level variables. It may be done, for example, in dependence of the frequency of their appearances in the training set.
Formation of logic-predicate network

A training set of objects is given to form an initial variant of the network training block. Replace every constant $\omega_j$ in $S(\omega)$ by a variable $x_j$ ($j = 1, \ldots, t$) and substitute the sign & between the atomic formulas. Initial description of classes consists of these elementary conjunctions.

Then the **Algorithm of level description** is implemented to the received set of elementary conjunctions. The training block is formed.

Formulas $P_i(y_l)$ ($i = 1, \ldots, n_i$, $l = 1, \ldots, L$) obtained in the training block (together with unifiers) are the contents of the cells forming recognition block. This block runs as it was described in the section **Level description of classes**.

If after the recognition block run an object is not recognized nor has wrong identification then it is possible to train anew the network. The description of the “wrong” object must be added to the input set of the training block. The training block extracts common sub-formulas of this description and previously received formulas. Some sub-formulas in the level description would be varied. Then the recognition block is reconstructed.

The scheme of the network is presented on the Figure 1.

It is possible to modify the process of recognition. For example, it is possible to calculate a distance between the parts of a recognized object and sub-formulas defining a level predicate. Then the nearest sub-formula is taken for the further recognition of the object. The calculation of such a distance is presented in [Kosovskaya, 2012]. But in such a case the recognition block would run essentially slower. Moreover, if we use the procedure of “the nearest neighbor” then we can only suppose that some part ($r$-th part) of the object is contained in the object of the chosen class with some ($q$-th) degree of certainty.

A model example of predicate network construction

Given a training set of the class of “boxes” of contour images represented on the Figure 2.

Every object is a set of nodes in its contour image. Descriptions of objects are done in the terms of initial predicates $V$ and $L$ defining relations between the nodes. The descriptions of these predicates are presented on the Figure 3.
Figure 1. Scheme of the network

Figure 2. Training set of a class

Figure 3. Initial predicates
The description of class of “boxes” made according the given training set contains 4 elementary conjunctions. Every such conjunction consists of all atomic formulas which are valid for the corresponding image and in which the node name $i$ is changed by the variable $x_i$.

For example, the elementary conjunction

$$A_2(x_1, \ldots, x_8) =$$

$$V(x_1,x_4,x_2) \& V(x_2,x_6,x_3) \& V(x_2,x_1,x_3) \& V(x_3,x_2,x_8) \& V(x_4,x_5,x_1) \& V(x_4,x_6,x_1) \& V(x_4,x_7,x_6) \& V(x_4,x_7,x_1) \& V(x_5,x_4,x_7) \& V(x_5,x_7,x_6) \& V(x_6,x_2,x_5) \& V(x_6,x_2,x_4) \& V(x_6,x_5,x_8) \& V(x_6,x_4,x_8) \& V(x_6,x_8,x_2) \& V(x_7,x_5,x_4) \& V(x_7,x_8,x_5) \& V(x_7,x_8,x_4) \& V(x_8,x_3,x_6) \& V(x_8,x_6,x_7) \& V(x_8,x_3,x_7) \& L(x_5,x_4,x_6)$$

corresponds to the image $b$ on the Figure 2 pairwise partial deduction of these elementary conjunctions allows to extract common sub-formulas corresponding to the images represented on the Figure 4.

$$Q^i(x_2,x_3,x_4,x_5,x_9,x_{10}) =$$

$$V(x_1,x_3,x_2) \& V(x_2,x_1,x_3) \& V(x_2,x_3,x_4) \& V(x_3,x_5,x_1) \& V(x_3,x_6,x_4) \& V(x_3,x_9,x_1) \& V(x_5,x_2,x_4) \& V(x_5,x_2,x_3) \& V(x_9,x_{10},x_4) \& V(x_9,x_4,x_3) \& L(x_4,x_3,x_5)$$

corresponds to the image $bd$ on the Figure 4.
The following extraction by means of pairwise partial deduction between common sub-formulas corresponding images $ab, ac, ad, bc, bd, cd$ gives a sub-formula corresponding to the image represented on Figure 5.

![Figure 5](image)

**Figure 5.** Image corresponding to the second extraction of common sub-formulas

Elementary conjunction

$$Q^2(x_1, x_2, x_3, x_4, x_5, x_9, x_{10}) =$$

- $V(x_1, x_3, x_2)$ & $V(x_2, x_4, x_3)$ & $V(x_3, x_4, x_1)$ & $V(x_3, x_9, x_1)$ & $V(x_3, x_9, x_5)$ & $V(x_3, x_9, x_{10})$ & $V(x_3, x_9, x_1)$ & $V(x_5, x_2, x_3)$ & $V(x_5, x_2, x_3)$ & $V(x_9, x_{10}, x_3)$ & $L(x_4, x_3, x_5)$

corresponds to the image on the Figure 5. The process of maximal common sub-formulas extraction stops.

The formula $Q^2(x_1, x_2, x_3, x_4, x_5, x_9, x_{10})$ is a minimal one and is taken for $P^f(x_1, x_2, x_3, x_4, x_5, x_9, x_{10})$. It defines a first-level predicate $p^f(x^f)$. Here $x^f$ is a new first-level variable for the list of initial variables $(x_1, x_2, x_3, x_4, x_5, x_9, x_{10})$. Taking in account common unificators (defined while extraction of common sub-formulas) variable $x^f$ will be used for the lists $(x_1, x_2, x_3, x_4, x_5, x_9, x_{10})$, $(x_1, x_2, x_4, x_5, x_6, x_7, x_8)$, $(x_1, x_2, x_3, x_6, x_7, x_8)$, $(x_1, x_2, x_3, x_6, x_9, x_{10})$ respectively in four formulas of the initial description.

After substitution $p^f(x^f)$ instead of every sub-formula in the form $P^f(y)$ into $A_i(x)$ the two-level description is obtained. For example, the elementary conjunction corresponding to the image $b$ on the Figure 2 has the form

$$A^2(x^f, x_1, \ldots, x_9) =$$

- $p^f(x^f)$ & $V(x_2, x_6, x_3)$ & $V(x_2, x_7, x_3)$ & $V(x_3, x_2, x_8)$ & $V(x_5, x_6, x_7)$ & $V(x_5, x_6, x_7)$ & $V(x_5, x_6, x_7)$ & $V(x_6, x_4, x_8)$ & $V(x_6, x_4, x_8)$ & $V(x_6, x_4, x_8)$ & $V(x_6, x_4, x_8)$ & $V(x_6, x_4, x_8)$.
Four second-level predicates are defined by elementary conjunctions corresponding to the images \( ab, ac, bd, cd \) on the Figure 3. This elementary conjunction contains the first-level predicate \( p^1 \) and the first-level variable \( x^1 \).

For example, the elementary conjunction corresponding to the image \( b \) on the Figure 4 has the form

\[
P_{2^1}(x^1, x_1, x_2, x_3, x_4, x_5, x_6, x_7, x_9, x_{10}) = \\
p^1(x^1) & V(x_2, x_5, x_6) & V(x_2, x_5, x_6) & V(x_2, x_5, x_6) & V(x_2, x_5, x_6) & V(x_2, x_5, x_6) & V(x_2, x_5, x_6) & V(x_2, x_5, x_6) & V(x_2, x_5, x_6) & V(x_2, x_5, x_6).
\]

It defines a second-level predicate \( p_2 \) and second-level variable \( x^2 \). The second-level variable \( x^2 \) is a variable for the list of initial variables and the first-level variable \( (x^1, x_1, x_2, x_3, x_4, x_5, x_6, x_7, x_9, x_{10}) \) which corresponds to the list of initial variables \( (x_1, x_2, x_3, x_4, x_5, x_6, x_7, x_9, x_{10}) \).

After substitution of \( p_2(x^1) \) instead of every sub-formula in the form \( P_{2^1}(y) (l = 1, 2, 3, 4) \) into \( A_{k^1}(x^1) \) the three-level description is obtained. For example, the elementary conjunction corresponding to the image \( a \) on the Figure 2 with the use of the formula \( P_{2^1}(x^1, x_1, x_2, x_3, x_4, x_5, x_6, x_7, x_9, x_{10}) \) describing the image \( ab \) on the Figure 4 has the form

\[
A_{1^2}(x_1, x_2, x_3, x_4, x_5, x_6, x_7, x_9, x_{10}) = \\
p_2^2(x^1) & V(x_2, x_5, x_6) & V(x_2, x_5, x_6) & V(x_2, x_5, x_6) & V(x_2, x_5, x_6) & V(x_2, x_5, x_6) & V(x_2, x_5, x_6) & V(x_2, x_5, x_6) & V(x_2, x_5, x_6) & V(x_2, x_5, x_6).
\]

But the elementary conjunction corresponding to the image \( a \) on the Figure 2 with the use of the formula \( P_{2^1}(x^1, x_1, x_2, x_3, x_4, x_5, x_6, x_7, x_9, x_{10}) \) describing the image \( ac \) on the Figure 4 has the form

\[
A_{1^2}(x_1, x_2, x_3, x_4, x_5, x_6, x_7, x_9, x_{10}) = \\
p_2^2(x^1) & V(x_2, x_5, x_6) & V(x_2, x_5, x_6) & V(x_2, x_5, x_6) & V(x_2, x_5, x_6) & V(x_2, x_5, x_6) & V(x_2, x_5, x_6) & V(x_2, x_5, x_6) & V(x_2, x_5, x_6) & V(x_2, x_5, x_6).
\]

Here the second-level variable \( x^2 \) is a variable for the list of first-level and initial variables \( (x^1, x_1, x_2, x_3, x_4, x_5, x_6, x_7, x_9, x_{10}) \) which corresponds to the list of initial variables \( (x_1, x_2, x_3, x_4, x_5, x_6, x_7, x_9, x_{10}) \).

The training block run stops.
Given a new image represented on the Figure 6 for recognition, the network would not recognize it because the first-level predicate is not valid.

![Figure 6. Control image](image)

Add the description of this control image to the input data of the training block. The extraction of common sub-formulas for this description and the formula defining the first-level predicate gives a formula corresponding to the image represented on the Figure 7.

![Figure 7. Image corresponding to the new first-level predicate](image)

New second-level predicates correspond to three images represented on the Figure 8.

![Figure 8. Images corresponding to three new second-level predicates.](image)

The set of the third-level predicates coincides with the set of previous second-level predicates. So, the recognition block is constructed anew and represents four-level description of the class.
Conclusion

An approach to the construction of self-modificated predicate network is presented in the paper.

Now the main problem while constructing such a network is a detailing of unifiers storage and transfer. These unifiers allow to substitute new atomic formulas instead of the extracted (up to the names of variables) sub-formulas.

The open question is “what extracted formula must be changed by an atomic one if it may be done in different ways?” To answer this question complexity investigation must be done.

While extracting a sub-formula it may happen that it contains several variables of a lower (not initial) level. In such a case the sub-formula defines a relation between parts of an object. When we must regard these parts as informative pair or a new informative part?

Very interesting is the possibility of a weighted predicates and variables use. Probably these weights must vary in dependence of “valid” or “wrong” recognition as it is usual for traditional neuron networks.
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