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Abstract: Breast cancer is one of the most widespread and dangerous cancers 

among women. It is a disease that requires quick and accurate diagnoses. For 

this task, convolutional neural networks (CNNs) represent a huge breakthrough 

in image recognition. Many CNNs however, require large datasets for training 

which is not always available to researchers. In this paper, the effects of using a 

small dataset will be compared between our proposed convolutional 

autoencoder (CA) and DenseNet. It is shown that when using a small dataset 

there is considerable overfitting when using DenseNet, whereas overfitting does 

not occur with the proposed CA. Moreover, the training time of the CA was 

faster than DenseNet, and sensitivity (recall) of the proposed model was 90%.  
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1. Introduction 

Breast cancer is a serious public health risk, affecting a large number of women 

every year. According to the last studies, one in every eight women in the 

United States will develop breast cancer in her lifetime. In the last year, it is 

estimated there were 268,600 new cases of invasive breast cancer and 62,930 

new cases of non-invasive breast cancer diagnosed in women in the U.S [1]. 

Breast cancer is one of the largest public health threats requiring early detection 

to save lives. When it comes to cancer detection, a false negative might leave a 

patient with a lack of treatment which can have dire consequences for the 

patient. A false positive will just lead to more testing and analysis, which will 
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eventually lead to the discovery of the false positive. For this reason, recall 

(sensitivity) is more important than accuracy.  

The aim of this study is to develop deep learning methods that could improve 

the sensitivity and training time of diagnosing breast cancer. In order to reduce 

the training time of the model, the model should be simplified. However, if the 

convolutional DenseNet will be used, because the model is more complex, it 

requires more data to train the model. As a result, the time of training is 

increased. Alternatively, using a convolutional autoencoder, the number of 

convolutional layers will be chosen in a way that will simplify the model and 

reduce the chance of overfitting. Using a small sample size with the 

convolutional autoencoder, produced a better result than the DenseNet model 

while reducing the training time.  

 

2. Review of previous works 

Authors in [2] proposed a new method they call “end-to-end" method and used 

the Curated Breast Imaging Subset of the Digital Database for Screening 

Mammography (CBIS-DDSM). The authors compared two convolutional neural 

networks, VGG and Resnet50, with their own method. The accuracy achieved 

using their proposed model was 84% and 97% for cancer and no-cancer 

respectively and the sensitivity of their model was 86.1%. 

In [3] two modified CNNs were proposed where the average accuracy was 85%. 

During the experiment, 2420 mammography scans were used for training their 

proposed models. However, the model was very complex.  

Authors in [4] proposed a modified model, where a CNN was used for feature 

extraction, but the gradient boosted tree model was used for classification. The 

experiment used 1804 mammography scans, from the Digital Database for 

Screening Mammography (DDSM). This modified model achieved 85% 

accuracy at detecting images with masses, with a sensitivity of 85%. The 

weakness of both [3,4] is that the training time of the model is increased.  In this 

paper, a modified model with a decreased number of parameters is proposed. 

This model reduces the training time, while maintaining or improving sensitivity.  
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3. Dataset 

The BreakHist dataset was used for this experiment. The dataset includes two 

classes of tumors Malignant and Benign, which are further organized by tumor 

type. The dataset is also separated into four magnification zooms 40X, 100X, 

200X and 400X. Fig. 1 illustrates some input images that were used for training 

the model. Figures 1.a - 2.d belong to the benign category and figures 1.e - 1.h 

belong to the malignant category. 

 

 

Fig. 1 Sample of dataset. 

 

4. Experimental Investigations and Analysis 

In this paper, all experiments were developed using Jupyter Labs, TensorFlow 2 

and Python 3. The programs were implemented on a virtual machine with eight 

Intel CPUs.  

Two convolutional networks DenseNet and Autoencoder were proposed in this 

work. The DenseNet model was both trained from scratch (FS) and fine-tuned 

(FT). There are some advantages of using the convolutional autoencoder:  

1) It is challenging to get access to large datasets with labeled scans. However, 

since the autoencoder is an unsupervised model it does not require labeled 
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data, making it a viable solution for image recognition challenges involving a 

lack of labeled data, or small datasets.  

2) The model is simple. Respectively, it has less parameters and as a result, the 

time of computation and training is drastically reduced. 

The DenseNet (FS) model used 24 filters and 54 convolutional blocks. Each 

block included convolutional, activation, maxpooling and normalization layers. 

Therefore, the model is very complex and requires a large amount of data for 

training. Whereas, the convolutional autoencoder is simple with eight 

convolutional, eight batch normalization and two max-pooling layers. This 

simple architecture allows the CA to be trained with less data.  Figure 2 

illustrates the accuracy for the training and validation sets using DenseNet. 

 

 

Fig. 2 Accuracy of training and validation using DenseNet 
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According to figure 2, it can be concluded that the model is overfitting since the 

accuracy for training data is significantly better than the accuracy for validation 

data. Using the same dataset, the modified convolutional autoencoder, showed 

better results than the DenseNet FS model. Figure 3 shows the loss function for 

the training and the validation set while using the autoencoder model. 

 

Fig. 3 Loss function of training and validation set using convolutional 

autoencoder 

 

The loss function presents a measure of mistakes that were made by the 

network in predicting the output. Figure 3 also shows that after epoch 200, the 

value of the error function for training and validation data does not change and 

the loss reaches its minimum value. As a result, the optimal number of epochs 

in the current task is 200.  

The DenseNet model was both trained from scratch and fine-tuned. To fine-tune 

the model, the output layer (Softmax layer) of pre-trained model was replaced 

with a new layer recognizing two classes, cancer and no cancer. The rest of the 
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pretrained layers were frozen. The sensitivity of this model as well as the 

proposed convolutional autoencoder were 90%, however the autoencoder 

required less data and training time.  

Table 1 illustrates the results of the CNNs that were used in this paper.  

 

Table 1 – Comparison of CNNs for Breast Cancer Detection 

  Precision Sensitivity F1-Score Accuracy 

Convolutional Autoencoder 90.40% 90% 89.50% 90% 

DenseNet FT 91% 90% 90.50% 95% 

DenseNet FS 70% 65% 62.66% 67.50% 

 

According to table 1, even though the sensitivity of the proposed CA and 

DenseNet FT are the same, training time in DenseNet FT was longer than CA. 

The training time of the DenseNet FT was about 3 hours, whereas in CA it was 

~1.5 hours. 

Conclusion 

It is crucial to detect breast cancer at early stages, because if it is left 

undiscovered patients are at risk of more severe levels of cancer. For this 

reason, sensitivity is an important measurement in analyzing various CNNs. In 

our experiments we have shown that a high level of sensitivity (90%) is 

achieved with the convolutional autoencoder, while seeing other advantages as 

well. The convolutional autoencoder has less parameters than DenseNet, 

therefore, the model is less complex and prevents overfitting when using a 

small dataset. As a result, the training time of the model is dramatically 

decreased. In contrast, DenseNet requires a big amount of data to train the 

model and the training time increases considerably.  
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