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Abstract: Counteraction to sensitive information leakage via hidden 

(steganographic) channels is topical task today. Special interest is taken to the 

case of hidden message (stego image) revealing under limited a priori 

information about used embedding methods. The paper is devoted to the 

performance analysis of image calibration methods, namely by message re-

embedding. The case of adaptive message hiding into cover image according to 

HUGO, S-UNIWARD, MG and MiPOD embedding methods is considered. It is 

revealed that message re-embedding allows significantly (up to 30%) reduce 

detection errors for stego images formed according to HUGO and S-UNIWARD 

methods. For improving stegdetector’s performance for MG and MiPOD 

methods, it is proposed to use linearly transformed features. These features 

allow reduce classification error even for cover image low payload (less than 

10%) in comparison with features for non-calibrated images. Important 

peculiarity of proposed features is low sensitivity to the number of cover-stego 

pairs into stegdetector’s training set. This makes it possible to apply these 

features in real cases when steganalytics have limited access to embedding 

method. 
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Introduction 

The leakage of sensitive information of private corporations and governmental 

agencies is topical problem today. In most cases, unauthorized transmission of 

such information is done via hidden (steganographic) channels by message 

hiding within innocuous files. Reliable detection of embedded messages (stego 

files) requires comprehensive analysis of digital media, such as digital images – 

revealing of negligible anomaly changes of cover files caused by message 

hiding. Special interest is taken to the case of stego image detection under 

limited a priori information about used embedding method (zero-day problem).  

The majority of modern stegdetectors is based on analysis the differences 

between current (analyzed) images and used statistical model [Fridrich, 2009; 

Konahovych et al, 2018]. Comprehensive analysis of these differences allows 

reveals features of statistical models that are sensitive to negligible changes of 

cover image caused by stego formation. Small changes of revealed features 

require taking of special classification methods for providing high detection 

accuracy. This task becomes non-trivial if there is no information of used 

embedding method (blind steganalysis).  

One of possible solution for digital image blind steganalysis is cover image 

calibration methods. These methods are aimed to increase stego-to-cover ratio 

either by suppression of cover image context (for example, high-pass filtering), 

or increasing contribution of distortions caused by message hiding. There is 

proposed wide range of calibration methods that based on JPEG re-

compression, image filtering to name but a few. These methods allows 

considerably improve detection accuracy for well-known embedding methods 

while preserving relatively low accuracy for state-of-the-art adaptive methods. 

Therefore, it is topical task to develop calibration methods that provides high 

stego-to-cover ratio even for advanced embedding methods. 

Related works 

During last decade it was proposed wide range of digital image steganalysis 

methods. These methods can be divided into two parts – signature-based and 

model-based methods [Fridrich, 2009]. The former ones are based on usage of 
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known signature of message embedding – distinctive alterations of cover due to 

stego image formation. Nevertheless, practical usage of these methods is 

limited due to impossibility of obtaining the signature for unknown embedding 

methods (zero-day problem). 

The model-based methods are aimed on analysis the differences between 

current image and model of cover image. The image model can be based on 

statistical, spectral and structural features of cover images [Konahovych et al, 

2018]. One of the most widespread models is SPAM [Pevny et al, 2010], DCTR 

[Holub et al, 2014a] to name but a few.  

Design of cover image model is non-trivial task that needs high level of 

expertise in domain of signal processing and statistical modeling. The state-of-

the-art models of cover images, such as SRM [Fridrich et al, 2012], incorporate 

34,671 features that allows achieving high detection accuracy for wide range of 

embedding methods. On the other hand, usage of such enormous number of 

features requires imposes high requirements on volume of used dataset for 

stegdetector to be tuned. It can be overcome by taking power of artificial neural 

networks, such as convolutional neural network (CNN). These networks allow 

learning of distinctive features directly from stego images, for instance, SR-Net 

[Boroumand et al, 2018]. At the same time, tuning of such networks is compute-

intensive procedure that may be inappropriate for real cases. 

Performance and computation complexity of model-based and CNN-based 

steganalysis methods are highly depends on pre-processing (calibration) of 

analyzed image. The calibration is used for increasing stego-to-cover ratio by 

amplification of negligible alterations of cover image caused by message hiding. 

Thorough choosing of calibration method allows significantly improving of 

stegdetector performance even in case of usage the relatively simple cover 

image model [Kodovsky et al, 2009]. 

The state-of-the-art Cartesian calibration method was proposed by Fridrich and 

based on usage of features of initial and pre-processed (filtered) images 

[Kodovsky et al, 2009]. It is proposed to pre-process image by applying of high-

pass filters for suppression of cover image context. Nevertheless, choosing of 

optimal calibration transformation of analyzed image for maximization of 
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detection accuracy is open question today. One of the possible solutions of this 

problem is message re-embedding into analyzed image. It allows amplifying of 

cover image distortions caused by message hiding. 

Task and challenges 

The paper is devoted to analysis of statistical stegdetectors performance in 

case of stego images calibration via message re-embedding. The case of 

adaptive message hiding into cover image according to state-of-the-art methods 

HUGO, S-UNIWARD and MiPOD is considered. 

Notations 

High-dimensional arrays, matrices, and vectors will be typeset in boldface and 

their individual elements with the corresponding lower-case letters in italics.  

The symbols 

  N M

iju  U ,   N M

ijx  X   and   N M

ijy  Y ,  0,1 255 , (1) 

will always represent pixel values of 8-bit grayscale initial (unprocessed), cover 

and stego images with size N M  pixels. The image’s feature vector is denoted 

as F , while the embedding binary message is represented as M . 

The Iverson bracket   
I

a  equals to one if the Boolean expression a  is true, and 

zero otherwise. The notation 


 corresponds to Euclidean norm for scalar 

values, and Frobenius norm for matrices. 

Digital images steganalysis via image calibration 

Improving performance of stegdetectors can be achieved by increasing of 

stego-to-cover ratio, namely by calibration of analyzed images [Fridrich, 2009]. 

It was proposed wide range of digital image calibration methods, such as by 

message re-embedding [Miche et al, 2010], JPEG image re-compression 

[Kodovsky et al, 2009], image filtering [Kodovsky et al, 2009] to name but a few. 

Fridrich proposed next classification of calibration methods [Kodovsky et al, 

2009]: 
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1. Parallel reference – calibration can be seen as a (near) constant feature 

space shift. Therefore, applying calibration causes a complete failure of 

steganalysis because the classes of cover and stego images become 

indistinguishable. 

2. Eraser – is achieved by applying transformation that is robust with 

regards to embedding changes, for instance it erases embedding 

changes. 

3. Cover image estimate – calibration transformation maps each stego 

image to an image whose features approximates the cover image 

feature. This idea stood behind the original idea of calibration – to come 

up with a good cover image estimate; 

4. Stego image estimate – is complementary case to cover image 

estimation. Here, the calibration provides an estimate of the stego 

feature instead of the cover ones. A practical form of this approach may 

be realized by repetitive embedding (re-embedding), when the feature 

values changes significantly when applied to the cover image while it has 

a much smaller effect on initial stego image. 

5. Divergent reference – the action of the reference mapping can be 

interpreted as a shift of cover’s and stego’s images features to a different 

direction. 

For improving the stegdetector’s performance for wide range of embedding 

methods, Fridrich proposed the Cartesian calibrated features obtained by dot 

product between features of initial image  F I  and its estimated reference 

 calF I  [Kodovsky et al, 2009]. Proposed features allows significantly reduce 

classification errors for both spatial [Fridrich et al, 2012] and JPEG [Pevny et al, 

2007] domains based steganalysis. On the other hand, usage of Cartesian 

calibrated features leads to doubling of feature space dimensionality that 

requires corresponding augmentation of dataset. It may be impractical in real 

cases when steganalytics have limited opportunity to generate stego images. 

The alternative approach is linear transformation of features for initial and 

reference images [Kodovsky et al, 2009]. Fridrich hypothesized that this 

approach may be ineffective while it may remove potentially useful information 

that might help us distinguish between cover and stego features. Nevertheless, 

performance of steganalysis in case of usage the linear transformed features 
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has not been investigated yet. In this work we analyzed the stegdetector’s 

performance by applying of diff-features, obtained by taking difference between 

features for initial and calibrated images. 

Adaptive embedding methods 

The majority of state-of-the-art embedding methods are based on minimizing 

the empirical distortion estimation function  ,D X Y  during forming a stego 

image Y  from a cover image (CI) X  [Filler et al, 2011]: 

   , , min, ,ii
D const  X Y X Y M  (2) 

where  i  – function for estimation the alteration of cover image’s statistical 

characteristics by embedding of ith stegobit; M  – size of embedded message

M , bits. Minimization of function (2) allows adapting the embedding process to 

a cover image, thus corresponding steganographic methods called adaptive. 

In most cases, the choice of function  ,D X Y  is done under the assumption of 

independency of distortions caused by embedding of individual stegobits 

(distortions additivity) that simplifies the choice of function (2). Nevertheless, 

this approach does not taking into account interactions between distortions that 

may lead to non-linear changes of CI parameters. 

In this paper we considered the case of usage the state-of-the-art adaptive 

embedding methods, namely HUGO [Filler et al, 2010], S-UNIWARD [Holub et 

al, 2014b], MG [Sedighi et al, 2015] and MiPOD [Sedighi et al, 2016]. These 

methods are aimed on message in spatial domain of CI with size N M  pixels – 

by manipulation with brightness of individual pixels. Let us consider these 

methods in details. 

The HUGO embedding method is based on solution of next optimization 

problem [Filler et al, 2010]: 

       
Y

min ,H ,
i y

D y D y M   


     (3) 
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where Yy – stego images y from the set of possible  stego images Y ;  – 

probability distribution function of the choice of a certain y from set Y ;  D  – 

averaging operator for  ,D X Y  over distribution  ; 

      
Y

H log
y

y y  


    – entropy function. 

The optimal type of distribution  π for solving problem (3) is the Gibbs 

distribution [Filler et al, 2010]: 

      exp D Z ,y y     (4) 

    
Y

Z exp D ,
y

y 


    

where  Z   – normalizing constant. The value of the scalar parameter 0   is 

determined by solving of equation (4) [Filler et al, 2010]. If function  D   is 

additive, the equation (4) can be rewritten as [Filler et al, 2010]: 

   
  
  

I

exp
,

exp

i ii
ii

t tt

y
y y

y
 


 





 







  

where I  – the range of pixels brightness for cover image. 

In seminal paper [Filler et al, 2011], it is proposed to use a limited function, 

namely local potential  CV y ),for cover image distortion estimation. The values 

of  CV   depend on adjacent pixels brightness correlation in a given pixel’s 

neighborhood (clique) Cc . The correlation maybe estimated with usage of 

adjacency matrix  ,Ck l X : 

 , , , 1C x x ,k l i j i ji j I I
k l

         X  (5) 

where 
,x i j

 – cover image’s pixel brightness value with coordinates  ,i j . 

In the case of CI row-wise processing during message hiding, the matrix (5) can 

be estimated in the next way [Filler et al, 2011]: 
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 
 

    , , , 1,

1
, , ,

2
k l i j i ji j I

k l
N M

  


  
 

A X D D X   

          , , 1 , , 1 , , 1 ,, , & , .i j i j i j i j i j i j i jk l k l    

       D D X D X D X D X X X   

If pixels’ brightness is changed by  1  during stegobit embedding, the 

normalized adjacency matrix  ,k l


A X  is converted to  ,k l


A Y  [Filler et al, 2010]: 

       ,

, , C
,k l

k l k l cc


 


 A Y A X H Y   

   
 

         ,

, , 1 , , 1

1
, , , , ,

2

k l

c i j i j i j i j
I I

k l k l
N M


   

 
      
   

H Y D D Y D D X   

for all horizontal cliques of a given pixel        : , , , 1 , , 2C c c i j i j i j     . 

Similarly, the adjacency matrices for other types of cliques C (  ,k l


A Y ,  ,k l


A Y  

and  ,k l


A Y ) can be calculated. 

Thus, message hiding according to HUGO method is carried out by solving of 

next optimization problem [Filler et al, 2010]: 

     ,

,C ,
,

k l

k l cc k l
D w


 Y H Y   

where C=C C C C      – set of three-elements cliques for four-pixels 

adjacency directions; 
, 0k lw   – weighting factors. The HUGO method is widely 

used in researches as typical adaptive embedding methods. 

The S-UNIWARD embedding method is based on spectral transformation of CI. 

The transformation is used for estimation the cover image distortions caused by 

embedding of individual stegobits. Similarly to HUGO method, S-UNIWARD 

method takes additive empirical distortion estimation function [Holub et al, 

2014b]: 
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 
   

 , ,

, ,
, ,

,

uv uv

k u v
uv

k k
D

k







W X W Y
X Y

W X
 (6) 

where  ,uv kW X ,  ,uv kW Y  – coefficients of two-dimensional discrete wavelet 

transform (2D-DWT) of the cover X  and stego Y  images with coordinates  ,u v  

in the kth sub-band; 0  – stabilizing constant.  

Variation of 2D-DWT basis functions in (6) allows analyzing specific distortions 

of CI caused by message hiding. Also, usage of empirical distortion estimation 

function (6) makes it possible to message hiding in spatial (alteration of CI 

pixels brightness) and transformation (by changing of a CI decomposition 

coefficients) domains in the uniform way. 

The alternative approach to design an empirical distortion estimation function 

(2) is based on minimization both cover image distortions and statistical 

detectability of formed stego images [Ker et al, 2013]. As an example of such 

embedding method, the MG [Sedighi et al, 2015] and MiPOD [Sedighi et al, 

2016] embedding methods can be taken. Feature of these methods is usage of 

locally-estimated multivariate Gaussian cover image model. It allows achieving 

the stego image’s empirical security that is comparable with advanced 

steganographic methods.  

Formation of stego images according to MiPOD method is carried out in several 

steps [Sedighi et al, 2016]. Firstly, it is suppressed the cover image context  

 1, , M Nx x X , using denoising filter F : 

  ,F r X X   

where X  is represented in column-wise order. Then, it is measured pixels 

residual variance 2

l  using Maximum Likelihood Estimation: 

,l l l r Ga ξ  (7) 
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where 
l r  represents the value of the residuals r  inside the p p  block 

surrounding the lth residual put into a column vector; 
2

G
p p

the matrix defines 

the parametric model of remaining expectation; 
1p a the vector of linear 

model’s parameters; 2 1p 
ξ the signal whose variance is need to be estimated. 

At the second step, the pixels residual variance 2

l  is estimated according to 

formula: 

 
2

2 2 ,l l p q  
G

P r  (8) 

where  
1

T T

l


   
G

P I G G G G  the orthogonal projection of residual lr  (7) to the 

2p q  dimensional subspace spanned by the left null space of G ; l l I  the 

unity matrix. 

Thirdly, it is determined the probability of lth embedding change  1 2 , , , ,l l L  

that minimize the deflection coefficient 2  between cover and stego image 

distributions: 

2 2 4

1
2 ,

M N

l ll
  

 


   (9) 

under payload constrain 

 
1

,
M N

ll
R H 




   

where      2 log 1 2 log 1 2H z z z z z       ternary entropy function; R   cover 

image payload in nats. 

Minimization of (9) can be achieved by using the method of Lagrange 

multipliers. The change rate l  and the Lagrange multiplier   can be 

determined by numerically solving of next  1l   equations: 

 4 1 21
ln , 1; ,

2

l
l l

l

l M N


 
 

  
   

 
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 
1

.
M N

ll
R H 




   

Then, the change rate 
l  is converted to the cost 

l : 

 ln 1 2 .l l    (10) 

Finally, the desired payload R is embedded using syndrome-trellis codes 

(STCs) with pixel costs determined according to (10). 

The MG embedding method [Sedighi et al, 2015] is similar to MiPOD algorithm, 

but it uses the simplified variance estimator: 

 
22 2ˆ ,l n n p q   r r  (11) 

 
1

ˆ .T T

n n



r G G G G r   

Applying the locally-estimated multivariate Gaussian cover model in MiPOD 

algorithm gives opportunity to derive a closed-form expression for the 

performance of the stegdetector and capture the non-stationary character of 

natural images [Sedighi et al, 2016]. 

Experiments 

Performance analysis of image calibration methods was done on standard 

BOSS dataset. The stegdetector was based on standard SPAM statistical 

model [Pevny et al, 2010] and ensemble classifier [Kodovsky et al, 2012]. The 

SPAM model allows estimating correlation of adjacent pixels brightness with 

usage of 2nd and 3rd order Markov chains.  

We consider the case of analyzed image calibration via message re-

embedding. It is performed by applying same embedding method and similar 

payload as it is for stego images. Therefore, the stegdetector was tuned with 

usage of next types of image features: 

1. Non-calibrated features – corresponds to features of initial (non-

processed) image U : 
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  ,nc F F U   

2. Features after message re-embedding – corresponds to features of 

calibrated image, obtained after message re-embedding: 

  ,re embed cal F F U   

3. Cartesian calibrated features – corresponds to merged features of 

initial and calibrated images: 

   ; ,CC cal   F F U F U   

4. Calibrated features after linear transformation – corresponds to the 

differences between features for calibrated and initial images: 

   .DF cal F F U F U   

Analysis of stegdetector’s detection accuracy was done according to cross-

validation procedure. The total error EP is used as the performance index 

[Kodovsky et al, 2012]: 

  
1

min ,
2FA

E FA MD FA
P

P P P P    

where FAP  and MDP  are probability of false alarm and missed detection, 

respectively. During testing it was considered two cases: 

1. Stegdetectors is tuned with pairs of processed cover and stego images – 

corresponds to standard practice during image steganalysis; 

2. There are no pair of cover and stego images in training subset during 

stegdetector tuning – corresponds to the real cases when steganalytic 

has no pairs of cover and corresponding stego images. 

The case of adaptive message embedding according to HUGO, S-UNIWARD, 

MG and MiPOD methods was considered. The CI payload was changed within 

range 3%, 5%, 10%, 20%, 30%, 40% and 50%. 

The dependencies of total error EP  on CI payload for HUGO embedding method 

are represented at Fig.1. The case of usage the non-calibrated features ncF  
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(solid lines), features after message re-embedding 
re embedF  (dashed lines), 

calibrated features after linear transformation 
DFF  (dotted lines) and Cartesian 

calibrated features 
CCF  (dash-dot lines) is considered. 

 

 

Figure 1. Dependency of total error EP  on cover image payload for HUGO 

embedding method by full (left) or none (right) alignment of cover-image pairs 

during stegdetector testing.  

 

Usage of re embedF  features provides relatively small improvement on total error 

in case of low payload (less than 10%) – the differences achieves up to 2.5% 

(Fig. 1). For the bigger payloads we obtained up to 7%, especially for high 

payload (near 50%).  

It is revealed significant increasing of total error (approximately 5%-7.5%) in 

case of none alignment of cover-image pairs during stegdetector testing (Fig. 

1). It confirms that usage of cover-stego images pairs during stegdetector 

testing gives opportunity to achieve the lowest values of total error.  

Applying of Cartesian calibrated features CCF  leads to considerably reducing of 

total errors  EP  – from 15% for low payload to 30% for high payload (Fig. 1). 

Usage of DFF  features allows achieving comparable low values of EP  only on 

case of low payload (Fig. 1). On the other hand, it is revealed that DFF  features 
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weakly depends on cover-image pairs alignment during stegdetector testing – 

changing of  total errors  
EP   values are near 1-1.5% in this case. Therefore, 

DFF  features allows outperform the Cartesian calibrated features 
CCF  up to 5-

7.5% for the low payload and case on none alignment (Fig. 1). 

The dependencies of total error 
EP  on cover image payload for S-UNIWARD 

embedding method are represented at Fig.2. 

 

 

Figure 2. Dependency of total error EP  on cover image payload for S-UNIWARD 

embedding method by full (left) or none (right) alignment of cover-image pairs 

during stegdetector testing. 

 

Similarly to HUGO embedding method (Fig. 1), a message re-embedding 

according to S-UNIWARD method allows reducing of total error EP  up to 3% 

even in case of low cover image payload (less than 10%). The total error’s 

reducing may achieve up to 10% by increasing of cover image payload. 

Usage of DFF  features does not allow lower values of EP  in comparison with 

Cartesian calibrated features CCF (Fig. 2) for S-UNIWARD embedding method – 

the difference between EP  for both cases achieves up to 5% for full alignment 

and 3% for none alignment cover-stego images pairs. 
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Dependencies of total error 
EP  on cover image payload for MG embedding 

method are represented at Fig.3. 

 

 

Figure 3. Dependency of total error EP  on cover image payload for MG 

embedding method by full (left) or none (right) alignment of cover-image pairs 

during stegdetector testing. 

 

It should be noted that usage of re embedF  features leads to considerably reducing 

of stegdetector performance for MG method (Fig. 3) – the values of total error 

EP  increase from 1.5% for low cover image payload to 8% for high payload 

cases in comparison with case of usage the features of initial (un-processed) 

images. Therefore, we conclude that message re-embedding can masking of 

initial stego data for MG method and improve robustness of obtained stego 

image to steganalysis. 

Applying of linearly transformed features DFF  allows reducing EP  values but only 

in the case of absence the cover-stego images pairs in stegdetector’s training 

set (Fig.3). The biggest reducing is achieved in the case of low cover image 

payload (up to 7% reducing of total error values) that is the most difficult for 

image steganalysis. By increasing cover image payload, usage of DFF  and CCF  

features leads to similar values of EP . 
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Dependencies of total error 
EP  on cover image payload for MiPOD embedding 

method are represented at Fig.4. 

 

 

Figure 4. Dependency of total error EP  on cover image payload for MiPOD 

embedding method by full (left) or none (right) alignment of cover-image pairs 

during stegdetector testing. 

 

Calibration of stego images formed according to MiPOD method allows improve 

stegdetector performance only for CCF  features (Fig. 4, full alignment case). For 

the none alignment case, we obtained that DFF  features allows significantly (up 

to 7%) reducing values of EP  values. Similarly to MG method (Fig. 3), the values 

of total error remains almost the same for DFF  and CCF  features by increase of 

cover payload (Fig. 4, none alignment case). 

Discussion 

During solving the problem of improving the steganography and cryptography 

methods, the next question arises –what is the limit of encryption tool’s 

performance as information protection method. The limit can be achieved by 

enhancement of known cryptographic protocols, development of interception-

proof bit-quantum communication systems, extension the length of encryption 

keys, improvement of cryptanalysis methods to name but a few. In general, 
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these approaches are aimed on increasing the cryptographic security level 

(CSL) for mathematical and technical tools that are used in information security 

systems. Therefore, it is needed to determine the threshold for CSL when 

negligible increasing of cryptographic security level requires usage of enormous 

amount of computational resources. As an example, it can be mentioned the 

case of achievements the long-term (strategic) cryptographic security level for 

sensitive information – any additional increasing of CSL requires involvement of 

tremendous amount of computational resources that may be impractical for real 

systems. The task of determination the threshold value of CSL can be solved by 

analysis of performance of known data processing methods. 

In most cases, the modeling of physical phenomena and processes requires 

usage of continuous mathematics. Perturbations (singularities) of processes are 

represented frequently as superposition of several continuous short-time 

processes that take places on small scales. These processes are represented 

as continuous functions over discrete numbers (samples) with fixed bit depth. 

As a result, researches may face with "mysterious" artefacts (phenomena), 

such as specific elementary particles (for example, quarks, mesons, neutrinos, 

muons, leptons), dark matter, wormholes within spacetime to name a few. 

It should be noted that usage of discrete mathematic for operations over 

discrete numbers is not a new approach. This approach appeared recently with 

development of the complex analysis and integral calculus. The classical 

discrete mathematic provides concepts of infinitely large and infinitely small 

actual numbers. Usage of these numbers makes it possible to determine 

quantities such as the shortest time interval, the maximum size of the Universe, 

the size of the smallest particle, the longest encryption key, the highest 

accuracy of cryptanalysis and steganalysis, the smallest error in decrypting 

closed messages, etc. Therefore, the used numeral system allows precisely 

represent the structure of the analyzed process or environment. 

Let us consider the fine-structure constant   as indicator of achievement both 

spatial and thermodynamic collapses. In this case, this constant can be 

represented as infinitely small actual number for discrete mathematic. Since the 

electron is the single non-collapsing element within thermodynamic space  , 



International Journal “Information Theories and Applications”, Vol. 27, Number 4, © 2020 

 

 

320 

then the minimum measurable size is a quantity 
571 137 10    meters. The 

value 1 137  can be calculated from the CODATA’s fine-structure constant value 

570.0072973525698 10   by finding the harmonic mean (excluding the power 

factor): 

 2 2 0.00729927007299270...,c       (12) 

where 2.2211024289753   is coefficient that allows to represent  as a 

harmonizing number for numerical series. 

The sequence of numbers 0072992700  in (12) has the unique property of 

symmetry with respect to a pair of zeros and a pair of nines. Moreover, the 

inverse to such infinite sequence is an integer number that is equal to 137. In 

what follows, we will designate 
1 137M 

 as the mathematical fine structure 

constant, while 137.036   (according to CODATA) will be denoted as physical 

fine structure constant. In this case, the value 
571 137 10M
  is known as the 

actual infinitesimal. Therefore, there are no physical phenomena in the 

observable Universe that can be numerically smaller than M . 

Here we presented the concept of an actual infinite quantity in a classic way, i.e. 

the quantity is an alternative to potential infinite numbers. According to the 

fractal theory, the value M  (represented in meters) is the limiting value of the 

border between the nested Universes in the SI system. From the point of view 

of the mathematical description of physical phenomena, the number M  is the 

basis of the numeral system that harmonizes all numeral systems with any 

basis. Then, the number series in the  number system looks like: 

,2 ,3 , , .M M M Mk k       

From the above, we can conclude that any functions or mathematical constants, 

which are represented in the decimal numeral system, have no physical 

meaning if their values are larger than 
571 137 10    or lesser than .
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Otherwise, the   number system cannot will not describe real physical 

processes as well as physical and mathematical constants. It has direct effect 

on achievable limits of security level for cryptography and steganography. For 

example, it makes no practical sense to use length of encryption keys more 

than 1  , to take random number’s array with more than 1   elements, to 

achieve stego detection error less than  etc. 

Conclusion 

In this paper, we argue that usage of special type of image calibration method 

provides additional reducing of classification error. In fact, we recognize that 

message re-embedding into analyzed stego images allows considerably 

increasing stegdetector performance even in the most difficult cases – cover 

images low payload (less than 10%). Our view is supported by obtained results: 

1. Usage of features obtained from calibrated images allows considerably 

improving stegdetector’s performance for HUGO and S-UNIWARD 

embedding methods. It was revealed decreasing of total error up to 30% 

within all range of image payload (from 3% to 50%).  

2. Calibration of stego images formed according to advanced MG and 

MiPOD embedding methods gives opportunity to reduce classification 

error up to 8% even for low payload (less than 10%) of cover image. 

These results were achieved by usage of standard SPAM model, so 

classification error reducing may be more impressive for rich statistical 

models, such as SRM and PSRM. 

3. The results clearly show the benefit of linearly transformed features of 

calibrated images. These features allow additionally reduce classification 

error even for cover image low payload (less than 10%). It is noteworthy 

that error reducing is achieved without doubling dimensionality of 

features space as it is performed for state-of-the-art Cartesian calibrated 

features. Also, performance of stegdetector tuned with linearly 

transformed features remains almost the same even in case of absence 

of cover-stego images pairs during training. It makes these features 

useful for increasing the performance of stegdetectors in real cases. 

4. It is proposed hypothesis of finiteness the steganalysis and 

cryptoanalysis performance in real cases. The hypothesis is based on 

limitations of used numeric systems that represent infinitesimal number 
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in discrete form. It may introduce additional distortions during 

stegdetector training. 

It should be noted that mentioned results were obtained for the case of 

message re-embedding according to the same steganographic method is 

considered. In the future, we would like to investigate stegdetector’s 

performance for message re-embedding by varying of embedding algorithm and 

image payload. 
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