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USING A QUERY EXPANSION TECHNIQUE  
TO IMPROVE DOCUMENT RETRIEVAL 

Abdelmgeid Amin Aly 
Abstract: Query expansion (QE) is a potentially useful technique to help searchers formulate improved query 
statements, and ultimately retrieve better search results. The objective of our query expansion technique is to find 
a suitable additional term. Two query expansion methods are applied in sequence to reformulate the query. 
Experiments on test collections show that the retrieval effectiveness is considerably higher when the query 
expansion technique is applied. 

1. Introduction 
Since the 1940s the problem of Information Retrieval (IR) has attracted increasing attention, especially because 
of the dramatically growing availability of documents. IR is the process of determining relevant documents from a 
collection of documents, based on a query presented by the user.  
There are many IR systems 
based on Boolean, vector, and 
probabilistic models. All of them 
use their model to describe 
documents, queries, and 
algorithms to compute relevance 
between user’s query and 
documents. Each model contains 
some constraints, which cause 
disproportion between expected 
(relevant) documents and 
documents returned by IR 
system. One of the possibilities 
(how to solve the disproportion) is 
systems for automatic query 
expansion, and topic 
development observing systems. 
In this respect, query expansion 
aims to reduce this 
query/document mismatch by 
expanding the query using highly 
"correlated" to the query terms, 
words or phrases with a similar 
meaning or some other statistical relation. To detect such correlations between terms, different based-statistical-
measures approaches, requiring the analysis of the entire document collection, have been introduced, e.g., term 
Co-occurrence measures or lexical co-occurrence measures [1, 2]. Query expansion (or term expansion) is the 
process of supplementing the original query with additional terms, and it can be considered as a method for 
improving retrieval performance. The method itself is applicable to any situation irrespective of the retrieval 
technique(s) used. The initial query (as provided by the user) may be an inadequate or incomplete representation 
of the user's information need, either in itself or in relation to the representation of ideas in documents.  
There are three types of QE: manual, automatic, and interactive. Manual QE takes place when the user refines 
the query by adding or deleting search terms without the assistance of the IR system. New search terms may be 
identified by reviewing previous retrieval results, communication with librarians or colleagues; other related 
documents, or a general vocabulary tool are not specific to the IR system (e.g., a dictionary or standard 
thesaurus) [3]. Decisions about the association of terms are up to the users themselves and are dependent on 
the expertise of the users with the search system and features [4]. 

 

 
Figure 1: Query Expansion: Methods and Sources 
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 Query expansion involves adding new words and phrases to the existing search terms to generate an expanded 
query. However, previous query expansion methods have been limited in extracting expansion terms from a 
subset of documents, but have not exploited the accumulated information on user interactions. We believe that 
the latter is extremely useful for adapting a search method to the users. In particular, we will be able to find out 
what queries have been used to retrieve what documents, and from that, to extract strong relationships between 
query terms and document terms and to use them in query expansion. 
Query expansion, as depicted in Figure 1, can be performed manually, automatically or interactively (also known 
as semi-automatic, user mediated, and user assisted).  

2. Related Works 
The existing state-of-the-art query expansion approaches can be classified mainly into two classes:  global 
analysis and local analysis.  
Global analysis is one of the first techniques to produce consistent and effective improvements through query 
expansion. One of the earliest global analysis techniques is term clustering [5], which groups document terms into 
clusters based on their co-occurrences. Queries are expanded by the terms in the same cluster. Other well-
known global techniques include Latent Semantic Indexing [6], similarity thesauri [1], and Phrase Finder [7]. 
Global analysis requires corpus-wide statistics such as statistics of co-occurrences of pairs of terms, which 
results in a similarity matrix among terms. To expand a query, terms which are the most similar to the query terms 
are identified and added. The global analysis techniques are relatively robust; but corpus-wide statistical analysis 
consumes a considerable amount of computing resources. Moreover, since it only focuses on the document side 
and does not take into account the query side, global analysis cannot address the term mismatch problem well.  
Different from global analysis, local analysis uses only some initially retrieved documents for further query 
expansion. The idea of local analysis can be traced back at least to a 1977 paper [8]. A well-known local analysis 
technique is relevance feedback [9,10], which modifies a query based on users' relevance judgments of the 
retrieved documents. Typically, expansion terms are extracted from the relevant documents. Relevance feedback 
can achieve very good performance if the users provide sufficient and correct relevance judgments. 
Unfortunately, in a real search context, users usually are reluctant to provide such relevance feedback 
information. Therefore, relevance feedback is seldom used by the commercial search engines.  
To overcome the difficulty due to the lack of sufficient relevance judgments, pseudo-relevance feedback (also 
known as blind feedback) is commonly used. Local feedback mimics relevance feedback by assuming the top-
ranked documents to be relevant [11]. Expansion terms are extracted from the top-ranked documents to 
formulate a new query for a second cycle retrieval. 
In recent years, many improvements have been obtained on the basis of local feedback, including re-ranking the 
retrieved documents using automatically constructed fuzzy Boolean filters [12], clustering the top-ranked 
documents and removing the singleton clusters [13], clustering the retrieved documents and using the terms that 
best match the original query for expansion. In addition, recent TREC results show that local feedback 
approaches are effective and, in some cases, outperform global analysis techniques [14]. Nevertheless, this 
method has an obvious drawback: if a large fraction of the top-ranked documents is actually irrelevant, then the 
words added to the query (drawn from these documents) are likely to be unrelated to the topic and as a result, the 
quality of the retrieval using the expanded query is likely to be worse. Thus the effects of pseudo-feedback 
strongly depend on the quality of the initial retrieval.  
Recently, Xu and Croft [15] proposed a local context analysis method, which combines both local analysis and 
global analysis. First, noun groups are used as concepts, which are selected according to their co-occurrences 
with the query terms. Then concepts are chosen from the top-ranked documents, similarly to local feedback. 

3. Traditional Document Retrieval  
The task of traditional document retrieval is to retrieve documents which are relevant to a given query from a fixed 
set of documents, i.e. a document database. In a common way to deal with documents as well as queries, they 
are represented using a set of index terms (simply called terms) by ignoring their positions in documents and 
queries. Terms are determined based on words of documents in the database, usually during pre-processing 
phases where some normalization procedures are incorporated (e.g. stemming and stop-word elimination).  
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3.1 Vector Space Model 
The vector-processing model of retrieval is used to transform both the available information requests as well as 
the stored documents into vectors of the form: 

1 2( , ,...., )i i i itD w w w=       (1) 

where iD  represents a document (or query) text and ikw  is the weight of term kT  in document iD . A weight of 
zero is used for terms that are absent from a particular document, and positive weights characterize terms 
actually assigned. The assumption is that  t  terms in all are available for the representation of the information. 
In choosing a term weighting system, low weights should be assigned to high-frequency terms that occur in many 
documents of a collection, and high weights to terms that are important in particular documents but unimportant in 
the remainder of the collection. The weight of terms that occur rarely in a collection is relatively unimportant 
because such terms contribute little to the needed similarity computation between different texts. 
A well-known term weighting system following that prescription assigns weight ikw  to term kT  in query iQ  in 
proportion to the frequency of occurrence of the term in iQ , and in inverse proportion to the number of 
documents to which the term is assigned. [16, 17] Such a weighting system is known as a tf x idf (term frequency 
times inverse document frequency) weighting system. In practice the query lengths, and hence the number of of 
non-zero term weights assigned to a query, vary widely. To allow a meaningful final retrieval similarity, it is 
convenient to use a length normalization factor as part of the term weighting formula. A high- quality term 
weighting formula for ikw , the weight of term  kT  in query iQ  is 

(log( ) 1.0) log( / )
2[(log( ) 1.0) log( / )]1

f N nik kwik t f N nij jj

+ ∗
=

+ ∗∑ =

    (2) 

where fik  is the occurrence frequency of  kT  in iQ , N is the collection size, and kn  the number of documents 

with term kT  assigned. The factor log( / )N nk  is an inverse collection frequency ("idf") factor which 

decreases as terms are used widely in a collection, and the denominator in expression (2) is used for weight 
normalization.  
The weight assigned to terms in documents are much the same. In practice, for both effectiveness and efficiency 
reasons the idf factor in the documents is dropped [18, 19]. The term kT  included in a given vector can in 
principle represent any entities assigned to a document for content identification. Such terms are derived by a text 
transformation of the following kind: [20] 

1. recognize individual text words 
2. use  stop lists to eliminate unwanted function words 
3. perform suffix removal to generate word stems 
4. optionally use term grouping methods based on statistical word co-occurrence or word adjacency 

computations to form term phrases (alternatively syntactic analysis computations can be used) 
5. assign term weights to all remaining word stems and /or phrase stems to form the term vector for all 

information items. 
Once term vectors are available for all information items, all subsequent processing is based on term vector 
manipulations.  
The fact that the indexing of both documents and queries is completely automatic means that the results obtained 
are reasonably collected independently and should be valid across a wide range of collections. 

3.1.1 Text Similarity Computation 
When the text of document iD is represented by a vectors of the form ( di1, di2, …, dit) and query jQ  by the 
vector (qj1 , qj2, …,qjt), a similarity (S) computation between the two items can conveniently be obtained as the 
inner product between corresponding weighted term vector as follows:  
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Thus, the similarity between two texts (whether query or document) depends on the weights of coinciding terms in 
the two vectors. 
In the following section we discuss the query expansion technique that will be used for comparison. 

4.  Query expansion 
Query expansion algorithms at first evaluate given query on collection of documents, and then select from 
relevant documents appropriate terms. The original query is expanded with such selected terms. The expanded 
query is used to retrieve new set of relevant documents. In this paper we apply two query expansion methods in 
sequence to reformulate the query so that it will suit to the user's needs more appropriately. One method we 
applied is similarity thesaurus based expansion [1], and the other is local feedback method. The similarity 
thesaurus we use, based on [1], calculates the relevance between terms and queries and is constructed by 
interchanging the role of documents and terms in retrieval model. The relevance of a term in the similarity 
thesaurus to the concept of the query is the sum of the weighted relevance of the term to each term in the query. 
The queries are expanded by adding top n relevant terms, which are most similar to the concept of the query, 
rather than selecting terms that are similar to the query terms. 
The local feedback method is similar to traditional relevance feedback method [21], which modifies queries by 
using the result of the initial retrieval, except that the latter uses the judgment set for calculating re-weighting 
while the former assumes that the terms in the top ranked n documents are relevant to the user's request. 
Queries are expanded by adding the weight of terms in relevant documents and reducing the weight of terms in 
last m documents of the initial retrieval. 
We modify the traditional Rocchio expansion equation to include the query expanded by the thesaurus method 
and to include negative evidence from the lowest ranked documents rather than non-relevant documents. The 
new query  newQ , including thesaurus expansion, can be defined as the following: 

1 2new org te i j
top last

Q Q Q D Dα α β γ= + + + −∑ ∑                      (4) 

Here, orgQ  is a initial query, teQ  is a query expanded by the similarity thesaurus based method,  i
top

D∑  

represents terms in top ranked documents retrieved in the initial run, and j
last

D∑  is terms in low ranked 

documents. The parameters 1 2, ,α α β  and γ  represent the importance of each item. Currently, these 
parameters are given by human experience. For the initial retrieval, we used the queries expanded by thesaurus 
method. In this study, we set the parameters as following: 1 1α = , 2 0.5α = , 0.6β = , and 0.3γ = . 

5. Experiments and their Results 
In our experiments, we used the three standard test collections (CISI, NPL, and CACM). We evaluate the 
performance of the retrieval by average precision measure. Precision is the ratio of the number of relevant 
documents retrieved to the total number retrieved. The average precision of a query is the average of precisions 
calculated when a relevant document is found in the rank list. All the query's average precisions are averaged to 
evaluate an experiment. 
Table (1) shows the retrieval quality difference between the original queries and the expanded queries. It seems 
that the improvement increases with the size of collection. 
 

Table 1: Improvement using expanded queries 
 

Collection CISI CACM NPL 
Documents 1035 3205 11430 
Avg. precision of original query 0.5547 0.2819 0.1918 
Number of additional terms 80 100 800 
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Avg. precision of expanded query 0.6445 0.3438 0.2448 
Improvement 16.19% 21.96% 27.63% 

 
The figure indicates that our query expansion 
technique yields a considerable improvement in the 
retrieval effectiveness. It seems that the 
improvement increases with the size of the 
collection. In addition, the improvement increases 
with the number of additional search terms that 
expand the original query as long as the collection is 
large enough. In Fig. 2, we show how the number of 
additional terms affects the retrieval effectiveness. It 
can be seen easily that the improvement by 
expanded queries increases when the number of 
additional terms increases. When the number of 
additional terms is between 100 and 200, the 
improvement of the retrieval effectiveness remains 
constant in the small collections CISI and CACM. 
Once the number of additional terms gets to be 
larger than 200, the improvement decreases in the small collections, but continues to increase in the relatively 
large collection NPL. This could be explained by the fact that more search terms are needed to distinguish 
relevant documents from non-relevant documents in large collections. 

6. Conclusion  
We presented a two query expansion methods in sequence to reformulate the query. Our experiments made on 
three standard test collections with different sizes and different document types have shown considerable 
improvements vs. the original queries in the standard vector space model. Experiments on test collections 
showed that the improvement increases with the size of the collection. In addition, the improvement increases 
with the number of additional search terms that expand the original query as long as the collection is large 
enough. Also it has been pointed out how the number of additional terms affects the retrieval effectiveness. 
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APLICATIONS OF NEURAL NETWORKS TO FIND THE IMPACT OF WATER IN 
DIFFERENT BERRY COMPONENTS IN GRAPES 

Angel Castellanos, Marita Esteban, Ana Martinez, Valentin Palencia 
Abstract: Grape juice composition during the different stages of berry growth was compared. The analytical data 
collected were used to investigate the relationships between some of the different components studied in these 
berries during the ripening period. 
Our goal is to study, with neural networks, the impact of water availability on Vitis vinifera L. cv. Tempranillo grape 
yields and juice composition over a three-year period. 
Keywords: Clustering, Grapes, Neural networks, Organic acids, Sugars, Vitis vinifera. 

ACM Classification Keywords: C.1. Processor Architectures , I.5.2 Design Methodology 

Introduction 
The object of the present study is to ascertain whether irrigation, which has a quantitative effect on the values of 
the different components analysed in berries of the Tempranillo (Vitis vinífera L.) grape variety, though that effect 
is not always significant [Esteban MA, Villanueva MJ and Lissarrague JR, 1999], [Esteban MA, Villanueva MJ and 
Lissarrague JR, 2001] affects the relationships between the different components considered. 
We use neural networks models with analysis of sensibility. This model predict more accurately the relationship 
existing. 
The purpose of irrigation is to offset crop water deficits and thereby maximize yields and must quality, to increase 
profits [Rühl EH and Alleweldt G, 1985]. There are many regions with dry summers in Spain in which irrigation is 
an effective mean of regulating water availability to grape vines. 
As has previously been noted by other workers [Williams LE and Matthews MA, Grapevine, 1990], irrigation of 
grape vines affects vine physiology, which may directly or indirectly affect yield and grape composition (°Brix, pH, 
total acidity, etc.) two aspects that also influence wine quality. There is considerable controversy in the literature 
concerning the positive and negative effects of vine irrigation on must and wine quality [Van Zyl JL, 1984].  


