
International Journal "Information Technologies & Knowledge" Vol.5, Number 2, 2011 
 

 

190 

 

PREDICTION OF EDUCATIONAL DATA MINING BY MEANS OF A 
POSTPROCESSOR TOOL 

Oktay Kir, Irina Zheliazkova 
 

Abstract:  A methodology for application of several linear methods of prediction of correct, missing, and wrong 
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Introduction 

In a recent exhaustive survey of Romero Cr., Ventura S., 2010 [3] prediction has been pointed out as one of the 
oldest Educational Data Mining (EDM) task. The variables more often predicted are the learner’s performance, 
knowledge, scores, and mark and the techniques most commonly applied are neural and Bayesian networks, 
rule-based systems, regression, and correlation analysis.   

In a previous authors’ paper [2] a teacher’s tool for the EDM called postprocessor was reported from design, 
implementation, and user’s points of view. The term “postprocessor” stands for processing standardized output 
data sets after each session, e.g. test, lecture or exercise from a corresponding task-oriented environment. For 
ensuring the tool’s intelligence and its adaptation to the teacher a power and expressive script language called 
SessionScript was implemented. Programming of descriptive statistics, visualization, and correlation analysis 
techniques was demonstrated using two output data sets respectively from environment for knowledge testing 
and for exercise task performing.   

In business modeling the classical linear and non-linear methods of prediction are referred to as a temporal data 
mining technique for estimation of unknown values of an observed variable [5]. According to [1] the base line, 
e.g. time seria with the observed numerical, continuous or discrete values has to meet four important 
requirements:  
a) The results of observations have to be sorted from the earliest to the last one; b) All time periods have to be of 
equal length; c) The observations have to be fixed at the same time in each period; d) Missing even a single 
observation is not desirable and missing data has to be complete with estimated ones. If a given base line does 
not meet any of these requirements it is likely the prediction error to be unacceptable.  

The computationally complex techniques listed in the above-mentioned survey are proved as successful for the 
tasks concerning mainly mediate- and long-term prediction. In this paper studying  simple linear methods for the 
L’s short-term prediction of correct, missing, and wrong knowledge of testing is reported using the postprocessor. 
Firstly the pedagogical experiment carried out for gathering the input data set is described.  The focus of the 
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paper is on implementation of four methods called moving average in three cases, e.g. correct, missing, and 
wrong knowledge of testing. A comparative analysis of the corresponding errors of prediction by means of the 
tool is made to choose the most precise method. Conclusions summarize the methodology proposed for the 
application of the considered methods using the postprocessor.  

Pedagogical Experiment Description   

The data set for implementation of linear methods in the postprocessor for short-term prediction was gathered in 
the framework of an experiment carried out the academic 2008/2009 year. Four groups of bachelor degree 
regular students (3-rd year, 1–st semester) specialty “Computer Systems and Technologies” at Rousse 
University were involved in it (63 students in total). The test session was carried out within the framework of the 
course in Software Engineering and covered 30 hours taught lecture material. The test was created by the 
lecturer of the course as an intelligent posttest in order to evaluate the correct, missing, and wrong knowledge, 
as well as the time undertaken for the test performance.  

Each student was accessible through a common device to a template Microsoft Word document. The number of 
questions was 30 with total scores Pmax = 352 and planned time Tmax = 120 min. The questions types were four, 
namely: multiple choice, unordered keywords, ordered keywords, and unordered pairs [4] and answering was 
reducing to filling an empty edit field in correspondence with a simple syntax. Depending on its type each 
question brought different number of scores .max jp  A question “no” answer or subanswer was interpreted as 

missing knowledge, and incorrect answers or subanswers as wrong knowledge. After the test performance the 
student had to upload the fulfilled document back on the common device. The students were also told that the 
time for the test performance actually is unlimited and together with wrong and missing knowledge will be used 
as assessment indicators only for research purpose. Later the lecturer manually calculated the questions correct, 
missing, and wrong knowledge, their total scores  for each student and his/her final mark in the traditional six-
based scale: 0 ≤  P ≤ 0.4* Pmax – “2”; 0.4* Pmax <  P ≤ 0.55* Pmax – “3”; 0.55* Pmax <  P ≤ 0.70* Pmax – “4”; 0.70* 
Pmax <  P ≤ 0.85* Pmax – “5”; 0.85* Pmax <  P ≤ 1.0* Pmax – “6”. The experience accumulated during the last 
decade by Zheliazkova’s research group has pointed out that such non-linear scale is acceptable by both 
teachers and students [6]. The Word document of a “good” student, e.g. received test mark “4” is shown on fig. 1. 
This experiment confirmed the fact that the Ls go to such intelligent test performance only if they were 
preliminary self assessed at least with the mark “3”. The students also were well motivated and stated that were 
waiting for an objective and precise test assessment. As a result a tendency of shifting the average test mark 
from “good” to “very good” also was monitored.   

Tool’s Description  

In order to solve a new task a new user has to familiar with the data mining techniques, tasks classification, as 
well as with SESSIONSCRIPT language. The full specification of its first version can be found in [2]. By means of 
a standard text editor the user can review the script of the programs for related tasks.  

A new free-text formulated problem has to be clear, precise, and compact. Although the problem solving is 
presented as a sequence of steps in practice some steps can be omitted others repeated or interpreted as 
subproblem solving. To perform each step from the technological scheme the teacher has to know the syntax 
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and semantics of the corresponding group of commands. In order to enhance the SESSIONSCRIPT language 
learning the following color coding scheme has been accepted: the correct commands names and symbols for 
operations in Aqua; table, row and column names in Yellow; values in Pink; unknown keywords and current 
values of program variables in Dark grey; and messages in Grey. 

 

 
 

Fig. 1. The word document of a student’s test 
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The left side window (fig. 2) contains the script code of the program written by the teacher, and the right side 
window the table with the input data set. The description of the problem solved in a free text format can be seen 
switching from “Table” to the “Description” tabs (not shown here). The teacher is also recommended to save it in 
a standard text file serving as a common catalogue of the problems already solved by the members of the course 
team. 

To facilitate the visualization the transposition of the input table is recommended. Each row of the table on fig. 2 
corresponds to a test question from 1 to 30, and its first three columns the input data set, e.g. respectively the 
base line with correct (RA), missing (EA), and wrong (WA) knowledge. The next three columns contain their 
normalization values (P_RA), (P_EA), and (P_WA) respectively to the maximal scores jpmax  the corresponding 

question.  The teacher can choose also the menu-command Window|Variables to view the names and values of 
the system variables and the program variables. The visualization allows choosing different kinds of diagrams, 
such as bar, pie, line, and point viewed in separated windows. In order to view the corresponding diagram the 
table name has to be chosen from the menu-item View|Bars. For the needs of this kind of tasks a power 
command for visualization of a family of lines in a common coordinate system had been implemented in the 
postprocessor: PLOT(x1,x2,…xn, ’propertyName1 = propertyValue1’; y1,y2,…yn, ’propertyName2 = propertyValue’; 
…) propertyName and propertyValue => { TITLE = “<string>”, LINESTYLE = DOT | SOLID, LINEWIDTH = 
<integer>, MARKVISIBLE = TRUE | FALSE, POINTVISIBLE = TRUE | FALSE, POINTSIZE = <integer>, 
POINTSTYLE = SQUARE | TRIANGLE | CIRCLE | DOWNTRIANGLE | CROSS | DIAGONAL | STAR | 
DIAMOND, COLOR = CL<COLOR_NAME>} 

 

 
 

Fig. 2. The tool’s screen with the script and table windows 
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Correct, Wrong, and Missing Knowledge Prediction 

Hereinafter three linear methods called Moving Average (MA) are remained from the reviewed INTERNET 
literature [7,8,9,10] where the term MA stands for the mean value for a certain period of time.  

 Simple Moving Average (SMA) uses average demand for a fixed sequence of periods and is good for a 
stable demand with no pronounced behavioral samples. The calculated formula for the step averaging procedure 

is ∑
+−=
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t
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period; N is the number of observed periods. The main disadvantage of the method is loosing several predicted 
values which number is equal to the number of the time periods for the MA. 

 Weighted Moving Average (WMA) allows placing a greater emphasis on more recent data in order to reflect 
changes in demand samples. The weights used are based on the experience of the human predictor. In practice 
the weighting factors are often chosen to give more weight to the most recent data in the time series and less 

weight to older one. The corresponding formula is i
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1. Note, that this method does not avoid the disadvantage of the SMA and requires a more 

complex calculation at each step of averaging procedure. Additionally, if the data from each step are not 
available for analysis, it can be difficult if impossible to reconstruct a changing signal accurately. However, if the 
number of missing steps is known, the weighting of values in the MA can be adjusted to give equal weight to all 
missing samples to avoid this issue. 

 Exponential Moving Average (EMA) is a better trend indicator than the SMA as it puts greater weight to most 
recent data than older ones. Unlike SMA and WMA the older data never goes away in the calculation of EMA.  In 
this case the step calculation formula has the following form 

1),()1(1 >−+=+−=+ tFYFYFF tttttt ααα ; )1/(2 += Mα ; 10 << α ,   where the coefficient α  

is called smoothing factor and M is called length.  

The results of applying the above-mentioned methods of prediction on the first base line, e.g. for the correct 
knowledge are shown on fig. 3. Hereinafter the following color scheme is used for visualization: the observation 
values of the base line in red, line with prediction values for the SMA method (5 periods of time) in green, for the 
same method but with 15 periods in blue, line with prediction values for the WMA method with 5 periods in black, 
and line with prediction values for the EMA method with 5 periods in pink. For the three cases, e.g. correct, 
wrong, and missing answers the weights for the WMA method, e.g. were calculated as follows:  W1 = 1 / 
(5+7*1.61803398), W2 = W1*61803398, W3 = W1 + W2, W4 = W2 + W3, W5 = W3 + W4, where Wi is the 
weight of the ith period (i = 1,…,5). The WMA attaches more value to the latest data. 
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Fig. 3. The window for visualization of three prediction methods together with the base line for correct knowledge 

 

 

On fig. 4 the results of programming the same four methods of prediction for the wrong knowledge are shown.  

 

 
 

Fig. 4. The window for visualization of three prediction methods together with the base line for wrong knowledge 

 

 

The results of programming the above-mentioned methods of prediction from the base line for the missing 
knowledge are shown on fig. 5.  
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Fig. 5. The window for visualization of three prediction methods together with the base line for missing 
knowledge 

 

 

Fig. 3, 4, and 5 illustrate the specific feature of the SMA, e.g. absence of several initial prediction values which 
number is equal to the number of time periods for calculation of the MA (for the first and second methods their 
number is 5 and 15 respectively).  In all considered cases the SMA with 5 periods works so well as the much 
more difficult for calculation EMA with the same, e.g. 5 number of periods. This finding also is in line with the 
theoretical basis of prediction.  The only case where the corresponding MA considerably diverges from each 
other is when the weight coefficients, assigned to the latest data, are different. The question which type of the 
MA is the best choice has no correct answer. As a rule, the EMA is more sensitive to changes than the SMA, but 
less than the WMA. However, the answer depends on the specifics of the base line, as well as on the prediction 
error. 

Error and Skill Analysis 

Prediction error tE  for the tth calculation period is the difference between the actual value tY  and the predicted 

one tF  e.g. ttt FYE −= . The evaluation of the prediction can be equally performed through analyzing 

certain measures of the aggregate error that could be one of the following: 

 Mean Absolute Error (MAE) is the average of the difference between predicted and actual values in all test 

cases, e.g. it is the average prediction error and is calculated as ||1
1
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 Mean Absolute Deviation Percentage (MADP) is calculated refer to the proportion 
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 Mean Squared Error (MSE) is the average loss, e.g. the expectation of the squared deviations of the 

arguments from their respective target value. It is calculated as ∑
=

=
N

t
tE

N
MSE

1

21 .  

 Root Mean Squared Error (RMSE) is one of the most commonly used measures of success for numerical 
prediction and is computed by taking the average of the squared differences between each predicted value and 

its corresponding correct value, e.g. ∑
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 Skill in Prediction (SP) is defined a root mean squared error as scaled representation of prediction error that 

relates the prediction accuracy of a particular prediction model to some reference one.  If Y is the prediction for 
the period t  then the SP is calculated as: 
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From the formula of the MAE type of error follows that the prediction is perfect if it is equal to 0. Obviously, this 
error will decrease with the MA decreasing. The calculated MAE error for the fourth methods in case of correct 
knowledge was: 0.229, 0.279, 0.228, and 0.222 respectively. In percentage that approximately means 23% that 
is unacceptable having in mind that the length of the scoring intervals for the marks different from “2” is 15%.  In 
case of missing knowledge the precise values of the MAE were: 0.178, 0.221, 0.189, and 0.1787 respectively. In 
percentage that means approximately 19% that is closer to the same error of the SMA with 5 periods than to that 
one of the SMA with 15 periods of time. The calculated results of the MAE error in case of wrong knowledge are: 
0.116, 0.119, 0.115, and 0.115 respectively. In percentage that approximately means 12% ≤ 15 % that is 
approximately two times lower than in case of correct knowledge. The graphical interpretation for the MAE 
analysis is given on fig. 6. 

 

 
 

Fig. 6.  Graphical comparison of the MAE for all  cases 
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From the formula for the MAPE follows that this type of error can’t be calculated when the base line contains a 
zero value. According to the formula for SP a perfect prediction has a SP equal to 1.0, a prediction with similar 
skill to the reference prediction would be equal to 0.0, and a prediction which is less skillful than the reference 
prediction will have negative values. The picture on fig. 6 is slightly changed when the most precise indicator, 
e.g. the SP is used (fig. 7). In case of correct knowledge for all four methods its value is negative and very close 
to zero (-0.1, -0.14, -.011, and - 0.62 respectively). In practice that means none of the methods is acceptable.  In 
case of the missing knowledge the values of SP are positive (0.84, 0.69, 0.83, and 0.88 respectively) and close 
to a “good” prediction. The prediction is “excellent” only in case of wrong knowledge, as the values of SP (0.95, 
0.94, 0.95, and 0.85 respectively) are positive and very close to 1.00.   

 

 
 

Fig. 7. Graphical comparison of the SP for all cases 

 

The actual results can significantly differ from the predicted ones, which can be due to some side effects and/or 
external factors not taken into consideration. Regarding learners, they could be: attempt for fraud, unfamiliar type 
of tasks, insufficient attention or low motivation. Other external factors, related to the teacher, could be: poor 
session planning, organization, and/or delivery. 

Conclusions  

Application of four simple for computation methods of prediction, e.g. simple moving average with 5 and 15 
periods of time, weighted moving average, and exponential moving average has been illustrated for the short-
term task for prediction of correct, missing, and wrong knowledge of testing.  

The findings from this study are more likely not to be valid for other individual students as the process of testing 
as the process of learning depends to great degree on the L’s attitudes.  In connection with this the following 
methodology for the test performance prediction for other Ls is recommended using the same tool for data 
mining: 1) Constructing  the input table with the rows equal to the test questions, and columns to the number of 
predicted cases, e.g. correct, missing, and wrong knowledge; 2) Adding new columns with the normalized values 
of the base lines; 3) Programming formulas of prediction for all chosen methods; 4) Generation of a table with the 
MAE error for the all methods; 5) Generation of a table with the SP values;  6) Drawing the first base line with the 
corresponding predicted lines by using command PLOT; 7) Repeating  step 4,5 and 6 for all chosen for 
comparison methods; 8) Making decision about preferable method for  prediction on this base respectively to the 
15% length of the six-scale intervals.  
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