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USER-CENTRIC AND CONTEXT-AWARE ABC&S 

Ivan Ganchev 

 

Abstract: The evolving Always Best Connected and best Served (ABC&S) communication paradigm is 

addressed in this paper. The goal is to propose aspects of a novel vision together with the 

consequential strategic requirements and potential solutions for system architectural development. 

Subjective and objective aspects of the ABC&S concept from the viewpoints of the various stakeholders 

– mobile users, access network providers (ANPs), mobile service providers (xSPs), and mobile device 

manufacturers – are delved into. As primarily ABC&S is an end-user’s issue this perspective is given 

priority. The importance of context awareness is highlighted and the main context types are identified. 

An illustrative ABC&S example is presented along with corresponding IT solutions. 

Keywords: Always Best Connected and best Served (ABC&S), user centricity, context awareness, 

mobile app, cloud-based system, service recommendations, Ubiquitous Consumer Wireless World 

(UCWW). 

ACM Classification Keywords: H.3.4 Systems and Software – User profiles and alert services, C.2.1 

Network Architecture and Design – Wireless communication, D.2.2 Design Tools and Techniques – 

User interfaces, H.1.2 User/Machine Systems – Human information processing. 

1. Introduction 

The “Always Best Connected” (ABC) path of the evolution of the future communications world was 

proposed in 2003 [Gustafsson, 2003], [O’Droma, 2003]. The ABC concept was later extended to an 

“Always Best Connected and best Served” (ABC&S) paradigm [O’Droma, 2006], [Ganchev, 2007]. As 

part of the ABC&S functionality, in general, users evaluate their options in relation to the provision of 

desired mobile services through access networks available to them, and make decisions on which 

(best) access network to use, under what conditions and for which particular service instance.  

The ABC&S concept may be considered as the vision where logical telecommunication connections, 

needed for services being used by mobile users, are realized in a way that would be regarded as ‘best’ 

by these users [O’Droma, 2006]. What is ‘best’ varies widely according to the viewpoint of the 

stakeholders involved, the user’s location, the network environment enveloping the user, the service 

instances being provided and the time the service is being accessed (time of day, day of week, etc.). 
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With this kind of general descriptive definition, what ABC&S actually would be at any time, in any place, 

for any user, mobile service provider (xSP), and access network provider (ANP) will vary and will evolve 

radically as the full gambit of future wireless networks themselves evolve. 

In future wireless networks, the ABC&S vision should also include the capability of flexible management 

of the all-important quality of service (QoS) requirements ranging over all protocol layers [O’Droma, 

2004]. In environments containing multiple wireless (and fixed) networks, this vision includes open 

access to all of these networks, under certain conditions, and the ability to create, and update, a mix 

and match of desired service instances based on acceptable price/performance ratios – all responding 

to requirements set down by users in their profiles. Whether in a mobile or fixed context, it also includes 

a capacity to advertise, discover and learn about new networks (and services), new network- and 

service options and price/performance offerings, and dynamically change access, without losing service 

session, in accordance with user preferences, or ANP’s, or xSP’s obligations to meet per-service or 

per-connection service level agreements (SLA), or service dependent xSP-desired QoS performance. 

Largely the above is coming at an ABC&S definition from a user’s viewpoint. There are other viewpoints 

– e.g. the mobile service providers’, the access network providers’ and the mobile device 

manufacturers’ viewpoints, presented in the next section.  

In many ways the evolution of mobile communications envisages a stage being reached where the 

competition among ANPs may be a consideration for each user call/session [O’Droma, 2004]. For 

example, whenever a phone call is to be made, if the user is within the footprint of several access 

networks, then clearly s/he would like, in a painless user-friendly way, to choose the network which 

currently offers the ‘best’ or most acceptable price/performance ratio for the service being sought. 

Important also to the user is the need to control the billing options available at any time. This presents a 

user requirement for a different type of approach to the traditional authentication, authorization and 

accounting (AAA) structure, as it mitigates against a user’s being tied (i.e. as a subscriber) to one ANP 

– the home access network provider. It may facilitate the user better for the AAA functionality to be 

mediated by a third party (or parties) [McEvoy, 2005], [Tairov, 2011]. For instance for the traditional 

service of making a phone call, a user might want different calls to go through different ANPs (3G, 4G, 

Wi-Fi, Wi-MAX), being selected based on the particular callee, the day of the week, the time of the day, 

and other user profile’s characteristics such as the user role – professional, personal, etc. To do this, 

mobile devices could have a mobile ABC&S application installed, through which all outgoing phone 

calls could be easily made. This option is presented in detail in Section 4. 

In some cases the user may prefer not ‘the best’ connection (with best cost/performance ratio) for a 

given service, but another connection not so expensive and providing satisfactory QoS (for this user in 

their present or specified role), [O’Droma, 2004]. For this purpose the cost/performance ratio must be 
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present in suitable measures understandable by the user, e.g. if s/he chooses not ‘the best’ connection, 

the user should know how much cheaper it is and what the likely corresponding drop of 

performance/QoS is. 

In the case of using a multi-access device and if the user wants to use two or more services 

simultaneously (e.g. speaking on the phone and at the same time downloading and reading e-mails 

with attachments, and also browsing the web) and if s/he is within an environment of overlapping 

footprints of multi-access wireless networks  in the current location, then the user’s mobile device may 

propose using different connections via different ANPs – sorted in descending order according to their 

cost/performance ratio – for different services, e.g. 4G for a business-type phone conversation and Wi-

Fi for e-mail downloading and web browsing [O’Droma, 2004]. 

As indicated in [O’Droma, 2004], a real drive towards an open ABC&S paradigm has the potential to 

gradually restructure the existing subscriber-based and network-centric business realization of mobile 

communications, transforming it into a consumer-centric one. In this, it raises important challenges for 

existing ANPs and opens new opportunities for new ANPs, aiming to fill niche markets. For the latter it 

would mean the possibility of ease of entry and of having dynamic (and even casual) consumerist-like 

relationships with users, i.e. offering and providing services without any prior business relationship and 

subscription with them, which is realizable through utilization of a 3P-AAA mechanism [McEvoy, 2005], 

[Tairov, 2011]. 

For the mobile user the experience of ABC&S communications services should preferable move 

towards having consumerist-type characteristics where, for instance, through user-friendly interfaces 

ABC&S decisions are user-driven and user-executed. The most advanced ABC&S scenarios should 

enable users to move seamlessly between different (wireless) access networks according to their own 

criteria, e.g. on the basis of a comparison of the price/performance profiles of the networks, while 

maintaining active/on-going service sessions, i.e. without needing to reinitiate a session, or restart an 

application. The user-centric and user-driven ABC&S paradigm realization leads to a ubiquitous 

consumer wireless world (UCWW) communication environment [O’Droma, 2007], [O’Droma, 2010], 

where connectivity is available anywhere-anytime-anyhow, mobile services are rapidly deployed on-

demand, customized to the user’s needs, and adapted to the current context in the best possible way 

independent of the user’s movement across heterogeneous access networks. This vision requires 

unprecedented levels of autonomy, service adaptability, and network element integration at all levels 

including device equipment, access networks, and mobile services, [O’Droma, 2004].  

Most ABC&S decisions, and probably the easiest from an implementation viewpoint, will be made by 

the user on the basis of criteria many of which will be set down in multidimensional user-, device-, 
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network-, and service profiles [O’Droma, 2004]. The range and sophistication of such profiles will grow 

with time in parallel with the growth in the range of device, network and service access options and will 

consist of complex sets or arrays of competing parameters. How this may be managed in a dynamic 

adaptable way is not a small challenge. An important research and development (R&D) goal here is the 

finding of solutions for automation of the entire process of advertisement, discovery, request, 

association, configuration and use of access networks and mobile services so that the user will not only 

be served anywhere-anytime-anyhow but also always be best served. 

In this paper, the focus is on the ABC&S user centricity and context awareness. The goal of the former 

is to place wide-ranging freedom and control in the user’s hands as regards access networks’ and 

mobile services’ choices, based on personal ABC&S criteria such as price/performance ratio matched 

to the user profile. The goal of the latter is to take into account the current context (user-, network-, 

service context) in order to make informative ABC&S decisions.  

The rest of the paper is organized as follows. Section 2 presents the ABC&S viewpoints of the main 

stakeholders. Section 3 deals with ABC&S related context. Section 4 describes an illustrative ABC&S 

example along with corresponding IT solutions. Finally, section 5 concludes the paper and presents 

future directions for research. 

2. ABC&S viewpoints  

ABC&S encompasses a vision, which may be defined differently by different stakeholders as outlined in 

[O’Droma, 2006]. Interpretations and viewpoints vary as a function of the ‘interest’ of the stakeholder. 

The definition of criteria for ‘better’ and ‘best’ consists of objective and subjective aspects. Normally not 

only will the categories of stakeholders such as users, ANPs, xSPs and mobile device manufacturers 

represent broad classes of expectations and requirements of what ABC&S is, but there will also be a 

wide range of divergent viewpoints within each category related to such matters as socio-politico-

economic and regulatory environments, user population densities, service specialization, and 

geographic/territorial environments [O’Droma, 2006]. 

In so far as ABC&S has been considered, it has been in the contexts, where the service choice is 

usually being made by the user according to the perceived cost/performance ratio. However in general, 

as the ABC&S environment evolves, the user may not be the sole decision maker. ANPs and xSPs also 

have an interest, more or less keen depending on the circumstances. Besides the cost issue, other 

items of performance for consideration by all these interested parties include network-related QoS 

criteria (e.g. bandwidth, jitter, delay, packet loss, network congestion level, etc.), security requirements, 
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subscriber/user loyalty, service performance history (e.g. response time, reliability, etc.), service 

provideruser cost sharing model, etc. [O’Droma, 2004]. 

A good overview of different ABC&S viewpoints is provided in [O’Droma, 2006] and is summarized in 

Table 1. 

With ABC&S decision-making process being user-driven and/or xSP-driven, competition within and 

among ANPs should lead to a suitably wide variety of bearer service products with appropriate 

price/performance configurations [O’Droma, 2004]. Internally for ANP, defining and adapting these 

price/performance configurations, and keeping users informed about the latest offerings will be a 

challenging exercise. 

 

Table 1. A summary of the ABC&S viewpoints of the main stakeholders. 

 

Access Network 

Providers 

(ANPs) 

Mobile 

Users 

Mobile  

Service Providers 

(xSPs) 

Mobile 

Device 

Manufacturers 

Type 

of 

control  

Centralized with 

most control 

being in their 

hands  

Decentralized Decentralized but 

supported by ANPs 

Centralized or 

decentralized 

Scope 
Mostly within their 

domain only 

Global Global Global 

Driven 

by 

whom? 

ANPs Users (and perhaps 

in cooperation            

with xSPs) 

xSPs in cooperation with 

users 

ANPs, or users,         

or xSPs. 

Goal 

More bandwidth, 

improved range 

and quality of 

coverage, 

attractive tariff 

plans. 

Open consumerist-

type 

price/performance 

service offering with 

comprehensive 

service access  

Flexibility in development 

and deployment of 

services through third-

party networks via open 

interfaces,    attractive 

pricing mechanisms. 

Intuitive GUIs,    

wide range of 

network interfaces, 

greater device 

reconfigurability 

options. 
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3. ABC&S related context 

The ABC&S decisions depend greatly on the current context. Besides the context that relates to the 

mobile services available on offer (i.e. the category, type, scope and attributes of the service, the 

request time, the application initiating the request, the current QoS/QoE index of the service 

component, price, etc.), the context data may relate to the user (e.g., the user location, local time, 

weather, environmental state, current battery charge and other operational characteristics of the user’s 

mobile device, the user preferences, type of activity, intentions, engagements, social interests, the 

upper bound on the price and the lower bound on QoS accepted by the user for each particular service, 

privacy and security requirements, etc.), and/or relate to the constraints of the wireless access network 

currently utilized by the user (e.g., the communication channel state information (CSI), network 

congestion level, the current data usage pattern, the current QoS/QoE index, the cost of using the 

network, pricing scheme, etc.). Then determining the ‘best’ service instance at any moment for a 

particular user is based on a set of context parameter values, categorized in three groups – user-

related (u), service-related (s), and (access) network-related (n), forming a 3D (u,s,n) context space, as 

illustrated in Figure 1. 

 

Figure 1. The 3D context space. 
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The concept of context allows making smart decisions based on mining of data, e.g. stored in cloud 

repositories. [Ganchev, 2013] proposes the context to include both the data sensed in the environment 

(as in a typical context-aware system), and the history of the user and the collective history of users 

who have acted in a similar environment. This constitutes a novel approach in providing context-aware 

services with elements of community-based personalized information retrieval (PIR), applied to mobile 

network environments. 

4. User-centric ABC&S example 

Figure 2 illustrates the user-centric ABC&S concept on the basis of an outgoing call connection service. 

It shows an example of user A calling user B in the best (i.e. cheapest) possible way. This, of course, 

will largely depend on the current location of both users (the assumption is that the caller is always 

aware of the callee’s current location). The simplest solution for the caller is to check manually his/her 

records about the current location of the callee just before calling him/her. For instance, if both users 

are currently located in their home country (for simplicity it is assumed that the home country is within 

the EU and is the same for both users), then user A could initiate a call from his/her mobile device 

through his/her home cellular network to the mobile device of user B, as this is relatively cheap option 

these days. Alternatively, user A may seek calling user B by utilizing the cheaper option of the Internet 

telephony, i.e. using the mobile app of some VoIP provider to initiate the call over a Wi-Fi connection, 

which however could be either paid or free (the latter seems to be the preferred option for low-budget 

users). Consider now that the caller, user A, moves to another country. Of course using VoIP over Wi-Fi 

is the cheapest option again. However, within the EU, the cost of international roaming calls is going 

down all the time (and currently stands as 23.37c/min to make a call and 6.15c/min to receive a call, 

when roaming). So this could be an attractive option even for low-budget users who want better quality 

for their calls. Situation however could be quite different if user A is roaming outside the EU, especially 

if user B is also currently outside the EU and even in the same country as user A (depending on the 

country, the roaming cost of the call may go up to several euros per minute in both directions!). 

Spinning (i.e. buying and using local U/SIM cards) represents one possible solution in this case. Users 

also have the option of using a VoIP over (free) Wi-Fi, however in doing this they still could miss 

opportunity of using another VoIP service provider, who supplies better rates in the country, where both 

users are currently roaming in.  

Two possible IT solutions for automatic resolution of this situation are described in the next 

subsections. 
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Figure 2. A user-centric ABC&S concept illustration 

based on an outgoing call connection service example. 

 

 

Stand-alone ABC&S mobile app solution 

 

The first IT solution one could imagine is to use a generic intelligent ABC&S mobile application as 

described in [Ji, 2011]. This application sits on the user’s mobile device and operates in the background 

in supporting the user to be fully aware of all options available to call another user (the ABC&S app 

finds this information by some means, e.g. by searching on the Internet). The app can thus discover 

relevant service instances and all the necessary details about their offerings sufficient to make informed 

ABC&S decisions about using them, including knowing how to associate with the access networks to 
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obtain these services in the best possible way. This amounts to a significant advance in consumer-

centric ABC&S capabilities and services. 

Information about the current location of the callee is also collected and stored by the app. So, 

whenever user A wants to call user B, s/he just needs to select user B (as a callee) from a list provided 

by the app. The app then will make the call in the best possible way by exploring all available options, 

one after another, until the call is successfully made. 

The entire process is fully transparent and un-intrusive to the user because the ABC&S decisions are 

made in the background, following default (e.g., lowest price) or preset ABC&S policies and profile 

settings. This ‘full transparent ABC&S’ mode means a minimum disruption to the user, and yet it is still 

consumer-driven ABC&S.  

The design and development of such mobile app architecture is described in detail in [Ji, 2011]. 

 

Cloud-based solution 

 

The second (and more advanced) IT solution is to use a cloud-based service recommendation system 

[Ganchev, 2013] as a means for users matching their need to discover the 'best' mobile services, and 

facilitating, and supporting, the association with them by following a user-driven ABC&S paradigm. A 

cloud-based UCWW client application [Ganchev, 2015] – associated with such a system – could be 

used for finding and recommending to users, or even automatically selecting if the user’s profile settings 

are so set,  the ‘best’ mobile services, depending on the current context, including in that decision 

process the user’s personal profile requirements, e.g., for high-quality voice call service (e.g. 3G/4G) 

when user A needs to talk with her/his boss, but a Wi-Fi/VoIP lower-quality call service selection (where 

possible) for talking with friends in order to save money. The complex functional requirements of such 

client application make for a demanding app design, testing, and validation. A possible design solution, 

realized through a structured composition of three tiers – a mobile application tier, a web tier, and a 

cloud tier, is presented in [Ganchev, 2014]. 

As stated in [Ganchev, 2013], the UCWW cloud (c.f. Figure 2) can operate as a middleware of the 

context-aware service recommendation system. At the lowest layer, the user’s mobile device collects 

context data from the environment, and at the highest layer the UCWW client application makes use of 

this data. Between them operates the middleware of the system, which could be entirely implemented 

as cloud services. [Ganchev, 2013] describes in detail the flow of context data between a mobile device 

and the UCWW cloud as well as the mechanism of sending requests and receiving responses from the 
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decision support subsystem, i.e. providing ratings (ranking) of the service providers available for a 

particular type of service requested by the user. 

 

The main goal here is to design an efficient context-aware middleware for the UCWW cloud by having 

most of its functions offered as cloud services and the rest running locally on the mobile device. This 

process requires taking into account a number of aspects [Ganchev, 2013]: 

 On the back-end, the UCWW cloud must facilitate the storage of data harvested via mobile 

devices, and based on the analysis of this data, offer predictions as to the applicability and 

ABC&S suitability of services to particular users. Over time the data collected relating to 

particular users can give an accurate view of particular cohorts, based on common interests, 

repetitive access of particular services, etc. By monitoring this information, the system then can 

accurately predict the types of services most applicable to individuals, and in turn, recommend 

these to them.  

 Efficient heuristic algorithms must be utilized to facilitate service predictions locally on the 

mobile devices or as part of the UCWW cloud as an alternative to mining the stored data. 

 Within the mobile devices, an effective functional GUI design must be facilitated, with the 

necessary intelligence to harvest the requisite information to facilitate service predictions. With 

this in mind, different mobile platforms must be targeted, particularly in the case of the 

smartphones market, where Android-based devices, iPhones, Windows phones etc. each have 

a market share. 

 

5. Conclusion 

In considering the evolution of a truly Always Best Connected and best Served (ABC&S) enabled 

wireless communications world, this paper addresses the subjective and objective nature of the ABC&S 

concept from the viewpoints of the key stakeholders, i.e. the mobile users, access network providers, 

mobile service providers, and mobile device manufacturers. In particular, it has been shown that the 

ABC&S definitions and implementations are largely driven by the user requirements, which leads to a 

user-centric ABC&S realization. This thinking contrasts with supporting ABC&S development through 

centralized access-network-provider’s management domain as seen by other researchers. A simple 

example to illustrate this user-centric ABC&S concept, along with corresponding context-related 

aspects and possible IT solutions, has been provided. 
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In evolving future wireless world paradigms, the ABC&S concept itself, and the contexts in which it will 

likely find application, need to be evolved and extended to include some new dimensions, such as 

adaptive services/applications, open interworking and interoperability of multiple homogeneous and 

heterogeneous single-access and multi-access wireless networks, reconfigurable devices and network 

nodes, and operators competition [O’Droma, 2006]. Exploring and defining new ABC&S scenarios, 

network/service/device environments and techno-business models, implicit in positing ABC&S as a key 

and integral feature of future generations of wireless communications, necessitates setting down of 

many new architectural and system design components. These will be the goal of future research. 
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ON AN APPROACH TO STATEMENT OF SQL QUESTIONS IN THE NATURAL 

LANGUAGE FOR CYBER2 KNOWLEDGE DEMONSTRATION AND ASSESSMENT 

SYSTEM  

Tea Munjishvili, Zurab Munjishvili  

 

Abstract: The paper focuses on the midterm and final exams in 180 disciplines based on “Cyber1”  

system developed by the authors. For four years, the exams were held at Sh. Rustaveli State University 

in the sea-port town of Batumi, Georgia. On the grounds of analyzing the results thereof the authors 

developed “Cyber2”. In the publication they speak about the part the test result analysis plays, its pre-

conditions, tasks, means and solutions. They emphasize significance of visualization, generalization 

and statistical approach to the test results. They also describe method of semantic analysis and 

algorithms of the questions in the natural language put to a certain section of the database. The 

programs are in VB. NET.     

Keywords: Analysis of the test results, Semantic analysis  

 

Introduction 

Development and use of the knowledge demonstration and assessment systems put forward several 

tasks, such as making out the optimal timetable of the tests or classes, distribution of disciplines to 

professors, an automatic understanding of a student’s essay, analysis of the test results and the 

relevant conclusions and recommendations.  

As is well known, tests provide important information on the knowledge and demonstration thereof. A 

test is indispensable for verifying significance of the material imparted to the students, professor’s 

approach to instruction etc.   

As a result of analysis of “Cyber1” [Tea Munjishvili, Zurab Munjishvili, 2014]  knowledge demonstration 

and assessment system operated first at Shota Rustaveli State University in the town of Batumi (BSU, 

Georgia) for four years and then for five years, until 2014/2015 academic year, applied in teaching 

accounting at the Faculty of Economics and Business at the Tbilisi State University, we developed 

“Cyber2” [Thea Munjishvili; Zurab Munjishvili , 2015]  – the knowledge obtainment, demonstration and 

assessment software. 
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Our experience at BSU makes it possible to define conditions relevant [Thea Munjishvili; Zurab 

Munjishvili , 2015] to the functionality and application of “Cyber2” or the other knowledge demonstration 

and assessment computer systems for that matter: 

1. Processing closed and open tests; 

2. Setting a task by way of textual or graphic, video or textual and graphic or textual and video 

information; 

3. A prompt to a subject or a test by way of textual or graphic or video information or a 

combination thereof; 

4. Availability of max. three correct answers out of the seven implied ones in a closed test; 

5. Giving answers only upon marking the right number of the correct ones and giving “answer” 

order; 

6. Availability of a number answers in open tests; 

7. Clicking Qqi  mark relevant to Nnn ii   ,   task answer. The mark may be an integer or a 

decimal  positive number; 

8. Using words, numbers, sentences or a combination thereof and, also, an abbreviation in an 

open test; 

9. Understanding a statement used in answers in case of desynchronization or insertion of words; 

10. In a designational statement and generally answers, writing words in any case and using the 

wrong variants thereof; 

11. Comparison of actual answers to the tasks related to certain subjects, topics or subtopics with 

the reference value in which case desynchronization, writing words in any case, their insertion 

or omission will be unacceptable; 

12. Formulation the test task by subjects, topics, subtopics and professors; 

13. Introducing complex topics or subtopics in the task; 

14. Holding examinations by student groups; 

15. At the beginning of an examination, arrangement  and selection of tests by students in terms of 

probability; 

16. Making out reports after an examination (e.g. a protocol reflecting the course of an 

examination, examination sheet etc.); 

17. Obtainment of analytical information on the results of exams upon completion thereof or at any 

time; 

18. Selection from the database upon putting a question in the natural language; 

19. Displaying diagnostic messages, such as using an unknown word, omission of words, numbers 

etc. during an examination; 
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20. In case of interruption of an examination for technical etc. reasons, its continuation from the 

breakpoint; 

21. Training:  changing the training direction according to the answers given during learning, 

diagnosing the mistakes and pointing out the ways of prevention thereof. 

The necessity of meeting the conditions is detailed in [Thea Munjishvili; Zurab Munjishvili , 2015]. We’ll 

try to prove how important it is to meet the conditions related to obtainment of information on the test 

result analysis and maintenance of a dialog with the database in the natural language.   

 

Problem Statement 

Relevance of reports is unquestionable. For instance: it is necessary to print and familiarize oneself with 

the test result sheet, test protocol etc. reports, the content of which will have to be predefined. 

Apart from that, information search and selection by various parameters is also significant.. Such 

questions are actually probabilistic and they should be formulated by a management specialist, not a 

programming professional. The task is related to communication with the databases in the natural 

language.  

Knowledge description methods, such as frames, semantic networks, generating regulations etc. have 

become widespread in the natural language interactive systems. In most cases a question is put for the 

purpose of obtainment of the desirable information from the database. 

Upon displaying the semantics of a question in the natural language, our task is translation thereof into 

the one of the database, mainly SQL and then gathering the desirable information.  

Along with the uniform algorithmic methods of understanding, the semantics of a question in the natural 

language, the so-called beyond-the system engineering methods [Thea Munjishvili; Zurab Munjishvili , 

2015] relying on the axiom: “Rules of understanding the semantics can be detected in any 
problematic area and a logical-semantic model be developed on the grounds thereof” - are also 

widespread.  

For this purpose, within the knowledge demonstration and assessment “Cyberr2” system, we 

developed an engineering approach to the semantic analysis of a sentence. It is the so-called 

“Productive Grammar” method, which is somewhat universal and free from the shortcomings of the 

tabular suitability principle. The method is discussed in [Z.Munjishvili, 1990], while algorithmic-

programming representation of understanding a sentence written in the natural language is detailed in 

[Thea Munjishvili; Zurab Munjishvili , 2015]. 
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Semantic Analysis Method and Algorithm of Questions to the Database 

The objective of our research is understanding a question in the natural language put to the database 

and generally, realization of semantics of a sentence and its presentation as SQL instruction. We are 

examining a problematic area, namely, obtainment of the analytical information on the examination 

results by way of figures and tables. Representing the process as a figure is required by a set of values 

selected according to a certain criterion(a) marked on X and Y axes.  

The content of questions depends on the structure of a certain database but that of any question is 

typical to SQL instruction. Any question may be considered as a designational sentence made up of 

more than one word describing searchable items, conditions of selection and classification. 

We aim at understanding a sentence at the system entry and translating it into the SQL instruction. 

There may be omissions or insertion of words or desynchronization in a sentence entered into the 

system. The words in various cases, synonyms and homonyms may also be used.    

The analysis of the structure and content of the questions leads us to the conclusion that in most  

cases, namely, in the selected problematic area and the task, the logical-semantic model is the basis of 

presenting examination results as a figure. The model has the following structure: name of the items to 

be placed on <X axis ; name of those to be placed on  a><Y , < selection conditions>.    

The selection structure is as follows =:<object><temporal parameters: a semester, an academic 

year><instruction status><instruction stage>.  

Statements are acceptable in terms of questions put for the sake of obtainment the examination results 

1....n.j ,  jgG   

 

Let us formulate the G set conditions as follows:  

G is a pre-known definite set, with the sentences in the natural language or the order of words being its 

elements.  

1. ig - marks a sentence with “i” as its conditional number, while ,ig  – a word thereof with   as 

its conditional number. Then the ,ig  used words make up dictionaryL. Composition of G 

depends on the structure of the system, namely the Cyber 2 database, the knowledge 

demonstration and assessment by subjects and the appraisal system.    

2. Any two elements of G differ at least by a single word; 
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3. Any pair may contain the words similar in content.  

4. In Cyber 2 knowledge demonstration and assessment system, a certain selection condition 

(action) corresponds to  a question or a phrase  -  i , i.e. according to iig  . logical –

semantic model, the selection condition may contain one or more words. i  may be a word, a 

sequence thereof, a set of symbols etc. Consequently, the G set Ggi   elements are reflected 

in 
*G set of operations   : **

, GGfGi  , iigf )( . 

The desired results are obtained if Ggi  , then  ig  may be regarded as the product, the Lak 

words included in  ig  
as conditions and the names of objects to be placed on X and Y axes, while

 
 i  

as selection conditions corresponding to g2 as operation. In this sense, “the analysis” of a question – 

statement in the selected problematic area may be brought down to the formation of a productive 

system, the dictionary arrangement and the SQL instruction relevant to the incoming facts.  

As exemplified by Cyber 2, method of the semantic analysis and the algorithm is based on those of 

understanding the answers to the open tests. The method and algorithms are detailed in [Tea 

Munjishvili; Zurab Munjishvili , 2015].   

In Cyber 2, two tables reflecting the examination results, such as tbmain (information on a student’s 

activities, the examinations) and  the tbmosasmeni (list of the students to do a repeated course of the 

same subject) form the basis of presenting them by way of a figure and understanding questions  

By scores, the tbmain table contains the result –related information detailing a student’s activities from 

the very beginning of an ‘i’’ course (an activity, a midterm exam, the final, the repeated exam) and the 

order of appraisals.   

The principles presented by way of the productive ones and formulated according to the logical-

semantic model of the questions form the algorithmic basis of understanding them In the case in 

question, the structure of the productiveprinciples is as follows:  

Conditions: name of the object to be placed on X axis,  name of the object to be placed on Y axis  

action: selection condition(s)  

In this case, the following principles were formulated:  

P1: Subjects, appraisals  <a student> AND <optional selection conditions > 

P2: studens, appraisals, <subject> AND <<optional selection conditions  
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P3: subjects, quantity  <appraisal> AND <<<optional selection conditions > 

P4:groups, quantity  <appraisal>  AND subject AND <optional selection conditions>  

In this case, the optional selection conditions are: appraisal type, number, semester, academic year, 

instruction stage and status.  

A dictionary made up of three ones (table)   .321 LLLL   

1L   is the structure of an entry 

< 1L   a dictionary entry>:=<word ,ik ga  >< ,ik ga   a word or its wrong variant or a synonym>  

1L   the words used in the productive principles (textual data) are entered into the dictionary  

2L  the structure of an entry:  

< 2L  < a dictionary entry>:=the ik ga    morphological root of the right version of words in the 

dictionary><  name of the word by the base table> 

2L  dictionary is compiled along with  1L . The system enters an L1 word unchanged The administrator 

edits it and creats its morphological root. There are no wrong variants in the dictionary.  

3L   The dictionary structure is as follows 

< 3L  dictionary entry >:=<naming the selection parameter by the base table ><a sentence made up of 

the ik ga  >words in 1L   dictionary. 

3L   dictionary is compiled by the administrator  

Understanding a question and its presentation by way of SQL instruction: /fig. 1/ 

 

Understandingly, for the discussed problematic area, there is no need to formulate a question in the 

natural language and apply the specified complex pattern in order to understand its semantics. In the 

case in question, the task may be solved by a simple selection from the lists or another method. The 

objective of the article is to highlight “a forgotten” problem: a dialog with databases in the natural 

language.  
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Fig. 1. Understanding and Presenting a Question by Way of SQL Instruction. 

 

Conclusion 

1. By means of generalization of theoretical issues and on the grounds of handson experience, 

we developed the conditions of functionality and application of the knowledge demonstration 

and appraisal computer systems, namely obtainment of the analhtical information on the test 

results by way of diagrams, to this end, formulation of questions in the natural language and 

understanding a question in case of desynchronization, insertion of words, putting them into 

any case or using a wrong variant of a word; 

2. A question is understood by means of the logical-semantic model and application of the 

knowledge demonstration method by means of productive principles widespread in the artificial 

intellect;  

3. After further research, the described approach to understanding questions to the database 

presented in the diagrams that reflect the analytical data regarding the examination results may 

be applied to the other problematic areas, as well.  
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NEAREST NEIGHBOR SEARCH AND SOME APPLICATIONS 

Hayk Danoyan 

 

Abstract: The problem of finding of nearest neighbors from the data set for a given query is 

considered. The important applications for different data types when the NN algorithms may be applied 

are enumerated namely for Textual data, Image data and Genome data. For each individual case the 

models under consideration (data representation type, similarity measure etc.) are those, which keep in 

view the specifications from practice. 

Keywords: Nearest neighbor, k-NN, text classification, parameter estimation, human pose estimation, 

sequence alignment, homology search, protein secondary function prediction 

ACM Classification Keywords: H.3.3, I.2.10, I.7. 

 

1. Introduction 

Let we have some set ܸ and some distance measure ݑ)ߩ, ,ݑ between two elements (ݒ  of V. For ݒ

arbitrary subset ܣ and vector ݔ by ݔ)ߩ, ,ݔ)ߩ we denote the following (ܣ (ܣ = ݉݅݊௔∈஺ ,ݔ)ߩ ܽ). The 

subset ܨ ⊆ ܸ and a vector ݔ ∈ ܸ are given. Consider the problem of finding the nearest elements (by 

means of distance ݑ)ߩ,  named as NN (nearest neighbor). In other words it is required ݔ from ܨ of ((ݒ

to find the set࣭ = ݕ} ∈ ܨ ,ݔ)ߩ (ݕ = ,ݔ)ߩ ⁄{(ܨ . The other variation of the problem also often 

considered named as “k-nearest neighbors” or short “k-NN” problem which consist in finding a set ࣭ 

such that: 

I. |࣭| = ݇; 

II. ∀ݕ ∈ ࣭ and ∀ݖ ∈ ,ݔ)ߩ ,࣭\ܸ (ݕ ≤ ,ݔ)ߩ  .(ݖ
Keeping in mind the big volume of F which may considered in applications the main requirement is to 

exclude the linear scan which can made the problem practically unsolvable. The approximate variant of 

the problem is also considered named as approximate nearest neighbor problem [Andoni, 2009; Gionis, 

1999]. 

There are a large amount of literature devoted to case when ܸ = {0,1}௡, and ∀ݔ, ݕ ∈ ܸ by ݔ)ߩ,  (ݕ
is denoted the Hamming metric for example [Gionis, 1999; Rivest, 1974; Aslanyan, 2013; Aslanyan, 
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Danoyan, 2013; Aslanyan, 2014], etc. The ܴ௡ where ܴ is the set of reals under metric of ߩ௣ is also 

under consideration, where ߩ௣(ݔ, (ݕ = ට∑ ௜௣ݔ| − ௜௣|௡௜ୀଵ೛ݕ
 for any ݔ, ݕ ∈ ܴ௡. The aim of this paper is 

to bring survey on known applications where nearest neighbor method may be applied. 

 

2. Orthography Correction with Dictionary  

Let we have a dictionary of any language. Someone insert a word which may, in fact, contain an 

orthographic error. The aim is to detect the error. There are types of errors which can occur more likely: 

namely one can miss some character, type other character instead of right character or type an 

excessive character. Here we demonstrate the mentioned types of errors on word “character”: 

― caracter (missed the letter “h” after “c”); 

― charakter (instead of letter “k” mast be “c”); 

― charactere (letter “e” at the end is excessive). 

The technic is the following: as a set F mentioned above we keep the set of orthographic forms of 

words of the language. The distance between words we consider the edit distance [Wagner, 1974]. So 

for the typed word we find the nearest neighbors from F by means of edit distance, which can allow 

correcting the error in the typed word. 

 

3. Text Categorization 

Let we have a set of documents ܦ = {݀ଵ, … , ݀௡} and set of categories ܥ = {ܿଵ, … , ܿ௞}. For each 

document   ܦ௝, ݆ = 1,… , ݊ we have a label denoted as ݕ௝ ∈  .ܥ

The problem is for unknown test instance ݀ to predict the value of category vector [Sebastiani, 2002] or 

more formally it is required to approximate the unknown function Φ:ܦ → (݀)where   Φ ܥ = ܿ௜ ⟺ document ݀ belongs to class ܿ௜ for some ݅ ∈ {1,… , ݇}. (3.1)

The more general case when the classes may overlap can be considered [Sebastiani, 2002]. The text 

categorization problem is naturally arises in many applications. We mention the following [Sebastiani, 

2002], [Aggarwal, 2012]:  
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Document Filtering. Let we have a collection of news articles. As the number of electronic articles 

written per day may be very big so it will become necessary to create a system which will automatically 

label each article to corresponding class (for example politics, art, science, business, sport, technics 

etc). 

 

Document organization and retrieval. Let one has an electronic collection of text documents 

(scientific articles, news articles, web collections, etc.). It is required to organize document hierarchically 

such, that the browsing and retrieval will be efficient. 

 

Spam Detection. When one receive the electronic email it may be spam. So in order to prevent the 

loss of user’s time for reading it one need to categorize it spams or not spam. 

For other possible applications we will refer to [Sebastiani, 2002; Aggarwal, 2012]. 

 

3.1. Text Representation 

At first we have to represent the text document (which may be for example in format pdf, docx, etc.).  

The one of possible approaches is “bag-of-words” [Sebastiani, 2002] when each document is 

represented as ௝݀ = …,௝ଵݓ) ,  ௝௜ is the weight of ithݓ ௝|்|), where T is a set of all possible terms, andݓ

term in jth document. The set of all words occurring at least in one of the documents can be considered 

as T [Aggarwal, 2012, Salton, 1988, Sebastiani, 2002]. The articles (a/an/the etc), prepositions, 

conjunctions etc. and topic-neutral words are ignored. The second stage is stemming [Sebastiani, 2002] 

(grouping the words having the same morphological root). 

There are different ways of defining weight [Sebastiani, 2002; Aggarwal, 2012; Salton, 1988]. One of 

the simplest ways is the following (also called the set-of-words representation): ݓ௝௜ = 1 if ith term 

appear in jth  document and ݓ௝௜ = 0 otherwise. In general weights belong to range [0,1]. 

Probably one of the most used weighting method is: ݓ൫݀௜, ௝൯ݐ = ߶(݀௜, (௝ݐ log ௡జ(௧ೕ) , (3.1.1) 

where ߶(݀௜,  denotes the document (௝ݐ)߭ ௝ occurs in ݀௜, andݐ ௝) denotes the number of timesݐ

frequency of term ݐ௝, that  is, the number of documents in ܶݎ in which ݐ௝ occurs.  
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In order for the weights to fall in the [0,1] interval and for the documents to be represented by vectors of 

equal length, the weights resulting from ݓ൫݀௜,  ௝൯ are often normalized by cosine normalization, givenݐ

by the following formula  

௜௝ݓ = ௪൫ௗ೔,௧ೕ൯ට∑ ௪೔ೖ|೅|ೖసభ . (3.1.2) 

 

Although normalized ݓ൫݀௜,  ,௝൯ is the most popular one, other indexing functions have also been usedݐ

including probabilistic techniques [Sebastiani, 2002; Salton, 1988]. 

The function representing the similarity of two document representing vectors may be useful, which 

may be defined as: ߩ൫݀௜, ௝݀൯ = ∑ ௝௞|்|௞ୀଵݓ௜௞ݓ . (3.1.3) 

 

Mention that in case of binary text representation function defined by (3.1.3) coincides with hamming 

metric.  

 

3.2. Text Classification Using NN Method 

The dimensionality reduction technics may be applied to decrease the dimensionality of data type. For 

a survey for such technics we refer to [Sebastiani, 2002; Yang, 1997]. 

The nearest neighbor methods may be applied by the following way: Let the set of nearest neighbors of 

document d be the (݀௜భ, … , ݀௜ೖ) and(ݕ௜భ, … , ௜ܤ ௜೛) are the corresponding labels. Now letݕ ={݀ ∈ ௫ܨ Φ(݀)⁄ = ܿ௜}. The label of document d to be classified will be assigned a label ݕ where y 

defined as  ݕ = argmax௜  ௜|. (3.2.1)ܤ|

As we already mentioned that this approach may easily be generalized for case with overlapping 

classes, i.e. the sample may belong to more than one class. 
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4. Human Pose Estimation 

The articulated pose estimation problem is formulated as follows [Shakhnarovich, 2005; Shakhnarovich, 

2003]. We are given an image which contains a human body. We also have an articulation model – a 

model of the body that describes the current 3D body configuration in terms of a set of limbs and 

rotational joints that connect them into a tree structure. 

One can synthetically generate image of a humanoid with a computer graphics program like Poser 

(Figure 4.1). That image will correspond to the articulated model. The model is shown by plotting 2D 

projections a number of key joints (crosses) and the lines connecting them, which roughly correspond 

to limbs Figure 4.2. This model may be described by set of numbers, namely the coordinates of the 

joints. In fact, there are hundreds of parameters in these numbers that affect the resulting image: the 

articulated pose of additional body parts not accounted for by this coarse model, such as fingers; shape 

of the actual body parts, facial expression etc. Added to that could be the parameters that describe the 

scene, the objects in the background etc.  

The goal of a computer graphics program like Poser is to start with these parameters and produce a 

realistic image.  

The goal of computer vision is the opposite. In the context of articulated pose estimation this goal is to 

start from the Figure 4.1, and recover the relevant parameters (Figure 4.2) of the representation that 

“generated” the image, while ignoring the nuisance parameters. 

 

  

Figure 4.1 Figure 4.2 
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4.1. Example Based Pose Estimation 

Now let we have a human image I represented as vector ݔ (ݔ belongs to some vector space ܺ) and we 

want to retrieve the corresponding parameter vector denoted by ߠ belonging to some metric space Θ 

[Torralba, 2008]. The distance between two vectors ݍ, ݐ ∈ Θ will be denoted by ߩ஀(ݍ,  We also .(ݐ

have for some image feature vectors ݔଵ, ,ଵߠ .௠ their corresponding parameter vectors i.eݔ⋯,ଶݔ ⋯,ଶߠ ,  ௠. In example in the previous section parameter vector corresponding to image are theߠ

angles between those parts of body which are connected by joints (Figure 4.2). One approach to 

estimate ߠ based on k-NN is [Cover, 1968] ߠ = ଵ௞ ∑ ௜௫೔∈ிೣ,ೖߠ . (4.1.1) 

For theoretical ground of formula (4.1.1) we refer to [Cover, 1968].  

In formula (1) the unknown parameter is estimated by using parameters corresponding to k nearest 

neighbors of ݔ by means of metric ߩ௑. Let us mention the following two difficulties in connection to 

formula (4.1.1): 

― When the dimension of space ܺ is big which is usual for multimedia applications the problem of 

searching k-NN may become to linear scan which is unacceptable in practice [Gionis, 1999]. 

Mention that in [Gionis, 1999] proposed method for approximate nearest neighbor search in 

sublinear time.  

― The parameter values corresponding to k nearest neighbors of x may not be “close” to ߠ by 

means of metric ߩ௵ (Figure 4.1.1).  

To come over the mentioned problem it is proposed [Shakhnarovich, 2005; Shakhnarovich, 2003; 

Torralba, 2008; Cipolla, 2013; Shakhnarovich, Darrel, Indyk, 2005] to consider the hash schema ܪ = {ℎଵ, … , ℎ௡}, ܪ:ܺ → :௡ and ℎ௜ܧ ܺ → {0; 1} such that the length of the hash code will be 

relatively small (to perform effective nearest neighbor search) and the “close” points in Θ by means of 

metric  ߩ஀ will have “close” hash values in corresponding Hamming space with high probability. 

We will treat the similarity as some binary relationship ܵ: ܺଶ → {−1,+1} [Shakhnarovich, 2005], i.e. 

we will suppose two human images ܫଵ and ܫଶ are similar if ܵ(ݔଵ, (ଶݔ = 1 and are not similar if ܵ(ݔଵ, (ଶݔ = −1. In [Shakhnarovich, 2005] it is considered the case when  

,ଵݔ)ܵ  (ଶݔ = ൜+1		݂݅	ߩ஀(ߠଵ, (ଶߠ ≤ ,ଵߠ)஀ߩ	݂݅	1−,ܴ (ଶߠ > ܴ,  
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for some predefined value of ܴ, where ݔଵ and ݔଶ are the corresponding feature vectors of ܫଵ and ܫଶ. 

The meaningful interpretation of this formula in context of pose estimation problem is the following: two 

images are similar if they have “close” poses or “close” values of joint angel vectors. 

 

Figure 4.1.1 

The general structure of hash function is [Shakhnarovich, 2005; Shakhnarovich, 2003; Torralba, 2008]: (ݔ)ܪ = (ℎଵ(ݔ), … , ℎ௡(ݔ)), (4.1.2) 

where  ߙଵ, … ,   .௡ are real numbersߙ

Each ℎ௜ ݅ = 1,… , ݊ has the form [Shakhnarovich, 2005; Shakhnarovich, 2003]: 

ℎ்,௙(ݔ) = ൜1 ݂݅ ௜݂(ݔ) ≤ ௜ܶ,0 ݂݅ ௜݂(ݔ) > ௜ܶ, (4.1.3) 

where ௜݂ : ܺ → ܴ and ௜ܶ is some threshold.  As ݂ one can usually use the projection function 

[Shakhnarovich, 2005; Shakhnarovich, 2003; Gionis, 1999], i.e. ݂(ݔ) =  ௗ is denotedݔ ௗ, where byݔ

the dth component of the vector ݔ. 

With each function ℎ we can define a classifier by the following way ܿ(ݔ, (ݕ = ൜+1, ݂݅	ℎ(ݔ) = ℎ(ݕ)−1, 						.݁ݏ݅ݓݎℎ݁ݐ݋  
As a measure of classification accuracy we will consider the following two values: expected true 

positive rate ܴ௧௣ = E(௫,௬)ௌ(௫,௬)ୀାଵ[Pr	(ܿ(ݔ, (ݕ = +1)] 
and expected false positive  rate 
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ܴ௧௡ = E(௫,௬)ௌ(௫,௬)ୀିଵ[Pr	(ܿ(ݔ, (ݕ = +1)]. 
These values will be estimated from the available examples of similar and dissimilar pairs 

[Shakhnarovich, 2005; Shakhnarovich, 2003]. The empiric true positive rate will be denoted as ෠ܴ௧௣ = ,ݔ)}| (ݕ ,ݔ)ܵ ⁄(ݕ = +1, ,ݔ)ܿ (ݕ = +1}|. 
By the same manner we will denote the false positive empirical rate: ෠ܴ௙௣ = ,ݔ)}| (ݕ ,ݔ)ܵ ⁄(ݕ = −1, ,ݔ)ܿ (ݕ = 1}| 
The algorithm computing the optimal value of the threshold is brought in [Shakhnarovich, 2005]. 

Below the Algorithm 4.1.1 which computes the value of n and constructs the hash-function ܪ:ܺ →  ௡ܧ

is brought: 

 

Algorithm 4.1.1: Similarity Sensitive Coding 

Given: Set of similarity-labeled pairs ((ݔଵ, ,(ଵݕ ݈ଵ), … , ,ேݔ)) ,(ேݕ ݈ே),  
Given: Lower bound on ෠ܴ௧௣ − ෠ܴ௙௣ gap ܩ 

Output: Embedding ܪ: ܺ →  .௡  (n to be determined by the algorithm)ܧ

Let ݊:= 	0. 

Assign equal weights ܹ(݅) 	= 	1/ܰ to all N pairs. 

for all d = 1, . . . , dim(X) do 

Let ݂(ݔ) = ௗݔ   

Apply Algorithm of finding best threshold to obtain a set of m thresholds { ௧ܶௗ}௧ୀଵ௠  and associated true 

positive { ෠ܴ௧௣೟ௗ }௧ୀଵ௠  and false positive { ෠ܴ௙௣೟ௗ }௧ୀଵ௠  rates  

for all ݐ	 = 	1, . . . , ݊ do 

if ෠ܴ௧௣೟ௗ − ෠ܴ௙௣೟ௗ ≥ =:݊ then ܩ ݊ + 1; ℎ௡(ݔ) = ℎ௙, ೟்೏(ݔ); 
end for 

Return H = [ℎଵ, … , ℎே]  



International Journal "Information Technologies & Knowledge" Volume 9, Number 3, 2015 

 

 

232

5. Genomic Sequence Processing 

The nearest neighbor approach has also many biological applications.  Let we have a finite alphabet Σ 

(for biological applications it is useful to consider when |Σ| = 4 and |ߑ| = 20 corresponding to the 

cases of nucleotide sequences and amino-acid sequences). Let us consider two strings ܽ =ܽଵܽଶ …ܽ௡ and ܾ = ܾଵܾଶ …ܾ௠, where ܽ௜ ∈ Σ, ௝ܾ ∈ 1 ,ߑ ≤ ݅ ≤ ݊, 1 ≤ ݆ ≤ ݉. To refer the ith 

element of string a we will use the notation ܽ[݆]. For ݅ < ݆ we use ܽ[݅, ݆] as an alternative notation of 

string ܽ[݅]… ܽ[݆]. Consider we have an operation of insertion the symbol “-” somewhere in string ܽ	or ܾ. 

An alignment (global) [Gusfield, 1997; Mount, 2013] ܣ of two strings ܽ and	ܾ is a finite set of 

transformations by inserting the symbol “-” in ܽ or ܾ, such that after these transformations we get 

correspondingly the sequences ܽᇱ and ܾᇱ of the same length ݈.  
We escape the case when ܽᇱ[݅] = ܾᇱ[݅] = " − " for some ݅, 1 ≤ ݅ ≤ ݈.  Let us denote the set of all 

possible alignments by ࣛ. It is obvious that ࣛ is finite. For each alignment A we define its value 

஺ܵ(ܽ, ܾ) = ∑ ,[݅]ᇱܽ)ݏ ܾᇱ[݅])௟ ௜ୀଵ௔ᇲ[௜]ஷ"-" or ௕ᇲ[௜]≠"-"  

− (5.1) ,ݓ݇

where	ݏ is a some function defined over ߑ ×  is a ݓ k is the number of symbols “-” in alignment and ,ߑ

number which can be interpreted as a “cost” of each occurrence of symbol “-”. The function ݏ can be 

represented as a matrix of size |ߑ| ×  Such matrixes are called substitution matrixes. For detailed .|ߑ|

information about calculation of these matrixes we refer to [Dayhoff, 1978; Henikoff, 1992]. 

The optimal alignment is an alignment ܣ௢ such that has maximal value which we will denote by ܵ(ܽ, ܾ). ܵ(ܽ, ܾ) = max஺∈ࣛ ஺ܵ(ܽ, ܾ). (5.2) 

The local alignment is alignment of substring ܽ[݅, ݆] and ܾ[݌,  such that have the maximal value of [ݍ

global alignments overall substrings of ܽ and ܾ, i.e. 

௟ܵ௢௖(ܽ, ܾ) = max ଴ஸ௜ஸ௝ஸ௡଴ஸ௣ஸ௤ஸ௠ ܵ(ܽ[݅, ݆], ,݌]ܾ  (5.3) .([ݍ

We call the number ௟ܵ௢௖(ܽ, ܾ) the value of local alignment. Algorithms computing local and global 

alignments for given two sequences and substitution matrix were brought in [Needleman, 1970; Smith, 

1981]. 

Now let we have a set of strings maybe of different lengths. For the given sequence it is required to find 

all sequences most “similar” to the given sequence by means defined above (the score of local or 
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global alignment is maximal). The mentioned problem named as sequence nearest neighbor problem. 

There may be different variations of notion “similarity” namely gaps may be allowed with different cost 

functions [Waterman, 1976], or the edit distance and some other distances may be considered. The 

appropriate selection of similarity measure depends on concrete application.  
 

6.1 Search for Homologous Proteins 

At the present there are available many protein databases [Altschul, 1990]. For the new sequenced 

protein/gene etc. the problem rises to find its properties/functions [Mount, 2013; Gabaldon, 2004; 

Sleator, 2010]. The experimental way may be costly by means of time/money etc. One of the possible 

approaches based on homologous proteins with known functions. Two sequences will be called 

homologous if they have the same ancestor. Proteins having similar sequences are usually 

homologous. So the function of unknown protein may be predicted by knowing the function of 

homologous (similar) proteins. 

There exist empiric algorithms finding similar sequences for a given sequence (Blast, Fasta etc.) 

[Mount, 2013; Gusfield, 1997; Altschul, 1990]. Here the meaningful implementation of the algorithm 

BLAST for proteins [Mount, 2013] is brought below: 

Input: Query sequence S[1,n] 

― For each sequence a list of words of length 3 L={S[1,3], S[2,4],…,S[n-2,n]} using substitution 

matrix Blossum62 construct all words with alignment score ≥some threshold T. Such words 

will be called hits; 

― For each hit scan the database for exact-match; 

― Extend the alignment. 

Return high-scoring alignments. 

Mention that BLAST is heuristic algorithm. For analyzing of implementation we refer to [Altschul, 1990]. 
 

6.2 Protein Secondary Structure Prediction 

Now let we have a protein database and for each protein the corresponding secondary structure is 

available in database. For the protein with unknown secondary structure it is required to predict its 

secondary structure using the database. The nearest neighbor method may be applied also, to keeping 

in mind the hypothesis that the homologous sequences have the same secondary structure tendencies 

[Levin, 1986]. The algorithm described in [Levin, 1986; Levin, 1997] and [Keedwell, 2005] 
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Algorithm 6.2.1 

Input Sequence S of length n, integer m, threshold q. 

For each k=1, k≤n-m+1, k++ 

find set ܨௌ,௞ of sequences of length m from database which align with S[k,k+m] with score ≥q. 

Consider the matrix a n×p comment: p-the number of secondary structure conformation, usually p=3, 

[Keedwell, 2005].  

In the ith row and jth column of the matrix write sum of all alignment scores in ܨௌ,௞where in the i-th place 

corresponds j-th secondary structure conformation. 

Return ߙଵ, … , ௜ߙ ௡ whereߙ = max௝ୀଵ,…,௣ ܽ௜௝. 

 

For example of the performance of algorithm we refer to [Keedwell, 2005].  

 

Conclusion  

The problem of nearest neighbor search becomes important in many applied domains such as: 

― Textual data mining (document filtering, spam detection, plagiarism detection, etc.), 

― Machine vision (human pose estimation, image classification, image search, etc.),  

― Computational biology (Search for homologous proteins, protein secondary structure 

prediction, etc.). 

The major difficulty is the amount of available data, when the linear scan becomes practically 

unrealizable. So the requirements on algorithm are to consider data points from the database as few as 

possible and to be effective from computational viewpoint.  
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MOBILE BANKING SECURITY PRACTICES FOR ANDROID USERS 

Bonimir Penchev 

 

Abstract: The widespread usage of mobile phones and smartphones in particular is related with the 

continuous expansion of their functionalities. Mobile banking is an option which gives users the 

possibility to perform various banking operations (such as account balance inquiry, account 

transactions, payments and other basic services available daily in banks) through a mobile device such 

as mobile phone, smartphone or tablet. A key factor for its wider usage is to increase the level of 

security, which in turn will increase user’s confidence. In this paper, we investigate which of the security 

features for a safer mobile banking are included in 14 mobile antivirus and security applications for 

Android OS. In the final assessment are included three additional factors – license, usability and battery 

usage. On the other hand, based on the main channels for mobile banking (SMS, mobile websites and 

mobile applications) and the fact that the web browser can be a major source of malware applications, 

spoofing websites and targeted Trojans, we present how the existence of certain security indicators in 

mobile web browsers and their recognition would help the user to avoid security attacks. According to 

the results of our study, we can evaluate and select the combination mobile antivirus and security 

application - mobile web browser in order to increase user’s confidence in mobile banking. 

Keywords: Mobile security, Mobile banking, Mobile Antivirus and Security Applications, Mobile Web 

Browser. 

ACM Classification Keywords: K.4.4 Electronic Commerce – Security 

 

Introduction 

Mobile phones are an integral part of our daily lives. Their usage is not limited to operations like phone 

calls or text messaging. Technology progressed to such an extent that smartphones’ functionalities can 

be compared to those of contemporary computers. In Smartphone’s financial institutions explore an 

excellent opportunity to provide new type of services. Mobile banking is this type of service that allows 

the user to carry out various banking operations (such as account balance inquiry, account 

transactions, payments and other basic services available daily in banks) through a mobile device such 

as a mobile phone, smartphone or tablet. 
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Among the benefits that users can derive from mobile banking, there are also different restrictions. The 

most important of them is related to the security level of this service and it is one of the main user’s 

concerns when deciding whether or not to use mobile banking. In this aspect it is necessary to examine 

the main critical points in the mobile banking process – bank system, transmission media, mobile 

device, and user. In our study we will focus on the mobile device. 

According to a research conducted by Gartner [Gartner Inc., 2014] for 2013 the market share of 

smartphones reached 53.6% of overall sales of mobile phones. The same study states that there is an 

increase of 42.3% compared to 2012. Both these facts lead us to the conclusion that the proportion of 

the users currently using smartphones is constantly increasing. This is a good enough reason for us to 

focus our research on this type of mobile devices. 

The main smartphone’s security threats associated with mobile banking can be the following: banking 

malware, targeted Trojans, mobile spyware, mobile phishing, smishing, device lost and theft. 

Unfortunately, Android OS keeps its leading position as well in terms of its usage – 66.4% [Gartner Inc., 

2014], as in the number of developed malware applications – 97% of total mobile malware. [McAfee 

Company, 2013] These two facts are focusing us on researching mobile antivirus and security 

applications developed for Android platform. 

There are different solutions for dealing with the security problems of smartphones in terms of mobile 

banking [AV-Comparatives Organization, 2014]: 

 Anti-malware – on demand scan, automatic update, real time file protection, anti-phishing 
protection, USSD blocking, SMS/MMS scanner and filter, network protection, quarantine; 

 Anti-theft – remote localization(GPS/network), remote wipe, remote lock, SMS or web interface 
for controlling anti-theft components, lock phone on SIM change, report thief’s phone number, 
remote configuration, lock contacts and SMS/MMS, report thief’s location on SIM changed, lock 
images and files; 

 Authentication - lock screen with password protection, password policy (strength, length), 
maximum failure password attempts before wipe, inactivity timeout; 

 Additional – data encryption, password protection for settings, no SIM activation, data network 
usage monitor, local wipe.  

All these security features can be combined in a single application (antivirus and security application), 

which cares for smartphone’s security. 

On the other hand, based on the main channels for mobile banking (SMS, mobile websites and mobile 

applications) and the fact that the web browser can be a major source of malware applications, 
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spoofing websites (based on phishing) and targeted Trojans, we turn our attention to another aspect of 

security enhancement – mobile web browsers. 

The goal of our work is to determine which of the existing mobile antivirus and security applications and 

mobile web browsers would help the users to increase the mobile banking security level in Android OS. 

The main tasks we set are: 

 To be made a comparative analysis of some of the existing mobile antivirus and security 
applications for Android smartphones; 

 To be checked how the absence of mobile web browsers security indicators for Android 
smartphones is related to certain security attacks; 

 To be determined which combination mobile antivirus and security application – mobile web 
browser hides the least risk for mobile banking security in the case of Android OS. 

 

Mobile antivirus and security applications 

The existing mobile antivirus and security applications, which can be used to enhance mobile banking 

security of Android smartphones, include a wide range of security features. Using the information from 

AV-Comparatives research [AV-Comparatives Organization, 2014], we have identified which security 

features are available as functionality in 14 mobile antivirus and security applications. The security 

features are those mentioned earlier in the introduction. For each existing feature the antivirus and 

security application earns 1 point. The features are grouped in four main categories. The maximum 

points that can be earned in each category are as follows: anti-malware (8 points), anti-theft (9 points), 

authentication (4 points) and additional (5 points). The results are presented in Table 1. 

 

Table 1 clearly shows the leading mobile antivirus and security applications according to the existing 

security features: Avast! Mobile Security 3.0.7650, Tencent Mobile Manager 4.8.2 and Kaspersky 

Mobile Security 11.4.4.232. 

Surely the presence of certain security features in mobile antivirus and security applications is not a 

guarantee for their optimum performance and risk reduction. To be more precise about the 

effectiveness of these applications is necessary to be conducted number of tests checking actual 

security features’ operation. But this is not the subject of this report and could be only an outline for 

future work. 
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Table 1. Assessment on the presence of security features in mobile antivirus and security applications 

 

Mobile                           Security 

Features 

Antivirus 

and Security Applications 

Anti-

malware 

(max 8 p.) 

Anti-theft 

(max 9 p.) 

Authentication 

(max 4 p.) 

Additional 

(max 5 p.) 
Total 

AhnLab V3 Mobile 2.1.2.13 2.5 5.5 1 1 14.5 

Avast! Mobile Security 3.0.7650 7 9 3 4 23 

Bitdefender Mobile Security Premium 

2.19.344 
4 6 3 2 15 

ESET Mobile Security 3.0.937.0-15 5.5 4.5 3 2 15 

F-Secure Mobile Security 9.2.15183 3.5 6 4 2 15.5 

Ikarus mobile.security 1.7.20 6 4.5 4 1 15.5 

Kaspersky Mobile Security 11.4.4.232 8 6 3 4 21 

Lookout Premium 8.17-8a39d3f 4.5 3.5 3 3 14 

Qihoo 360 Antivirus 1.0.0 4.5 6 2 2 14.5 

Quick Heal Total Security 2.00.021 5.5 6 1 4 16.5 

Sophos Security and Antivirus 

3.0.1154(7) 
7 5.5 1 2 15.5 

Tencent Mobile Manager 4.8.2 7 8 3 4 22 

Trend Micro Mobile Security 5.0 3.5 3 3 2 11.5 

Webroot SecureAnywhere Mobile 

Complete 3.6.0.6610 
5.5 4.5 3 0 13 
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Another important problem in security implementation and in antivirus and security application’s usage 

is the user requirement to receive reliable security without hardening in any way the operation of the 

smartphone. This defines three more factors that must be considered when choosing a mobile antivirus 

and security application: 

 License – free or commercial; 

 Usability – easiness and intuitive usage, since users tend to avoid the installation of such 

applications due to their complexity; 

 Battery usage – the effect of constantly working mobile antivirus and security application on the 

battery life. 

 

Table 2 presents the final assessment of mobile antivirus and security applications, based on three 

factors – security features, usability and battery usage. The maximum points that can be earned for 

each factor are as follows: security features (6 points), usability (6 points) and battery usage (6 points). 

The factor “license” is for information purpose. It is not graded and does not affect the final assessment. 

The data in column “Security features” is extracted from Table 1 and the values are converted on six 

point basis. The data in columns “Usability” and “Battery usage” are derived respectively from report of 

AV-TEST research [AV-TEST Institute, 2014] and report of AV-Comparatives research [AV-

Comparatives Organization, 2014]. 

 

The results in Table 2 show that the overall score of the assessed mobile antivirus and security 

applications is moving in close range, i.e. any of them can be chosen and the level of security will be 

also in close range. Among the commercial applications Kaspersky Mobile Security 11.4.4.232 is going 

to be a wise choice. And with regard to free license applications Tencent Mobile Manager 4.8.2 and 

Avast! Mobile Security 3.0.7650 are at the forefront.  
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Table 2. Final assessment of mobile antivirus and security applications 

Factors Determining 

Mobile Antivirus                         User’s 

Choice and Security Applications 

License 

Security 

features 

(max 6 p.) 

Usability 

(max 6 p.) 

Battery 

usage 

(max 6 p.) 

Total 

AhnLab V3 Mobile 2.1.2.13 Free 3.3 6.0 6.0 15.3 

Avast! Mobile Security 3.0.7650 Free/ 

Commercial 
5.3 6.0 6.0 17.3 

Bitdefender Mobile Security Premium 

2.19.344 
Commercial 3.5 6.0 6.0 15.5 

ESET Mobile Security 3.0.937.0-15 Free/ 

Commercial 
3.5 6.0 6.0 15.5 

F-Secure Mobile Security 9.2.15183 Commercial 3.6 6.0 6.0 15.6 

Ikarus mobile.security 1.7.20 Commercial 3.6 5.0 6.0 14.6 

Kaspersky Mobile Security 11.4.4.232 Commercial 4.9 6.0 6.0 16.9 

Lookout Premium 8.17-8a39d3f Free/ 

Commercial 
3.2 6.0 6.0 15.2 

Qihoo 360 Antivirus 1.0.0 Free 3.3 6.0 6.0 15.3 

Quick Heal Total Security 2.00.021 Commercial 3.8 5.5 6.0 15.3 

Sophos Security and Antivirus 3.0.1154(7) Free 3.6 6.0 6.0 15.6 

Tencent Mobile Manager 4.8.2 Free 5.1 6.0 6.0 17.1 

Trend Micro Mobile Security 5.0 Commercial 2.7 6.0 6.0 14.7 

Webroot SecureAnywhere Mobile 

Complete 3.6.0.6610 
Commercial 3.0 6.0 6.0 15 
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Mobile Web Browsers 

Our main guideline for mobile web browser security will be directed to check if it is in compliance with 

The World Wide Web Consortium (W3C) user interface requirements and security indicators in 

particular [W3C, 2010]. If these requirements are not met and if some of the security indicators are 

missing, users can more easily be misled about the identity of the website or the security of the 

connection. This in turn is directly related to the mobile banking security, which may be compromised 

and exposed to attacks such as: phishing, malicious web sites, espionage, eavesdropping. The 

presence of the security indicators on a given web browser would not completely eliminate the risk, but 

users aware with the security indicators would make informed decisions about the websites that they 

visit.  

User interface security indicators in web browsers are divided in two categories [Amrutkar, Traynor and 

Oorschot, 2011]: 

 Primary user interface indicators – padlock icon, address bar, https URL prefix, favicon, site-

identity button or URL coloring (signifying the presence of EV-SSL and SSL certificates); 

 Secondary user interface indicators – security properties dialog, domain name, owner 

information, verifier information, information on why a certificate is trusted, validity period of 

manually accepted certificates (self-signed) and cipher details of an SSL connection. 

Table 3 presents the results of a previously conducted research [Amrutkar, Traynor and Oorschot, 

2012], which identifies how the absence of certain security indicators in particular mobile web browsers 

(for our study we have chosen only Android web browsers - Android 2.3.3, Chrome Beta 

0.16.4130.199, Firefox Mobile 4 Beta 3, Opera Mini 6.0.24556, Opera Mobile 11.00) may lead to 

potential attacks such as phishing without SSL, phishing with SSL, phishing using a compromised CA 

(Certificate Authority) and industrial espionage/eavesdropping. Sign “+” implies that the corresponding 

attack is possible on the browser, while sign “-” implies that it is not possible. 
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Table 3. Potential attacks to mobile web browsers 

Mobile                                        

Attacks 

Browsers 

Phishing 

without SSL 

Phishing 

with SSL

Phishing using a 

compromised 

CA 

Industrial 

espionage/ 

Eavesdropping 

Android 2.3.3 + - - + 

Chrome Beta 0.16.4130.199 - - - + 

Firefox Mobile 4 Beta 3 - - - + 

Opera Mini 6.0.24556 - + + + 

Opera Mobile 11.00 - + + + 

 

Phishing without SSL. If users accidentally enter a malicious website and have difficulties in viewing the 

entire website’s URL due to the constrained screen size of the smartphone, they can be deceived by a 

domain name slightly different from the original one. Such website containing spoofed padlock icon and 

closely imitating legitimate website’s content can easily provide an illusion of strong encryption. But if 

such website is rendered in a browser that offers identity information such as owner’s name, it will be 

easier for the user to identify the phishing attack. 

Phishing with SSL. If the attacker have decide not just to spoof padlock icon, but to buy a legitimate 

inexpensive SSL certificate for the website, the browser is going to display SSL security indicators such 

as https URL prefix and URL coloring site identity button in addition to the padlock icon providing 

illusion of security. In this case if the browser does not offer identity information the phishing attack will 

be successful. 

Phishing using a compromised CA. When the attacker compromises CA, rogue certificates for 

legitimate website can be obtained. And if the CA is trusted by the browser, all certificates will be 

accepted and no warnings will be shown to the user. But if the browser offers user interface to enable 

certificate viewing, the user would not be so easily misled. 

Industrial espionage/Eavesdropping. Such attacks can be achieved in browsers that do not show 

constantly https URL prefix, do not offer cipher details of an SSL connection, or are showing SSL 
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indicators for websites with mixed content (for example the attacker can change website’s code with a 

code injection). 

Based on the data, presented in Table 3, we can make a conclusion that the users should be directed 

to the usage of either Chrome Beta 0.16.4130.199 or Firefox Mobile 4 Beta 3. Although they do not 

provide the maximum level of security, their usage is more appropriate than that of the other tested 

browsers. 

Conclusion 

The widespread usage of mobile phones and smartphones in particular leads to diversification of their 

functionalities. Mobile banking is a kind of additional feature, which provides many facilities to the users. 

One of the problems of its wider uptake is the question about security. In this study we attempt to 

facilitate users by representing them a comparison by certain criteria and offering them choices of 

mobile antivirus and security application and suitable mobile web browser. The focus was on Android 

OS, as it is first in the list of used mobile operating systems. According to the results, we can conclude 

that a very good option for consumers would be the usage of free Tencent Mobile Manager 4.8.2 or 

Avast! Mobile Security 3.0.7650 or commercial Kaspersky Mobile Security 11.4.4.232 in combination 

with mobile web browser Chrome Beta 0.16.4130.199 or Firefox Mobile 4 Beta 3. For sure it would not 

completely eliminate the risk to mobile banking security, but at least it would be a step in its 

enhancement and along with that would increase user’s confidence in this type of service. 
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MULTIDIMENSIONAL ONTOLOGY OF ELECTRONIC DOCUMENT  

AS A BASE OF INFORMATION SYSTEM 

Viacheslav Lanin 

 

Abstract: This work presents an approach based on unstructured information retrieving from electronic 

documents to design and organize information system functioning. Document processing is based on 

semantic indexing and additional meta-information including. Document model allows formalize 

intelligent document processing algorithms and integrate documents containing ontological resources. 

Semantic indexing is based on multidimensional ontology describing document semantics and 

structure. To process documents agent-based approach allowing to resolve task of including business 

logic into documents is supposed. A systems built on such principles will be more flexible, intelligent 

and adjustable to changing environment. The proposed approach lets to solve a wide range of tasks, 

assuming usage of electronic documents at all lifecycle steps, which in turn allows implement 

document-oriented paradigm of information system life cycle maintenance. 

Keywords: ontology, electronic document, document model, information system, semantic indexing, 

intellectual agents. 

ACM Classification Keywords: I. Computing Methodologies. I.2 ARTIFICIAL INTELLIGENCE: I.2.11 

Distributed Artificial Intelligence – Intelligent agents; Multiagent systems. I.7 DOCUMENT AND TEXT 

PROCESSING: I.7.2 Document Preparation – Index generation. 

 

Introduction 

There is a tendency in modern information systems to handle documents, i.e. unstructured data rather 

than structured ones. New system categories, e.g. social networks, enterprise information portals or 

wiki-resources, have become a pivotal part of modern information space. «Content», or «electronic 

document» as more general term, is a key component of such systems. 

Nowadays it is supposed that an electronic document has metadata describing data structure and data 

semantics apart from the content itself. Due to this approach, electronic document processing can be 

organized in a brand new way, because fully-automated intelligent information analysis can be applied. 

One of the base components of the Semantic Web [Segaran, 2009] was developed using such 
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approach, nonetheless this project in its current state is far from being fully implemented. However 

«Semantic Web» ideas can be realized within a framework of a single information system because of 

less scaling domains of interest. Now data needed to process documents are widely diluted, that means 

it is kept in documents itself as well as in databases of information systems created to handle that 

documents, and it appropriates only to a range of specific tasks being solved during the document life 

cycle. That is why there is a necessity to apply a uniform mechanism used to represent document 

information. One of the possible solutions is an ontological resource describing different aspects of an 

electronic document at different stages of its life cycle. This resource can be applied to resolve a variety 

of tasks connected with processing electronic documents by the means of information systems. 

 

Document Model 

To find a solution means to develop a model of electronic document, including metainformation, an 

ontological resource, which is a fundament for document content semantic indexing [Lukashevich, 

2003], and document processing mechanism. 

An electronic document is a set of structure elements further called fragments in the article. Most 

obvious examples of fragments are tables, headers, disposition form requisites etc. An electronic 

document can be represented as a set of four: 

 

d = (S (F, R), C, o, M). 

 

S(F, R) – oriented hypergraph, which nodes (set F – a set of document fragments and edges set R – a 

set of relations between fragments), set C – document content, o – document ontology, M – mapping of 

set F into the o ontology concepts. 

Hypergraph S(F, R) assigns relations among documents fragments. Graph directivity is required to 

monitor such relations as «is-a-part» among fragments. Nodes are numbered, so it is clear how to 

determine a right order of fragments. Obviously, a graph edge including all nodes correspond to a 

whole document. 

There can be two types of fragments: simple fragments are primary atomic elements like header or 

creation date and compound fragments consisting of simple ones. Formally, fragment is a set of two: 

stat – static fragment part including text, images, references, special symbols and some information 
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required for fragment representation, inf – fragment part indicating its content place or a set of 

fragments. 

Conventional document representation takes advantage of usual graphs, trees, for example, the XML 

tree-like description structure considerably facilitates document processing, but at the same time, it 

implies many notable restrictions. Hypergraph allows store arbitrary relations among fragments and 

sets of fragments. 

Using notion described above, document template can be defined as t = (S(F, R), С0) where С0 – 

primary content (standard template headers etc.). 

To give the particular characteristics of problems solved here, let us make more specific o ontology 

definition:  

 

o = (C, R, A), 

 

where C – a set of ontology concepts, R – a set of relations among concepts, A – a set of axiomatic 

statements made upon this ontology.  

Concepts can include both classes and its instances; axiomatic statements are used to determine rules 

and restrictions, which can not be expressed by means of relations.  

To process documents it is necessary to implement an operation of an arbitrary part of a document 

detaching (range extracting operation), a set of graph nodes will be an input to this operation, and a 

subgraph induced by this set of nodes will be an output. Decipher operation is a mapping structure onto 

a fragment (graph node). Apart from document structure and content, visual and format document 

representation take an integral part, that is why, operation of a format document representation, i.e. a 

function determining correspondence among document fragments and a set of other fragments 

assigning representation rules is needed. The search operation is applied to different document 

elements: structure, content and representation, and search result will be document fragments relevant 

to search criteria. 

 

Multidimensional Ontology of Electronic Documents 

It is required to have consolidated knowledge about document structure and content (electronic 

document format and type, its structure) to resolve document processing tasks. All of these three 

aspects are presented in multidimensional ontology, but concepts from different aspects are 
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interconnected. As a result, a single ontology of electronic documents is created. This resource has to 

maintain extension and enhancement configurable capabilities to solve newly appeared tasks at all life 

cycle stages of electronic documents. 

 

Document Processing Logic 

A problem of including data processing logic into electronic documents is being solved for many years 

(including commercial and research projects being implemented). There are commercial solutions such 

as office programming tools, macro programming languages; an example of context-based logic 

including are form filling automation tools (InfoPath, Google). 

One of the main functions of all information systems is electronic document processing, however 

document is often considered just as «information containers» for users. Yet, if electronic documents 

are somehow «active», a range of conventions tasks for information systems will be solved more 

effectively. Document activation problem is supposed to be solved under the agent-based approach. 

Specific intelligent agents representing so-called «document interests» can be used to make 

documents more «dynamic». This approach allows not only make the intensity of tasks, being solved at 

all information system life cycle stages,  lower, but also proposes new capabilities for developers and 

users. 

The main idea of the approach supposes that each document has its intelligent agent containing all 

information about it and able to «Be of its interest» when solving diverse tasks. To implement intelligent 

document management it is necessary for an agent to have knowledge on document semantics and 

properly interpret document content. This in turn requires resolving semantic indexing task. Within the 

framework of the described approach basic domain knowledge is supposed to be stored in the ontology 

and it is accessible by the agents and can be interpreted by them. 

 

Document life cycle maintenance 

The proposed approach assumes to automate document life cycle in different information systems as 

well as to lower the labour intensity of domain analysis and domain changes during designing and 

maintaining information systems. 

Based on semantic indexing and intelligent analysis of documents, a list of domain concepts, their 

attributes, restrictions, relations and operations can be derived. System analysts can take advantage of 

this information when developing a domain model: 
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– Information about changes in the content of documents in the process of information system 

exploitation can be applied while updating domain model, 

– Information about changes in the document templates can be applied while updating 

document representation, 

– Information about changes in the information system objects can be applied when generating 

and updating document content, 

– Information about changes in business logic can be applied to change document content (for 

instance, manuals and instructions). 

Solving tasks described above are based on the proposed approach of document activation by the 

means of intelligent processing tools. 

 

Multi-agent semantic indexing algorithm 

Simplifying the problem we assume that the first step of text analysis process was made (for instance 

using Yandex Mystem [Mystem, 2012]), i.e. a set of morphological descriptors for each word have been 

obtained. All other steps are performed by an agent-based semantic indexing. As it could be seen in 

fig. 1 syntax analysis is not used because it has high time complexity. Instead words order in a 

sentence is considered. 

 

 

Figure 1. Steps of document analyses 

 

The next step is a semantic analysis. The result of the semantic analysis is a semantic descriptor of 

plain text that binds the morphological descriptors to the elements of the domain ontology. Stop words 

are skipped. 

The next step is a structural analysis. The structural analysis uses document’s structure, ontology that 

describes structure and semantic descriptors of plain text. At this step every concept of structural 
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ontology tries to bind to the corresponding structural document element. The result of structural 

analysis is a semantic descriptor of whole text.  

Descriptors (morphological, semantic) are a set of tags, which mark each word in the text. 

 

Agent-based solution 

Further, let us consider the process of building a semantic index based on multi-agent approach (see 

Fig. 2). 

 

 

Figure 2. Architecture of agent platform 

 

Agents have access to a domain ontology, structural ontology, morphological descriptors and electronic 

indexed documents. Indexing process is produced on the sentences in the text. Agents process 

sentences sequentially. The agents form a "team" to index the particular sentence. Thus, agents in the 

system are divided into teams after the start of the indexing.  

 

Agent types 

The following types of agents are identified in the system, according to the functional separation: 

– Team Lead First Level Agent – TLFL agent, 

– Team Lead Second Level Agent – TLSL agent, 

– Word Indexer Agent – WI agent, 
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– Index Writer Agent – IW agent. 

The task of WI agent is accessing the domain ontology and obtaining the set of possible semantic tags 

for the indexed word. An input word is passed to the WI agent for indexing with the parameters 

obtained at the stage of morphological analysis. The resulting set of possible semantic tags is passed 

to the TLSL agent. 

TLSL agent binds to sentence morphological descriptors and distributes words to all available WI 

agents. TLSL agent finishes its work on the sentence when the consistent semantic descriptor is 

formed and written to the document. TLSL agent plans actions for the WI agents and participates in the 

auction for the resolution of contradictions. After building a consistent semantic descriptor TLSL agent 

transmits the generated semantic descriptor of the sentence to IW agent who writes semantic tags to 

the document. 

TLFL agent binds to morphological descriptors of the document and distributes descriptors of the 

sentences to all available TLSL agents. TLFL agent monitors the TLSL agents work. If the work on the 

sentence is completed TLSL agent gives TLFL agent a new sentence. In addition, TLFL agent conducts 

an auction among TLSL agents to resolve ambiguity in the descriptors (see details in section «Agent 

negotiation»). Besides TLSL agents perform structural analysis. They distribute parts of structural 

ontology to TLSL agents.  

 

Agent communication 

Agents communicate through language FIPA ACL (Agent Communication Language developed by 

FIPA). Two types of actions are used. They inform (inform about anything) and perform (execution of an 

action). 

Inform action type is implemented in the following cases:   

– WI agent informs the TLSL agent about the completion of indexing word and give it the set of 

possible semantic tags; the content of the communication is as follows: (id, tags), where the id 

is the identifier word that come to be indexed, tags are returned set of possible semantic tags; 

– TLSL agent informs the TLFL agent about a completion of an indexical sentence with a 

specific identifier; the content of this message contains an identifier of indexed sentence. 

Perform action type is implemented in the following cases: 

– TLFL agent gives to the TLSL agent a task to index a sentence with a specific descriptor; 

content will be like this: (id, descriptor), where the id is the identifier of the sentence, 
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descriptor is descriptor of the sentence received as a result of syntactic and semantic 

analysis; 

– TLSL agent gives a task to the WI agent to index a word with specific id; content will look like 

this: (id, word, parameters), where id is ID of the word, word is the word for indexing, 

parameters are parameters obtained at the stage of morphological and syntactic analysis; 

– TLSL agent gives a task to the IW agent to write semantic tag of specific word; content is as 

follows: (word, tag), where word is an indexed word, tag is just a semantic tag of indexed 

word. 

 

Planning 

The planning is dynamic. TLSL agents themselves form a team of agents from the available WI agents. 

A count of needed WI agents depends on a sentence structure. If there is a lack of WI agents at the 

team formation time the TLSL agent may designate to perform indexing of few words at once to the 

same WI agent. TLFL agent monitors the performance of TLSL agents work and if they are released it 

assigns them new sentences for indexing. Completing of agents (WI and TLSL) work is monitored not 

only by sending their corresponding messages of inform type, but also by changing their states (agent 

states) in the meaning of "vacant." 

 

Agent knowledge bases 

WI agents and IW agents are primitive reflex agents working in the mode of stimulus-response. Their 

main function is a simple, no inference, execution of work. There are only procedural steps in the 

knowledge bases of these agents. 

Knowledge bases of TLFL and TLSL agents represent productions with embedded procedural actions. 

In fact, the script actions are necessary for the distribution of work between agents. Accordingly TLSL 

agent knowledge base contains a script for word distribution among WI agents, and TLFL agent 

knowledge base includes a script for sentences distribution between agents TLSL. 

 

Agent negotiation 

TLFL agent conducts an auction among agents TLSL, each of which has a contextual memory (training 

component). Every TLSL agent using the contextual memory votes for a one option of sematic 

descriptor of the sentence. Option of semantic descriptor of the sentence with the highest number of 
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votes will be considered as a true semantic descriptor of the sentence. The set of all consistent 

semantic descriptors of the sentences form the document semantic descriptor. 

 

RELATED WORKS 

 

Existing Document Ontology 

Dublin core [Dublin core] is a set of metadata used to describe documents of various types 

(publications, audio records, video records). This set specification has status of official international 

standard (ISO: 15836 2003). The standard has two levels: Simple, comprising 15 elements and 

Qualified having three additional elements and element refinements (or qualifiers), which refine 

semantics of the elements. The main feature of Dublin Core is that every element is optional and might 

be repeated. Dublin Core is a powerful instrument used to describe resources of various types. The fact 

that it is widespread and flexible is its overwhelming advantage. However, it describes documents tags, 

i.e. information having indirect correlation with the document content. In this case it is impossible to 

describe other aspects of the electronic document. 

Project ontologies «docOnto» [CNXML] developed by German research group KWARC (Knowledge 

Adaptation and Reasoning for Content) differ from other projects oriented on formal structure 

description development (CNXML document ontology) and document semantics (OMDoc document 

ontology). Members of this group also develop mechanisms of semantic document indexing and tools 

for document processing. CNXML document ontology (Connexions Markup Language) describes such 

terms as paragraph, section, reference etc. Ontology is formalized on UML. It gives detailed description 

of the document. Unfortunately, work in this direction is frozen, last changes date back 2007. One more 

direction in document ontologies creation is semantics description of documents for narrow subjects, 

where documents are well formalized, for example mathematical OMDoc documents. Mathematical 

Terms, theorems and several other terms are included in ontology. 

Document ontology SHOE [SHOE] describes most types of documents. Academic papers are given 

particular emphasis. Dublin Core reference books and Document Classifier PubMed were the resource. 

Document Ontology of Research Centre Linked Data DERI is developed by scholars of Irish Institute 

DERI (Digital Enterprise Research Institute) and is described in RDFS and OWL-DL. Terms referring 

project activity documentation are given in the ontology. Developers purposefully refused modelling 

structure and document content to accommodate flexibility and interoperability. 
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Muninn project document ontology became the result of processing archive documents of the First 

World War within the project Muninn WW1 [Muninn]. The Ontology describes bibliography, origins and 

storage description of the digital item. Most ontology classes are child classes of FOAF. That decision 

was compatibility possible, on the other hand, make adding additional features of document processing 

possible, i.e. features for representation document pages, copyright description, etc. One of the main 

ontology classes is Document, which is integrate class of FOAF Document and Creative Commons 

Works. Page class describes document pages, in its turn, Image class describes digital page image. 

Description of different document aspects, document structure in particular, is a significant benefit of 

this ontology. However, structure description is initially oriented on digital images of archive documents. 

Each listed above document ontology has its advantages and disadvantages. We create our own 

ontology specialized on academic paper description. 

 

System for creating text-based ontology 

Nowadays there are some information systems that let you create text-based ontology models of 

documents or let you define correspondence of ontology models thereby transform one model into 

another one. We found two web-resources that let you create ontologies: OwlExporter and OntoGrid. 

The core idea of OwlExporter is to take the annotations generated by an NLP pipeline and provide for a 

simple means of establishing a mapping between NLP (Natural Language Processing) and domain 

annotations on one hand and the concepts and relations of an existing NLP and domain-specific 

ontology on the other hand. Than the former can be automatically exported to the ontology in form of 

individuals and latter as data type or object properties [Witte] .  

The resulting, populated ontology can be used then within any ontology-enabled tool for further 

querying, reasoning, visualization, or other processing. 

OntoGrid is an instrumental system for automation of creating domain ontology using Grid-technologies 

and text analysis in natural language.  

This system has bilingual linguistic processor for retrieving data from text in natural language. Worth 

derivational dictionary is used as a base for morphological analysis. It contains more than 3.2 million 

word forms. The index-linking process consists of 200 rules. “Key dictionary” is determined by words 

allocation analysis in text. The developers came up with new approach of revealing super phrase 

unities that consist of specific lexical units. The building of semantic net is carried out this way: the text 

is analyzed using text analysis system, semantic Q-nets are used as formal description of text meaning. 

The linguistic knowledge base of text analysis system is set of simple and complex word-groups of the 
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domain. This base can be divided into simple-relation-realization base and critical-fragment-set, that let 

you determine which ontology elements are considered in this text. The next step is to create and 

develop the ontology in the context of GRID-net. A well-known OWL-standard is used to draw the 

ontology structure. 

 

Conclusion 

The proposed model allows giving a formal definition of intelligent processing of electronic documents, 

providing a wide range of opportunities to integrate documents with ontological resources. The agent-

based approach enables to resolve a problem of adding business logic into documents. In contrast to 

other approaches, in this case no additional programming code or attributes should be added to 

documents. So, it is possible to abstract from technological processing particularities and format 

specifications. Such a system will be more flexible, intelligent and adjustable to changing environment. 

A proposed approach lets solve a wide range of tasks connected with usage of electronic documents at 

all lifecycle steps, that in turn will allow to implement document-oriented paradigm of information system 

life cycle maintenance. 
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МОДЕЛЬ КОМБИНИРОВАННОЙ КАСКАДНОЙ РАДИАЛЬНО БАЗИСНОЙ 

НЕЙРОННОЙ СЕТИ И АЛГОРИТМ ЕЕ ОБУЧЕНИЯ 

Елена Зайченко, Екатерина Малышевская 

 

Аннотация: В статье предложена модель комбинированной каскадной радиально-базисной 

нейронной сети и представлен гибридный метод ее обучения, который заключается в том 

что процесс нахождения оптимальных значений параметров сети разбивается на 2 этапа, 

на первом из которых, оптимизируется нелинейные параметры радиально базисних функций, 

а на втором весы связей нейронной сети. 

Ключевые слова: нейронные сети, каскадные структуры нейронных сетей, радиально-

базисные функции, методы оптимизации. 

ACM Classification Keywords: I.2.6 Connectionism and neural nets. 

 

Введение 

Каскадные нейронные сети являются перспективным направленим в развитии нейронных сетей, 

потому разработка их мат ематических моделей и алгоритмов является актуальной задачей в 

сфере искусственного интеллекта. В статье предложен гибридный метод обучения каскадных 

нейронных сетей, который заключается в том что процесс нахождения оптимальных значений 

параметров каскадной радиально - базисной нейронной сети разбивается на 2 этапа, на первом 

из которых, оптимизируется нелинейные параметры радиально базисних функций, а на втором 

веса связей нейронной сети, благодаря чему снижается общая размерность задачи оптимизации 

и ускоряется работа алгоритма обучения. 

 

Модель и алгоритм обучения комбинированной каскадной радиально базисной 

нейронной сети 

Модель комбинированной каскадной радиально базисной нейронной сети (КРБНС) можно 

представить в таком виде:  
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k-й каскад. 

Непосредственные выходы k-го каскада: 
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Общий выход после K каскадов 
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Модель описания работы каскадной РБФН сети. 

 

1. Модель 1-го каскада. 
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Выходы сети:  
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2. Модель 2-го каскада. 

Непосредственные входы: 
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Алгоритм обучения КРБНС. 

Общий критерий обучения выглядит так: 

 

Найти такие матрицы весов (k)
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, где target
ity  – 

требуемый желаемый выход i-го класса, ),,(ŷit RCW  – выход модели i-го класса для образца t, 

T – общий объем обучающей выборки. 

 

Описание алгоритма. 

Общий алгоритм состоит из последовательности итераций. Обучение проходит 

последовательно, начиная с первого каскада [Fahlman & Lebiere, 1989]. 

 

Алгоритм обучения каскада 1. 

Используем гибридный алгоритм состоящий из последовательности двух этапов. 

 1 этап. Обучение весов связей )1(
ilW ; 

 2 этап. Настройка параметров РБ-функций  )(, k
ijij cr . 

 

Этап 1. 

 

1. Первоначально выберем начальные значения параметров РБФ [Kovacevic & Loncaric, 1997]  
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2. Далее определяем    Ttx jtij  ,)1(  и находим )1(
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Обозначим желаемое значение i-го выхода (класса) max
t
target yy i   образцов из класса Vi, а для 
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Решаем ЗЛП (5) – (7) симплекс методом и если она разрешима, то конец обучения 1 каскада, 

иначе если она оказалась неразрешимой по соответствующему признаку симплекс-метода, то 

переходим к следующей вспомогательной задаче: 
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при условиях (6), (7). Эта задача квадратичного программирования, которая решается 

стандартным методом [Зайченко, 2004].  

Повторяем ее решение для всех начальных значений весов  
Nl

Ni
Wil ,1

,1)1(




. 

 

Конец этапа 1. 

Переходим ко второму этапу, на котором оптимизируем значения параметров РБ-функций )1(
ijc  и 
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Этап 2 

Оптимизируемый критерий имеет следующий вид: 
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С учетом того, что: 
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
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
 (13)

Далее реализуем градиентный алгоритм спуска и находим рекуррентно: 

     
)1(

)1()1( 1
lj

mljlj c

mE
mcmc


  , m = 1, 2, … (14)

     
lj

mljlj r

mE
mrmr


 ')1()1( 1  , m = 1, 2, … (15)

Условия сходимости 

а. 0m ; m  

б. 


0m
m  

в. 


0

2

m
m  

Итерации градиентного спуска повторяем до тех пор, пока значения )1(
ljc  и )1(

ljr  не будут 

стабилизированы. 

В результате находим  1)1()1(
new ljlj cc   и  1)1()1(

new ljlj rr  . 

Далее переходим снова к этапу 2 и решаем (7) при условиях (5) и (6) с новыми значениями 

параметров РБ-функции )1(
new ljc  и )1(

new ljr . 
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Последовательность этапов 1 и 2 повторяем до тех пор, пока значения параметров )1(
ljc  и )1(

ljr  и 

веса  
Ni

Nl
wli ,1

,1 )1(




 не стабилизируются. На этом обучение параметров первого каскада 

заканчивается. 

Поскольку число итераций градиентного метода зависит нелинейно от размерности (числа 

варьируемых параметров), то разбиение предлагаемого алгоритма оптимизации на 2 отдельных 

этапа существенно сокращает размерность задачи. Благодаря этому, общее число итераций 

предл. алгоритма значительно меньше, чем у классического градиентного метода, а его скорость 

сходимости выше.  

 

Алгоритм обучения каскада 2 

Далее переходим к оптимизации параметров обучения второго каскада (k=2) зафиксировав 

параметры РБФ и выходы каскада 1 ( )1()1(
1 ,..., Nyy ). 

Для него используется тот же гибридный алгоритм что и ранее (для каскада 1). 

При этом на этапе 1 для i-го выхода каскада 2 имеем: 

)1(

1

)2()2(

1

)1()1(

1

)2()2()2(
it

N

l
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N

l
lilt

N

l
lilt ywzwzwzy
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 



 (16)

Решаем задачу квадратичного программирования для i-го выхода: 


 iVt

t
2min   (17)

при условиях 

itit

N

l
lilt Vtyywz 
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   ,max
)1(

1

)2()2(   (18)

i

N

l
titlilt Vtyywz 



   ,min
1

)1()2()2(   (19)

В результате находим начальные веса  
Ni

Nl
wli ,1

,1 )2(




, затем переходим ко второму этапу. 
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На втором этапе градиентным методом или методом спряженного градиента вычисляем 

значения параметров РБ-функций второго каскада по формулам, аналогичным (14), (15). 

Повторив многократно 2 этапа, определяем установившиеся параметры РБ-функций и веса 

  )2(
liw  второго каскада. 

Обозначим через E2 значение общего критерия после 2-го каскада.  

Проверка условия останова. 

Если а)  12 EE  или б) 12 EE  , то stop; синтез структуры заканчивается. 

В противном случае, переходим к синтезу 3-го каскада. 

Последовательность итераций останавливается на каскаде k, когда kk EE 1  или 

 kk EE 1 , где ε- заданная точность. 

 

Результаты экспериментов 

Проводилось 2 эксперимента классификации типа и процентного содержания эпителия на шейке 

матки. Всего было 100 наблюдений. Каждое наблюдение это известный результат биопсии. 

Другими словами входы сети это часть изображения, где была взята биопсия и известны ее 

результаты, а выходы сети это тип эпителия, то есть результат биопсии. Выборка делилась на 

обучающую (80) и тренировочную (20) подвыборки. Для анализа результатов использовался 

cross validation. 

В первом эксперименте мы классифицировали эпителий на 6 типов. Использовалось 4 вида 

нейронных сетей. Сравнивались результаты классификации типов эпителия известных 

нейронных сетей с новым алгоритмом комбинированной каскадной радиально базисной 

нейронной сети.  

Во втором эксперименте мы провеяли область на наличие опасного типа эпителия. Так как 

опасными считаются определенные три типа ткани - мы определяли их суммарный процент на 

исследуемой области органа. Для того чтоб этого сделать мы фактически провели первый 

эксперимент с пост процессингом: мы использовали наблюдения с полными результатами 

биопсии (включая процентное содержание каждого типа эпителия) и проверили результаты для 

суммарного процента трех опасных видов эпителия.  
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Результаты приведены в следующей Таблице 1. Из таблицы видно, что комбинированный 

алгоритм каскадной нейронной сети дает лучший результат. 

 

Таблица 1. Результаты классификации типов тканей (СКО) 

 
Каскадная 

нейронная сеть 

Нейронная сеть 

Back propagation 

Радиально 

базисная 

нейронная сеть 

Каскадная 

радиально 

базисная 

нейронная сеть 

6 типов тканей 0.0479 0.0584 0.0610 0.0361 

CIN1+CIN2+CIN3 

(до обучения) 
0.0832 0.1089 0.0569 0.0498 

CIN1+CIN2+CIN3 

(после обучения) 
0.0479 0.0584 0.0610 0.0361 

Заключение 

Разработан новый метод синтеза нейронных сетей на основе которого получена новая структура 

комбинированной каскадной радиально-базисной нейронной сети для обработки оптических 

изображений. 

Разработан метод обучения каскадной радиально-базисной нейронной сети, который 

заключается в том, что процесс нахождения оптимальных значений параметров КРБНМ 

разбивается на 2 этапа, на первом из которых, оптимизируется нелинейные параметры РБ 

функций, а на втором весы связей НМ, благодаря чему снижается  общая размерность задачи 

оптимизации и ускоряется работа алгоритма обучения. 

Из проведенных экспериментальных исследований видно, что комбинированная нейронная сеть 

дает лучший результат классификации. 
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The Model for the Combined Cascade Radial Basis Neural Network and Its Learning Algorithm 

Olena Zaychenko, Kateryna Malyshevska 

 

Abstract: In this article, the combined cascade radial basis network is proposed and a hybrid learning 

method is presented, in which the optimal values for network’s parameters are calculated in two stages. 

In the first stage, the nonlinear parameters of radial basis functions are optimized and, in the second 

stage, the connection weights are optimized. 

Keywords: radial basis function network, neural network, cascade neural network, learning algorithm, 

neural network model. 
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A SURVEY OF MATHEMATICAL AND INFORMATIONAL FOUNDATIONS 

OF THE BIGARM ACCESS METHOD 

Krassimira Ivanova 

 

Abstract: The BigArM is an access method for storing and accessing Big Data. It is under 

development. In this survey we present its mathematical and informational foundations as well as its 

requirements to realization characteristics. Firstly, we outline the needed basic mathematical concepts, 

the Names Sets, and hierarchies of named sets aimed to create a specialized model for organization of 

information bases called “Multi-Domain Information Model” (MDIM). The “Information Spaces” defined 

in the model are kind of strong hierarchies of enumerations (named sets). Further we remember the 

main features of hashing and types of hash tables as well as the idea of “Dynamic perfect hashing” and 

“Trie”, especially – the “Burst trie”. Hash tables and tries give very good starting point. The main 

problem is that they are designed as structures in the main memory which has limited size, especially in 

small desktop and laptop computers. To solve this problem, dynamic perfect hashing and burst tries will 

be realized as external memory structures in BigArM. 

Keywords: BigArM, Big Data, Cloud computing. 

ACM Keywords: D.4.3 File Systems Management, Access methods. 

 

Introduction 

In this survey we will present the mathematical and informational foundations of a new generation of the 

access methods based on numbered information spaces [Markov, 1984; Markov, 2004]. Firstly we will 

outline the needed basic mathematical concepts, the Names Sets, and hierarchies of named sets 

aimed to create a specialized mathematical model for organization of information bases called “Multi-

Domain Information Model” (MDIM). The “Information Spaces” defined in the model are kind of strong 

hierarchies of enumerations (named sets). Further we will remember the main features of hashing and 

types of hash tables as well as the idea of “Dynamic perfect hashing” and “Trie”, especially – the “Burst 

trie”. Hash tables and tries give very good starting point. The main problem is that they are designed as 

structures in the main memory which has limited size, especially in small desktop and laptop 

computers. To solve this problem, in BigArM dynamic perfect hashing and burst tries will be realized as 

external memory structures. 
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Basic mathematical concepts  

Let remember the some basic mathematical concepts needed for this research [Bourbaki, 1960; 

Burgin, 2010]. 

 is the empty set. 

If X is a set, then r  X means that r belongs to X or r is a member of X. If X and Y are sets, then Y  X 

means that Y is a subset of X, i.e., Y is a set such that all elements of Y belong to X. 

The union Y  X of two sets Y and X is the set that consists of all elements from Y and from X. 

The intersection Y  X of two sets Y and X is the set that consists of all elements that belong both to Y 

and to X. 

The union iI Xi of sets Xi is the set that consists of all elements from all sets Xi, iI. 

The intersection iI Xi of sets Xi is the set that consists of all elements that belong to each set Xi, iI. 

The difference Y\X of two sets Y and X is the set that consists of all elements that belong to Y but does 

not belong to X. 

If X is a set, then 2X is the power set of X, which consists of all subsets of X. The power set of X is also 

denoted by P(X). 

If X and Y are sets, then X × Y = {(x, y); x  X, y  Y} is the direct or Cartesian product of X and Y, in 

other words, X × Y is the set of all pairs (x, y), in which x belongs to X and y belongs to Y. 

Elements of the set Xn have the form (x1, x2, …, xn) with all xi  X and are called n-tuples, or simply, 

tuples. 

A fundamental structure of mathematics is function. However, functions are special kinds of binary 

relations between two sets. 

A binary relation T between sets X and Y is a subset of the direct product X × Y. The set X is called the 

domain of T (X = Dom(T)) and Y is called the codomain of T (Y = CD(T)). The range of the relation T is 

Rg(T) = {y;  x  X ((x, y)  T)}.  

The domain of definition of the relation T is DDom(T) = {x;  y  Y ((x, y)  T)}. If (x, y)  T, then one 

says that the elements x and y are in relation T, and one also writes T(x, y). 

Binary relations are also called multivalued functions (mappings or maps). 

YX is the set of all mappings from X into Y. 
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Xn = X × X × … X × X . 

                    n 

A function (also called a mapping or map or total function or total mapping) f from X to Y is a binary 

relation between sets X and Y in which: 

― There are no elements from X which are corresponded to more than one element from Y; 

― To any element from X, some element from Y is corresponded.  

Often total functions are also called everywhere defined functions. Traditionally, the element f(a) is 

called the image of the element a and denotes the value of f on the element a from X. At the same time, 

the function f is also denoted by f: X  Y or by f(x). In the latter formula, x is a variable and not a 

concrete element from X. 

A partial function (or partial mapping) f from X to Y is a binary relation between sets X and Y in which 

there are no elements from X which are corresponded to more than one element from Y.  

Thus, any function is also a partial function. Sometimes, when the domain of a partial function is not 

specified, we call it simply a function because any partial function is a total function on its domain. 

A multivalued function (or mapping) f from X to Y is any binary relation between sets X and Y. 

f(x)  a means that the function f(x) is equal to a at all points where f(x) is defined. 

Two important concepts of mathematics are the domain and range of a function. However, there is 

some ambiguity for the first of them. Namely, there are two distinct meanings in current mathematical 

usage for this concept. In the majority of mathematical areas, including the calculus and analysis, the 

term “domain of f” is used for the set of all values x such that f(x) is defined. However, some 

mathematicians (in particular, category theorists), consider the domain of a function f: X→Y to be X, 

irrespective of whether f(x) is defined for all x in X. To eliminate this ambiguity, we suggest the following 

terminology consistent with the current practice in mathematics. 

If f is a function from X into Y, then the set X is called the domain of f (it is denoted by Domf) and Y is 

called the codomain of T (it is denoted by Codomf). The range Rgf of the function f is the set of all 

elements from Y assigned by f to, at least, one element from X, or formally, Rgf = {y;  x  X (f(x) = y)}. 

The domain of definition DDomf of the function f is the set of all elements from X that related by f to, at 

least, one element from Y is or formally, DDomf ={x;  y  Y ( f(x) = y)}. Thus, for a partial function f(x), 

its domain of definition DDomf is the set of all elements for which f(x) is defined. 
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Taking two mappings (functions) f: X  Y and g: Y  Z, it is possible to build a new mapping 

(function) gf: X  Z that is called composition or superposition of mappings (functions) f and g and 

defined by the rule gf(x) = g(f(x)) for all x from X. 

An n-ary relation R in a set X is a subset of the nth power of X, i.e., R  Xn. If (a1, a2, …, an)  R, then 

one says that the elements a1, a2 , …, an from X are in relation R. 

Named sets 

The concept “Named set” was defined by Mark Burgin. Here we will follow [Burgin, 2011]. 

Named set X is a triple X = (X, μ, I) where: 

― X is the support of X and is denoted by S(X); 

― I is the component of names (also called set of names or reflector) of X and is denoted by N(X); 

― μ: X  I is the naming map or naming correspondence (also called reflection) of the named 

set X and is denoted by n(X).  

The most popular type of named sets is a named set X = (X, μ, I) in which X and I are sets and μ 

consists of connections between their elements. When these connections are set theoretical, i.e., each 

connection is represented by a pair (x, a) where x is an element from X and a is its name from I, we 

have a set theoretical named set, which is binary relation. 

A name a  I is called empty if μ-1(a) = . 

A named set X is called: 

― Normalized if in X there are no empty names; 

― Conormalized if in X there no elements without names; 

Named sets as special cases include: 

― Usual sets; 

― Fuzzy sets; 

― Multisets; 

― Enumerations; 

― Sequences (countable as well as uncountable) 

etc. 

A lot of examples of named sets we may find in linguistics studying semantical aspects that are 

connected with applying different elements of language (words, phrases, texts) to their meaning [Burgin 

& Gladun, 1989; Burgin, 2011]. 

A named set Y = (Y, , J) is called named subset of named set X if YX, J I, and = μ |(Y,J) 

(μ(Y J)). In this case Y and X are connected by the relation of the inclusion. 
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An ordered tuple of named sets  = [X1, X2, ..., Xk] where for all i=1, ..., k-1 the condition N(Xi)S(Xi+1) 

 is fulfilled is called chain of named sets. 

The number k is called a length of the chain . 

A tuple of named sets 1 = [X, Y1, Y2, ..., Yn] where for all i=1,...,n the condition N(Yi)S(X) is 

fulfilled is called one level hierarchy of named sets.  

If N(Yi) N(Yj) and N(Yi)S(X) for all i=1,...,n, j=1,...,n  than  is a strong one level hierarchy of 

named sets. 

A tuple of named sets 2 = [X, 1,1, 1,2, ..., 1,m] where sub-hierarhyies 1j = [Yj, Z1, Z2, ..., Zk] , 

j=1,...,m are one level hierarchy of named sets is called second level hierarchy of named sets.  

If 1j, j=1,...,m, are strong one level hierarchyies of named sets than 2 is a strong second level 

hierarchy of named sets. 

A tuple of named sets n = [X, n-1,1,  n-1,2, ...,  n-1,l] where  n-1,i , i=1,...,l are n-1 level hierarchyies of 

named sets than n is a n-th level hierarchy of named sets..  

If all sub-hierarhyies of n are strong hierarchyies of named sets than n is a strong n-th level hierarchy 

of named sets. 

Multi-domain information model (MDIM) 

We will use strong hierarchies of named sets to create a specialized mathematical model for new kind 

of organization of information bases. The “Information Spaces” defined in the model are kind of strong 

hierarchies of enumerations (named sets). 

The independence of dimensionality limitations is very important for developing new software systems 

aimed to process large volumes of high-dimensional data. To achieve this, we need information models 

and corresponding access methods to cross the boundary of the dimensional limitations and to obtain 

the possibility to work with large information spaces with variable and practically unlimited number of 

dimensions. A step in developing such methods is the Multi-domain Information Model (MDIM) 

introduced in [Markov, 1984; Markov, 2004]. Below we remember its main structures and operations. 

Basic structures of MDIM 

Main structures of MDIM are basic information elements, information spaces, indexes and meta-

indexes, and aggregates. The definitions of these structures are given below: 

 Basic information elements 
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The basic information element (BIE) of МDIМ is an arbitrary long string of machine codes (bytes). When 

it is necessary, the string may be parceled out by lines. The length of the lines may be variable. 

 Information spaces 

Let the universal set UBIE be the set of all BIE. 

Let E1 be a set of basic information elements. Let 1 be а function, which defines а biunique 

correspondence between elements of the set E1 and elements of the set C1 of positive integer 

numbers, i.e.:  

E1 = {ei | ei  UBIE , i=1,…, m1}. 

C1 = {c1 | ci  N, i=1,…,m1} 

1 E1↔ C1  

The elements of C1 are said to be numbers (co-ordinates) of the elements of E1. 

The triple S1 = (E1, μ1, C1) is said to be а numbered information space of level 1 (one-dimensional or 

one-domain information space). 

The triple S2 = (E2, μ2, C2) is said to be а numbered information space of level 2 (two-dimensional or 

multi-domain information space of level two) iff the elements of E2 are numbered information spaces of 

level one (i.e. belong to the set NIS1) and 2 is а function which defines а biunique correspondence 

between elements of E2 and elements of the set C2 of positive integer numbers, i.e.: 

E2 = {ei | ei  NIS1 , i=1,…, m2}. 

C2 = {ci | ci  N, i=1,…,m2} 

2 : E2↔ C2  

The triple Sn = (En, μn, Cn) is said to be а numbered information space of level n (n-dimensional or 

multi-domain information space) iff the elements of En are numbered information spaces of level n-1 

(set NISn-1) and n is а function which defines а biunique correspondence between elements of En and 

elements of the set Cn of positive integer numbers, i.e.: 

 

En = {ej | ej  NISn-1 , j=1,…, mn}. 

Cn = {cj | cj  N, j=1,…,mn} 

n : En↔ Cn  
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Every basic information element "e" is considered as an information space S0 of level 0. It is clear that 

the information space S0 = (E0, μ0, C0) is constructed in the same manner as all others: 

 The machine codes (bytes) bi, i=1,…,m0 are considered as elements of E0; 

 The position pi (natural number) of bi in the string e is considered as co-ordinate of bi, i.e. 

C0 = {pk | pk  N, k=1,…,m0} , 

 Function 0 is defined by the physical order of bi in e and we have 0 : E0↔ C0. 

This way, the string S0 may be considered as a set of sub-elements (sub-strings). The number and 

length of the sub-elements may be variable. This option is very helpful but it closely depends on the 

concrete realizations and it is not considered as a standard characteristic of MDIM. 

The information space Sn, which contains all information spaces of a given application is called 

information base of level n. The concept information base without indication of the level is used as 

generalized concept to denote all available information spaces. For instance every relation data base 

may be represented as an information base of level 3 which contains set of two dimensional tables. 

 Indexes and meta-indexes 

The sequence A = (cn, cn-1,…,c1), where ci  Ci, i=1, …, n is called multidimensional space address 

of level n of a basic information element. Every space address of level m, m < n, may be extended to 

space address of level n by adding leading n-m zero codes. Every sequence of space addresses A1, 

A2, …, Ak, where k is arbitrary positive number, is said to be a space index. 

Every index may be considered as a basic information element, i.e. as a string, and may be stored in a 

point of any information space. In such case, it will have a multidimensional space address, which may 

be pointed in the other indexes, and, this way, we may build a hierarchy of indexes. Therefore, every 

index, which points only to indexes, is called meta-index. 

The approach of representing the interconnections between elements of the information spaces using 

(hierarchies) of meta-indexes is called poly-indexation. 

 Aggregates 

Let G = {Si | i=1,…,n} be a set of numbered information spaces. 

Let τ = {νij : Si → Sj | i=const, j=1,…,n} be a set of mappings of one "main" numbered information space 

Si  G | i=const, into the others SJ  G, j=1, …, n , and, in particular, into itself. 

The couple: D = (G, τ) is said to be an "aggregate". 
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It is clear, we can build m aggregates using the set G because every information space 

SJ  G, j=1, …, n, may be chosen to be a main information space. 

Operations in the MDIM  

After defining the information structures, we need to present the operations, which are admissible in the 

model. 

In MDIM, we assume that all information elements of all information spaces exist. 

If for any Si : Ei = Ø ˄ Ci = Ø , than it is called empty.  

Usually, most of the information elements and spaces are empty. This is very important for practical 

realizations. 

 Operations with basic information elements 

Because of the rule that all structures exist, we need only two operations with a BIE: 

― Updating; 

― Getting the value. 

For both operations, we need two service operations: 

― Getting the length of a BIE; 

― Positioning in a BIE. 

Updating, or simply – writing the element, has several modifications with obvious meaning:  

― Writing as a whole;  

― Appending/inserting;  

― Cutting/replacing a part; 

― Deleting. 

There is only one operation for getting the value of a BIE, i.e. read a portion from a BIE starting from 

given position. We may receive the whole BIE if the starting position is the beginning of BIE and the 

length of the portion is equal to the BIE length. 

 Operations with spaces 

We have only one operation with a single space – clearing (deleting) the space, i.e. replacing all BIE of 

the space with Ø (empty BIE). After this operation, all BIE of the space will have zero length. Really, the 

space is cleared via replacing it with empty space. 
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We may provide two operations with two spaces: (1) copying and (2) moving the first space in the 

second. The modifications concern how the BIE in the recipient space are processed. We may have: 

― Copy/move with clearing the recipient space; 

― Copy/move with merging the spaces. 

The first modifications first clear the recipient space and after that provide a copy or move operation. 

The second modifications may have two types of processing: destructive or constructive. The 

destructive merging may be "conservative" or "alternative". In the conservative approach, the BIE of 

recipient space remains in the result if it is with none zero length. In the other approach – the BIE from 

donor space remains in the result. In the constructive merging the result is any composition of the 

corresponding BIE of the two spaces. 

Of course, the move operation deletes the donor space after the operation. 

Special kind of operations concerns the navigation in a space. We may receive the space address of 

the next or previous, empty or non-empty elements of the space starting from any given co-

ordinates. 

The possibility to count the number of non empty elements of a given space is useful for practical 

realizations. 

 Operations with indexes, meta-indexes and aggregates 

Operations with indexes, meta-indexes, and aggregates in the MDIM are based on the classical logical 

operations – intersection, union, and supplement, but these operations are not so trivial. Because of the 

complexity of the structure of the information spaces, these operations have two different realizations. 

Every information space is built by two sets: the set of co-ordinates and the set of information elements. 

Because of this, the operations with indexes, meta-indexes, and aggregates may be classified in two 

main types: 

― Operations based only on co-ordinates, regardless of the content of the structures; 

― Operations, which take in account the content of the structures. 

The operations based only on the co-ordinates are aimed to support information processing of 

analytically given information structures. For instance, such structure is the table, which may be 

represented by an aggregate. Aggregates may be assumed as an extension of the relations in the 

sense of the model of Codd [Codd, 1970]. The relation may be represented by an aggregate if the 

aggregation mapping is one-one mapping. Therefore, the aggregate is a more universal structure than 

the relation and the operations with aggregates include those of relation theory. What is the new is that 

the mappings of aggregates may be not one-one mappings. 
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In the second case, the existence and the content of non empty structures determine the operations, 

which can be grouped corresponding to the main information structures: elements, spaces, indexes, 

and meta-indexes. For instance, such operation is the projection, which is the analytically given space 

index of non-empty structures. The projection is given when some coordinates (in arbitrary positions) 

are fixed and the other coordinates vary for all possible values of coordinates, where non-empty 

elements exist. Some given values of coordinates may be omitted during processing. 

Other operations are transferring from one structure to another, information search, sorting, making 

reports, generalization, clustering, classification, etc. 

Hashing 

A set abstract data type (set ADT) is an abstract data type that maintains a set S under the following 

three operations: 

1. Insert(x): Add the key x to the set. 

2. Delete(x): Remove the key x from the set. 

3. Search(x): Determine if x is contained in the set, and if so, return a pointer to x. 

One of the most practical and widely used methods of implementing the set ADT is with hash tables 

[Morin, 2005]. 

The simplest implementation of such data structure is an ordinary array, where k-th element 

corresponds to key k. Thus, we can execute all operations in O(1). It is impossible to use this 

implementation, if the total number of keys is large [Kolosovskiy, 2009]. 

The main idea behind all hash table implementations is to store a set of  

n = |S| elements in an array (the hash table) A of length m. In doing this, we require a function that 

maps any element x to an array location. This function is called a hash function h and the value h(x) is 

called the hash value of x. That is, the element x gets stored at the array location A[h(x)].  

The occupancy of a hash table is the ratio  = n/m of stored elements to the length of A [Morin, 2005]. 

We have two cases: (1) m  n and (2) m  n: 

― In the first case (m  n) we may expect so called perfect hashing where every element 

may be stored in separate cell of the array. In other words, if we have a collection of 

n elements whose keys are unique integers in (1, m), where m  n, then we can store the 

items in a direct address table, T[m], where Ti is either empty or contains one of the 

elements of our collection. 
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― In the second case (m  n) we may expect so called “collisions” when two or more 

elements have to be stored in the same cell f the array. 

If we work with two or more keys, which have the same hash value, these keys map to the same cell in 

the array. Such situations are called collisions. There are two basic ways to implement hash tables to 

resolve collisions: 

― Chained hash table; 

― Open-address hash table. 

In chained hash table each cell of the array contains the linked list of elements, which have 

corresponding hash value. To add (delete, search) element in the set we add (delete, search) to 

corresponding linked list. Thus, time of execution depends on length of the linked lists. 

 

In open-address hash table we store all elements in one array and resolve collisions by using other 

cells in this array. To perform insertion we examine some slots in the table, until we find an empty slot 

or understand that the key is contained in the table. To perform search we execute similar routine 

[Kolosovskiy, 2009]. 

The study of hash tables follows two very different lines:  

1) Integer universe assumption;  

2) Random probing assumption. 

Integer universe assumption: All elements stored in the hash table come from the universe 

U = {0,...,u−1}. In this case, the goal is to design a hash function h : U → {0, ..., m−1} so that for each 

I ∈ {0,...,m−1}, the number of elements x ∈ S such that h(x) = i is as small as possible. Ideally, the hash 

function h would be such that each element of S is mapped to a unique value in {0, ..., m−1}. 

Historically, the integer universe assumption seems to have been justified by the fact that any data 

item in a computer is represented as a sequence of bits that can be interpreted as a binary number. 

However, many complicated data items require a large (or variable) number of bits to represent and this 

make the size of the universe very large. In many applications u is much larger than the largest integer 

that can fit into a single word of computer memory. In this case, the computations performed in number-

theoretic hash functions become inefficient. This motivates the second major line of research into hash 

tables, based on Random probing assumption. 
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Random probing assumption: Each element x that is inserted into a hash table is a black box that 

comes with an infinite random probe sequence x0, x1, x2, ... where each of the xi is independently and 

uniformly distributed in {0, ..., m−1}.  

Both the integer universe assumption and the random probing assumption have their place in practice. 

When there is an easily computing mapping of data elements onto machine word sized integers then 

hash tables for integer universes are the method of choice. 

When such a mapping is not so easy to compute (variable length strings are an example) it might be 

better to use the bits of the input items to build a good pseudorandom sequence and use this sequence 

as the probe sequence for some random probing data structure [Morin, 2005]. 

Perfect hash function 

We consider hash tables under the integer universe assumption, in which the key values x come from 

the universe U = {0, ..., u−1}. A hash function h is a function whose domain is U and whose level is the 

set {0, ..., m−1}, m ≤ u. 

A hash function h is said to be a perfect hash function for a set S ⊆ U if, for every x ∈ S, h(x) is 
unique. 

A perfect hash function h for S is minimal if m = |S|, i.e., h is a bisection between S and 

{0, ..., m − 1}. Obviously a minimal perfect hash function for S is desirable since it allows us to store all 

the elements of S in a single array of length n. Unfortunately, perfect hash functions are rare, even for 

m much larger than n [Morin, 2005]. 

The set of elements, S, may be: 

 Static (no updates); 

 Dynamic where fast queries, insertions, and deletions must be made on a large set. 

“Dynamic perfect hashing” is useful for the second type of situations. In this method, the entries that 

hash to the same slot of the table are organized as separate second-level hash table. If there are k 

entries in this set S, the second-level table is allocated with k2 slots, and its hash function is selected at 

random from a universal hash function set so that it is collision-free (i.e. a perfect hash function). 

Therefore, the look-up cost is guaranteed to be O(1) in the worst-case [Dietzfelbinger et al, 1994]. 

Perfect hashing can be used in many applications in which we want to assign a unique identifier to each 

key without storing any information on the key. One of the most obvious applications of perfect hashing 

(or k-perfect hashing) is when we have a small fast memory in which we can store the perfect hash 

function while the keys and associated satellite data are stored in slower but larger memory. The size of 
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a block or a transfer unit may be chosen so that k data items can be retrieved in one read access. In 

this case we can ensure that data associated with a key can be retrieved in a single probe to slower 

memory. This has been used for example in hardware routers.  

Perfect hashing has also been found to be competitive with traditional hashing in internal memory on 

standard computers. Recently perfect hashing has been used to accelerate algorithms on graphs 

when the graph representation does not fit in main memory [Belazzougui et al, 2009]. 

For the purposes of CRP we need possibility to use perfect hashing with dynamic and very large 

(practically – unlimited) set, S, of elements with variable length of strings. In this case, the computing 

mapping of data elements onto machine word sized integers is not so easy to compute (we have long 

strings with variable length). In the same time, we could not use the bits of the input items to build a 

good pseudorandom sequence and use this sequence as the probe sequence for some random 

probing data structure, because of very large, unlimited, set, S, of elements. 

Tries 

“As defined by me, nearly 50 years ago, it is properly pronounced "tree" as in the word 

"retrieval". At least that was my intent when I gave it the name "Trie". The idea behind the 

name was to combine reference to both the structure (a tree structure) and a major purpose 

(data storage and retrieval)”. 

Edward Fredkin, July 31, 2008 

Trie is a tree for storing strings in which there is one node for every common prefix. The strings are 

stored in extra leaf nodes. 

A trie can be thought of as an m-ary tree, where m is the number of characters in the alphabet. A 

search is performed by examining the key one character at a time and using an m-way branch to follow 

the appropriate path in the trie, starting at the root. In other words, in the multi-way trie (Figure 1), each 

node has a potential child for each letter in the alphabet. Below is an example of a multi-way trie 

indexing the three words BE, BED, and BACCALAUREATE [Pfenning, 2012]. 

Tries are distinct from the other data structures because they explicitly assume that the keys are a 

sequence of values over some (finite) alphabet, rather than a single indivisible entity. Thus tries are 

particularly well-suited for handling variable-length keys. Also, when appropriately implemented, tries 

can provide compression of the set represented, because common prefixes of words are combined 

together; words with the same prefix follow the same search path in the trie [Sahni, 2005]. 
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Figure 1. Example of multi-way trie [Pfenning, 2012] 

 

Burst Tries 

The tree data structures compared to hashing have three sources of inefficiency [Heinz et al, 2002]: 

― First, the average search lengths is surprisingly high, typically exceeding ten pointer 

traversals and string comparisons even on moderate-sized data sets with highly skew 

distributions. In contrast, a search under hashing rarely requires more than a string 

traversal to compute a hash value and a single successful comparison; 

― Second, for structures based on Binary Search Trees (BSTs), the string comparisons 

involved redundant character inspections, and were thus unnecessarily expensive. For 

example, given the query string “middle” and given that, during search, “Michael” and 

“midfield” have been encountered, it is clear that all subsequent strings inspected must 

begin with the prefix “mi”; 

― Third, in tries the set of strings in a subtrie tends to have a highly skew distribution: 

typically the vast majority of accesses to a subtrie are to find one particular string. Thus 

use of a highly time-efficient, space-intensive structure for the remaining strings is not a 

good use of resources [Heinz et al, 2002]. 

These considerations led to the burst trie. A burst trie is an in-memory data structure, designed for sets 

of records that each has a unique string that identifies the record and acts as a key. Formally, a string s 
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with length n consists of a series of symbols or characters ci for i=0;...;n, chosen from an alphabet A of 

size |A|. It is assumed that |A| is small, typically no greater than 256 [Heinz et al, 2002]. 

A burst trie consists of three distinct components (Figure 2): a set of records, a set of containers, and 

an access trie. 

 

 

Figure 2. Burst trie with BSTs used in containers [Heinz et al, 2002] 

 

Records. A record contains a string; information as required by the application using the burst trie (that 

is, for information such as statistics or word locations); and pointers as required to maintain the 

container holding the record. Each string is unique; 

Containers. A container is a small set of records, maintained as a simple data structure such as a list 

or a binary search tree (BST). For a container at depth k in a burst trie, all strings have length at least k 

and the first k characters of all strings are identical. It is not necessary to store these first k characters. 

Each container also has a header, for storing the statistics used by heuristics for bursting. Thus a 

particular container at depth 3 containing “author” and “automated” could also contain “autopsy” but not 

“auger”; 

Access trie. An access trie is a trie whose leaves are containers. Each node consists of an array p, of 

length |A|, of pointers, each of which may point to either a trie node or a container, and a single empty-

string pointer to a record. The |A| array locations are indexed by the characters cA. The remaining 

pointer is indexed by the empty string. 

The depth of the root is defined to be 1. Leaves are at varying depths. 
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A burst trie can be viewed as a generalization of other proposed variants of trie. 

Figure 2 shows an example of a burst trie storing ten records whose keys are “came”, “car”, “cat”, 

“cave”, “cy”, “cyan”, “we”, “went”, “were”, and “west” respectively. In this example, the alphabet A is the 

set of letters from A to Z, and in addition an empty string symbol  is shown; the container structure 

used is a BST. In this figure, the access trie has four nodes, the deepest at depth 3. The leftmost 

container has four records, corresponding to the strings “came”, “car”, “cat”, and “cave”. One of the 

strings in the rightmost container is “”, corresponding to the string “we”. The string “cy” is stored 

wholly within the access trie, as shown by the empty-string pointer to a record, indexed by the empty 

string [Heinz et al, 2002]. 

Natural Language Addressing 

Analyzing Figure 1 and Figure 2, one may see a common structure in both figures. It is a trie which 

leafs are containers. In Figure 1 leafs are Social Security Numbers (SS#) and in Figure 2 leafs are 

Binary Search Trees (BST). In addition, Figure 1 looks as it is created from many connected Perfect 

Hash Tables (PHT). 

In addition, if we take in account the possibilities of MDIM, we may use for realization a multi-way burst 

trie which: 

― Nodes are PHT with entries for all numbers of given interval, for instance (0, 232-1 ); 

― Containers may hold subordinated burst tries. 

One very important consequence is to use as interval only the numbers which are codes of letters in 

any encoding system: ASCII, UNICODE16, or UNICODE32. This case is called “Natural Language 

Addressing” (NL-addressing) [Ivanova et al, 2013; Ivanova, 2014a; Ivanova, 2014b]. 

The idea of NL-addressing is to use encoding of the name both as relative address and as route in a 

Multi-dimensional information space and this way to speed the access to stored information. For 

instance, let have the next definition: “Pirrin: A mountain with co-ordinates (x, y)”. In the computer 

memory, it may be stored in a file at relative address “50067328” and the corresponded index couple 

may be: (“Pirrin”, “50067328”). At the memory address “50067328” the main text, “A mountain ... (x,y)” 

will be stored. To read/write the main text, firstly we need to find name “Pirrin” in the index and after that 

to access memory address “50067328” to read/write the definition. If we assume that name “Pirrin” in 

the computer memory is encoded by six numbers (letter codes), for instance by using ASCII encoding 

system Pirrin is encoded as (80, 105, 114, 114, 105, 110), than we may use these codes for direct 

address to memory, i.e. (“Pirrin”, “80, 105, 114, 114, 105, 110”). 
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Above we have written two times the same name as letters and codes. Because of this we may omit 

this couple and index, and read/write directly to the address “80, 105, 114, 114, 105, 110”. For human 

this address will be shown as “Pirrin”, but for the computer it will be “80, 105, 114, 114, 105, 110”. 

Multi-domain access method “ArM32” 

Perfect hash tables and burst tries give very good starting point. The main problem is that they are 

designed as structures in the main memory which has limited size, especially in small desktop and 

laptop computers.  

For practical implementation aimed to store very large perfect hash tables and burst tries in the external 

memory (hard disks) we need relization in accordance to the real possibilities. One possible solution is 

to use “Multi-Domain Information Model” (MDIM) [Markov, 1984] and corresponded to it software tools. 

During the last three decades, MDIM has been discussed in many publications. See for instance 

[Markov et al, 1990; Markov, 2004; Markov et al, 2013]. 

The the corresponded to MDIM access method and its different program realizations during the years 

have different names: Multi-Domain Access Method (MDAM), Archive Manager (ArM), and Natural 

Language Addressing Archive Manager (NL-ArM), Big Data Archive Manager (BigArM) (Table 1).  

 

Developing the method and all projects of its realizations had been done by Krassimir Markov. 

 

The program realizations had been done by: 

― Krassimir Markov (MDAM0, MDAM1, MDAM2, MDAM3); 

― Dimitar Guelev (MDAM4); 

― Todor Todorov (MDAM5 written on Assembler with interfaces to PASCAL and C, MDAM5 

rewritten on C for IBM PC); 

― Vasil Nikolov (MDAM5 interface for LISP, MDAM6); 

― Vassil Vassilev (ArM7 and ArM8); 

― Ilia Mitov and Krassimira Minkova Ivanova (ArM 32); 

― Vitalii Velychko (ArM32 interface to Java); 

― Krassimira Borislavova Ivanova (NL-ArM). 
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Table 1. Realizations of MDAM 

no. name year machine type language and  operating system 

0 MDAM0 1975  MINSK 32 37 bit Assembler Tape OS 

1 MDAM1 1981 IBM 360 32 bit FORTRAN DOS 360 

2 MDAM2 1983  PDP 11 16 bit FORTRAN DOS 11 

3 MDAM3 1985  PDP 11 16 bit Assembler DOS 11 

4 MDAM4 1985 Apple II 8 bit UCSD Pascal Disquette OS 

5 MDAM5 1986  IBM PC 16 bit Assembler, C MS DOS 

6 MDAM6 1988  SUN 32 bit C UNIX 

7 ArM7  1993  IBM PC  16 bit Assembler MS DOS 3 

8 ArM8 1998  IBM PC 16 bit Object Pascal MS Windows 16 bit 

9 ArM32 2003  IBM PC 32 bit Object Pascal  MS Windows 32 bit 

10 NL-ArM 2012 IBM PC 32 bit Object Pascal MS Windows 32 bit 

11 BigArM 2015 ... under developing 64 bit Pascal, C, Java MS Windows, Linux, Cloud

 

For a long period, MDIM has been used as a basis for organization of various information bases.  

One of the first goals of the development of MDIM was representing the digitalized military defense 

situation, which is characterized by a variety of complex objects and events, which occur in the space 

and time and have a long period of variable existence [Markov, 1984]. The great number of layers, 

aspects, and interconnections of the real situation may be represented only by information spaces’ 
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hierarchy. In addition, the different types of users with individual access rights and needs insist on the 

realization of a special tool for organizing such information base. 

Over the years, the efficiency of MDIM is proved in wide areas of information service of enterprise 

managements and accounting. For instance, the using MDIM permits omitting the heavy work of 

creating of OLAP structures [Markov, 2005]. 

ArM32 

Crrent realization of MDIM, respectively – MDAM, is the Archive Manager – “ArM32” developed for MS 

Windows (32 bit) [Markov, 2004; Markov et al, 2008] and its upgrate to NL-ArM. 

The ArM32 elements are organized in numbered information spaces with variable levels. There is no 

limit for the levels of the spaces. Every element may be accessed by a corresponding multidimensional 

space address (coordinates) given via coordinate array of type cardinal. At the first place of this array, 

the space level needs to be given. Therefore, we have two main constructs of the physical 

organizations of ArM32 information bases – numbered information spaces and elements. 

The ArM32 Information space (IS) is realized as a (perfect) hash table stored in the external memory. 

Every IS has 232 entries (elements) numbered from 0 up to 232-1. The number of the entry (element) is 

called its co-ordinate, i.e. the co-ordinate is a 32 bit integer value and it is the number of the entry 

(element) in the IS.  

Every entry is connected to a container with variable length from zero up to 1G bytes. If the container 

holds zero bytes it is called “empty”. In other words, in ArM32, the length of the element (string) in the 

container may vary from 0 up to 1G bytes. There is no limit for the number of containers in an archive 

but their total length plus internal indexes could not exceed 232 bytes in a single file. 

If all containers of an IS hold other IS, it is called “IS of corresponded level” depending of the depth of 

including subordinated IS. If containers of given IS hold arbitrary information but not other IS, it is called 

“Terminal IS”. 

To locate a container, one has to define the path in hierarchy using a co-ordinate array with all 

numbers of containers starting from the one of the root information space up to the terminal information 

space which is owner of the container. 

The hierarchy of information spaces may be not balanced. In other words, it is possible to have 

branches of the hierarchy which have different depth. 

In ArM32, we assume that all possible information spaces exist. 

If all containers of the information space are empty, it is called “empty”. 
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Usually, most of the ArM32 information spaces and containers are empty. “Empty” means that 

corresponded structure (space or container) does not occupy disk space. This is very important for 

practical realizations. 

Remembering that Trie is a tree for storing strings in which there is one node for every common prefix 

and the strings are stored in extra leaf nodes, we may say the ArM32 has analogous organization and 

can be used to store (burst) tries. 

 Functions of ArM32 

ArM32 is realized as set of functions wich may be executed from any user program. Because of the rule 

that all structures of MDIM exist, we need only two main functions with containers (elements): 

 Get the value of a container (as whole or partially); 

 Update a container (with several variations). 

Because of this, the main ArM32 functions with information elements are:  

― ArmRead (reading a part or a whole element);  

― ArmWrite (writing a part or a whole element);  

― ArmAppend (appending a string to an element);  

― ArmInsert (inserting a string into an element);  

― ArmCut (removing a part of an element);  

― ArmReplace (replacing a part of an element);  

― ArmDelete (deleting an element);  

― ArmLength (returns the length of the element in bytes). 

MDIM operations with information spaces are over: 

 Single space – clearing the space, i.e. updating all its containers to be empty; 

 Two spaces – there exist several such type of operations. The most used is copying of 

one space in another, i.e. copying the contents of containers of the first space in the 

containers of the second. Moving and comparing operations are available, too. 

The corresponded ArM32 functions over the spaces are:  

― ArmDelSpace (deleting the space); 

― ArmCopySpace and ArmMoveSpace (copying/moving the firstspace in the second in the 

frame of one file); 

― ArmExportSpace (copying one space from one file to the other space, which is located in 

another file). 



International Journal "Information Technologies & Knowledge" Volume 9, Number 3, 2015 

 

 

292

The ArM32 functions, aimed to serve the navigation in the information spaces return the space address 

of the next or previous, empty or non-empty elements of the space starting from any given co-

ordinates. They are ArmNextPresent, ArmPrevPresent, ArmNextEmpty, and ArmPrevEmpty.  

The ArM32 function, which create indexes, is ArmSpaceIndex – returns the space index of the non-

empty structures in the given information space. 

The service function for counting non-empty ArM32 elements or subspaces is ArmSpaceCount – 

returns the number of the non-empty structures in given information space. 

ArM32 engine supports multithreaded concurrent access to the information base in real time. Very 

important characteristic of ArM32 is possibility not to occupy disk space for empty structures (elements 

or spaces). Really, only non-empty structures need to be saved on external memory. 

 

Summarizing, the advantages of the ArM32 are: 

 Possibility to build growing space hierarchies of information elements; 

 Great power for building interconnections between information elements stored in the 

information base; 

 Practically unlimited number of dimensions (this is the main advantage of the numbered 

information spaces for well-structured tasks, where it is possible "to address, not to 
search").  

 

NL-ArM access method 

MDAM and respectively ArM32 are not ready to support NL-addressing. We have to upgrade them for 

ensuring the features of NL-addressing. The new access method is called NL-ArM (Natural Language 

Addressing Archive Manager). 

The program realization of NL-ArM is based on a specialized hash function and two main functions for 

supporting the NL-addressing access. 

In addition, several operations were realized to serve the work with thesauruses and ontologies as well 

as work with graphs. 
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 NL-ArM hash function 

The NL-ArM hash function is called “NLArmStr2Addr”. It converts a string to space path. Its algorithm is 

simple: four ASCII symbols or two UNICODE 16 symbols form one 32 bit co-ordinate word. This 

reduces the space’ level four, respectively – two, times. The string is extended with leading zeroes if it 

is needed. UNICODE 32 does not need converting – one such symbol is one co-ordinate word. 

There exists a reverse function, “NLArmAddr2Str”. It converts space address in ASCII or UNICODE 

string. The leading zeroes are not included in the string. 

The functions for converting are not needed for the end-user because they are used by the NL-ArM 

upper level operations given below.  

All NL-ArM operations access the information by NL-addresses (given by a NL-words or phrases). 

Because of this we will not point specially this feature. 

 

 NL-ArM operations with terminal containers 

Terminal containers are those which belong to terminal information spaces. They hold strings up to 

1GB long. 

There are two main operations with strings of terminal containers: 

― NLArmRead – read from a container (all string or substring); 

― NLArmWrite – update the container (all string or substring). 

Additional operations are: 

― NLArmAppend (appending a substring to string of the container); 

― NLArmInsert (inserting a substring into string of the container); 

― NLArmCut (removing a substring from the string of the container); 

― NLArmReplace (replacing a substring from the string of the container); 

― NLArmDelete (empting the container); 

― NLArmLength (returns the length of the string in the container in bytes). 

In general, the container may be assumed not only as up to 1GB long string of characters but as some 

other information again up to 1GB. As a rule, the access methods do not interpret the information which 

is transferred to and from the main memory. It is important to have possibility to access information in 

the container as a whole or as set of concatenated parts. 
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Assuming that all containers exist but some of them are empty, we need only two main operations: 

1) To update (write) the string or some of its parts. 

2) To receive (read) the string or some of its parts. 

The additional operations are modifications of the classical operations with strings applied to this case. 

To access information from given container, NL-ArM needs the path to this container and buffer from or 

to which the whole or a part of its content will be transferred. Additional parameters are length in bytes 

and possibly - the starting position of substring into the string. When string has to be transferred as a 

whole, the parameters are the length of the string and zero as number of the starting position. 

 

 NL-ArM operations with information spaces (hash tables) 

With information spaces we may provide service operations with hash tables such as counting empty or 

non-empty containers, copying or moving strings of substrings from containers one to those of another 

terminal information space. We will not use these operations in the frame of this work.  

 

Requirements to BigArM realization characteristics  

Main characteristics of program realizations of MDAM are shown in Table 2. 

Using ArM32 engine we have great limit for the number of dimensions as well as for the number of 

elements on given dimension. The boundary of this limit in the current realization of ArM32 engine is 232 

for every dimension as well as for number of dimensions. Of course, another limitation is the maximum 

length of the files, which depends on the possibilities of the operating systems and realization of ArM. 

Main limitation of ArM32 is that the length of archive files may be 4GB long. This cause that in practical 

implementations we have not so big number of dimensions (usually it is about 200). 

What is needed is to extend possibilities of ArM32 from 32 bit up to 64 bit addressing capabilities and to 

rationalize the internal hash structures to speed access from milliseconds down to microseconds per 

one access operation. This will be done in ongoing developing of its new version called “BigArM” for 64 

bit machines and operating systems like MS Windows and Linux. In addition, BigArM will permit new 

kind of Cloud processing of Big Data, called “Collect/Report Paradigm” (CRP) [Markov et al, 2014; 

Markov & Ivanova, 2015]. 
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Table 2. Main characteristics of program realizations of MDAM 

№ name 
max 

dimensions

max size of 

element 

max number of

elements 

max size of 

archive 

max size of 

information 

base 

access time 

0 MDAM0 1 128 bytes 128 512  words 16K  words minutes 

1 MDAM1 1 256 bytes 256 1 KB 10 MB seconds 

2 MDAM2 2 256 bytes 231 (10 000) 32 KB 4 MB seconds 

3 MDAM3 2 256 bytes 231 (10 000) 32 KB 4 MB seconds 

4 MDAM4 1 80 bytes 25 30 elements 4KB deciseconds 

5 MDAM5 2 64 KB 231 (1 000 000) 32KB 80 MB centiseconds 

6 MDAM6 2 64 KB 231 (1 000 000) 32KB 90 MB centiseconds 

7 ArM7 2+2 1 GB 260 4 GB 10 GB milliseconds 

8 ArM8 2+2 1 GB 260 4 GB 10 GB milliseconds 

9 ArM32 200 1 GB 264 (max 4G) 4 GB 1TB milliseconds 

10 NL-ArM 200 1 GB 264 (max 4G) 4 GB 1TB milliseconds 

11 BigArM 232 4 GB 264 1 PB 1 YB microseconds 

 

Conclusion 

In this survey we presented mathematical and informational foundations as well as requirements to 

realization characteristics BigArM - an access method for storing and accessing Big Data. It is under 

development. Firstly, we outlined the needed basic mathematical concepts, the Names Sets, and 

hierarchies of named sets aimed to create a specialized model for organization of information bases 
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called “Multi-Domain Information Model” (MDIM). The “Information Spaces” defined in the model are 

kind of strong hierarchies of enumerations (named sets). Further we remembered the main features of 

hashing and types of hash tables as well as the idea of “Dynamic perfect hashing” and “Trie”, especially 

– the “Burst trie”. Hash tables and tries give very good starting point. The main problem is that they are 

designed as structures in the main memory which has limited size, especially in small desktop and 

laptop computers. To solve this problem, dynamic perfect hashing and burst tries will be realized as 

external memory structures in BigArM. 

Special attention we have paid to MDIM and its realizations ArM2 and NL-ArM. The program realization 

of NL-ArM is based on specialized hash functions and two main functions for supporting the 

NL-addressing access. In addition, several operations were realized to serve the work with thesauruses 

and ontologies as well as work with graphs. 

Finaly, we have presented the main requirements to BigArM realization characteristics. The expected 

project characteristics of BigArM are sumarized in Table 3. 

 

Table 3. Project characteristics of BigArM 

Programming language  Object Pascal, C, Java  

Operational environment Windows, Linux, Cloud  

Maximal size of the elements in the archive 4 GB  

Maximal size of the archive 264  (>1 PB = 250)  

Maximal sizeof the information base no limit (>1 YB = 280)  

Access time microseconds  

Dimensions of the information spaces variable up to max 232  

Number of elements in an archive  264  

Main technologies for accessing data ― Direct R/W addressing 

― NL R/W addressing 

― Collect/Report paradigm 
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