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MAIN DIFFERENCES BETWEEN MAP/REDUCE AND COLLECT/REPORT
PARADIGMS

Krassimira lvanova

Abstract: This article presents main differences between Map/Reduce (MRP) and Collect/Report
(CRP) paradigms. The most important difference is that in MRP the calculations and data must be all
completely independent. In opposite, the CRP assumes that all data are interconnected and may be
processed in common, taking in account all interconnections.

Keywords: Map/Reduce Paradigm, Collect/Report Paradigm, Big Data, Cloud computing

ACM Keywords: E.1 Data Structures; Distributed data structures.

Introduction

Nowadays, data-intensive computing problems are emerging. In contrast to the traditional computing
problems, data-intensive problems demonstrate the following features [Lockwood, 2015]:

— Input data is far beyond gigabyte-scale: datasets are commonly on the order of tens,
hundreds, or thousands of terabytes;

— They are I/0-bound: it takes longer for the computer to get data from its permanent location to
the CPU than it takes for the CPU to operate on that data.

The Map/Reduce Paradigm (MRP) is a way of solving a certain subset of parallelizable problems that
gets around the bottleneck of ingesting input data from disk. Whereas traditional parallelism brings the
data to the compute, map/reduce does the opposite, it brings the compute to the data. Below we will
remember the main features of map/reduce paradigm following the work [Lockwood, 2015].

In Map/Reduce, the input data is not stored on a separate, high-capacity storage system. Rather, the
data exists in little pieces and is permanently stored on the compute elements. This allows our parallel
procedure to follow these steps:

1. We do not have to move any data since it is pre-divided and already exists on nodes capable of
acting as computing elements;

2. All of the parallel worker functions are sent to the nodes where their respective pieces of the
input data already exist and do their calculations;
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3. All of the parallel workers communicate their results with each other move data if necessary,
and then continue the next step of the calculation.

Thus, the only time data needs to be moved is when all of the parallel workers are communicating their
results with each other in point 3 above. There is no more serial step where data is being loaded from a
storage device before being distributed to the computing resources because the data already exists on
the computing resources.

Hadoop is an actual implementation of Map/Reduce. Hadoop, perhaps the most widely used
Map/Reduce framework, accomplishes this feat using the Hadoop Distributed File System (HDFS).
HDFS is fundamental to Hadoop because it provides the data chunking and distribution across compute
elements necessary for Map/Reduce applications to be efficient.

The main features of Map/Reduce and Hadoop are:

— Map/Reduce brings compute to the data in contrast to traditional parallelism, which brings data
to the compute resources;

— Hadoop accomplishes this by storing data in a replicated and distributed fashion on HDFS;
— HDFS stores files in chunks which are physically stored on multiple compute nodes;

— HDFS still presents data to users and applications as single continuous files despite the above
fact;

— Map/Reduce is ideal for operating on very large, flat (unstructured) datasets and perform
trivially parallel operations on them;

— Hadoop jobs go through a Map stage and a Reduce stage where:

- The Mapper transforms the raw input data into key-value pairs where multiple values
for the same key may occur;

- The Reducer transforms all of the key-value pairs sharing a common key into a single
key with a single value.

Of course, for the compute elements to be able to do their calculations on these chunks of input data,
the calculations and data must be all completely independent from the input data on other compute
elements. This is the principal constraint in Map/Reduce jobs: Map/Reduce is ideally suited for trivially
parallel calculations on large quantities of data, but if each worker's calculations depend on data that
resides on other nodes, one will begin to encounter rapidly diminishing returns [Lockwood, 2015].

This constraint causes the need of principally other paradigm for storing and processing Big Data. Such
paradigm is so called “Collect/Report Paradigm” [Markov & Ivanova, 2015]. The goal of this paper is to
outline the main differences between these two paradigms as well as to propose a possible convergent
paradigm which may unite the positive features of both paradigms.
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Collect/Report Paradigm

The Collect/Report Paradigm is based on the possibility of so called “Natural Language Addressing”
(NLA) [Markov et al, 2015].

CRP assumes that incoming information is coded in RDF format. In Collect/Report Paradigm, all nodes
have to “listen” in parallel the incoming stream of RDF-data and to “collect” (to store) information only in
the layers the nodes have to support. In the same time, nodes have to “listen” incoming stream of
requests and only nodes, which have information corresponded to given request has to “report” (to
send answer).

Main advantages of Collect/Report Paradigm are:

— Collecting information is done by all nodes independently in parallel. It is possible one node
to send information to another;

— Reporting information is provided only by the nodes which really contain information related
to the request; the rest nodes do not react, they remain silent;

— Input data as well as results are in RDF-triple or RDF-quadruple format,

CRP is a good foundation for intelligent data processing based on multi-dimensional memory structures
[Markov et al, 2013]. In addition, via CRP and natural language addressing, three main problems of
storing Big Data may be solved [Markov et al, 2014]:

— Volume - avoiding additional indexing, duplication of keywords, and corresponded pointers,
leads to reducing additional memory needed for accessing information i.e. we may use
addressing but not classical search engines;

— Velocity — avoiding recompilation of information base permits high speed of storing and
immediately readiness of information to be accessed. This is very important possibility for
stream data;

— Variety - natural language addressing permits creating a special kind of graph information
bases which may operate both with structured as well as semi-structured information.

Main Differences Between Map/Reduce and Collect/Report Paradigms

Map/Reduce Paradigm (MRP) and Collect/Report Paradigm (CRP) are two different approaches for
operating on very large, flat (unstructured) datasets (Big Data). The main differences between these
two paradigms may be systematizes as follow:
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— MRP performs trivially parallel operations and results are couples (keyword, value). The CRP is
designed to cover the case when the data are represented in RDF-format and the results are
triples (subject, relation, object);

— In CRP, reporting information is provided only by the nodes which really contain information
related to the request; the rest nodes do not react, they remain silent. In MRP all nodes send
resulting information assuming that all reported data is needed for end user;

— An important advantage of the CRP is reducing the traffic to and from the cloud structures for
storing data in RDF-format and readiness to extract information within microseconds after it has
been stored;

— The most important difference is that in MRP the calculations and data must be all completely
independent. In opposite, the CRP assumes that all data are interconnected and may be
processed in common, taking in account all interconnections.

Conclusion

In this article we have outlined the main differences between the Map/Reduce and Collect/Report

paradigms. Concluding, we may propose a convergent paradigm “Map/Collect/Report” (MCRP).

MRP expects that the data is pre-divided and already exists on nodes capable of acting as computing
elements. After Mapping phase the data is formatted in format of couples (keyword, value).

CRP expects that the incoming data is in RDF format. How the data are prepared in RDF format is not
commented. One possible variant is to use mapping, similar to MRP but to generate triples as
intermediate result.

This way, in MCRP, we have the sequence:
— Mapping Big Data to RDF-triples or quadruples;
— Collecting RDF information in hyper-graph structures;

— Reporting only requested information.
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OLIEHKA PACNPEAENEHWS PELUEHUS HEYETKUX AU SEPEHLIMANBHbIX
YPABHEHUH

Anekcen bbiyko, EBrenni MBaHoB, Onbra CynpyH

Abstract: B cmambe paspabomaHbi MemoObl HaxoX0eHUs OUEHKU pacnpedeneHusi peweHus 0ns
HOB020 Krnacca HeYémkux dugbghepeHyuanbHbIX ypagHeHul, Komopbie codepxam HeYémkuli npouecc
8 npasol Yacmu. [pusedéH npumep ucnob308aHUs NOTyYeHHbIX Memodos.

Keywords: Heyemkas noeuka, meopusi B03MOXHOCMel, HeYemkue YpaeHeHUs, OUEHKa
pacnpedeneHus.
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BsegeHue

TeopeTHKO-BEPOSTHOCTHbIE METOZbI LIMPOKO W YCMELIHO WCMOMb3YKTCS B HAyYHbIX UCCHELOBAHMSIX
ANs MOAENMPOBaHMS B TEPMMHAX CIy4alHOCTW Pa3HblX acmekTOB HEeonpeaeneHHoCTH, KoTopas
oTo6paxaeT HeNnoSIHOTY 3HaHMIA U UX HEAOCTOBEPHOCT.

BmecTe ¢ Tem BEpOATHOCTHbIE METOAbI OKa3anicb HEAQEKTMBHBIMI NPXU MOAENMPOBAHNN LLIMPOKOrO
Knacca MnpoueccoB W SBMEHU (couuanbHbIX CUCTEM, CYOBLEKTMBHbIX CyXOeHun W Tak danee
[Cobb,1981]). HeonpepeneHHOCTb (HEYETKOCTb) B 9TWUX SBMEHUSX HeagekBaTHO Mogenupyertcs
BEPOSITHOCTHBIMW METOAAMM, MOCKOMbKY He HabnogaeTcs MHOrOpa3oBOro NOBTOPEHWUS COBLITUA B
OOMHAKOBbIX YCMOBUSX, B TO BPEMS KaK BEPOATHOCTHble MOLENU NpeaHasHayeHbl Ans OnucaHus
COBbITWA, KOTOPblE MOBTOPSIOTCS MHOrOKpaTHO. B cBs3n ¢ 3tum, HauuHas ¢ 1960-x rogos Obinw
paspaboTaHbl pa3Hble He BEPOSTHOCTHbIE MOAENW HEONPEAENEHHOCTU N COOTBETCTBYIOLLME TEOPUM:
cybbekTBHasA BeposTHOCTL CeBepaxa, Teopus Bo3MoxxHocTn 3age u ap. B 1974 rogy M. CyreHo BBen
MOHATME BO3MOXHOCTU COBbLITUS (anbTepHaTMBa MOHATUIO BEPOSITHOCTU B HEBEPOSTHOCTHbIX
mogensix). Mocne 3aToro pasHbiMM aBTOpamMm Bbinn CO3a4aHbl BapuaHTbl TEOPUM BO3MOXHOCTEN [Song,
2000], [Zadeh, 1978], [bblukos, 2007], [MbiTbes, 1990]. CneayeT BblAENUTL TEOPUIO BO3MOXHOCTEN,
nocTpoeHHyto B [[biTbes, 1990], koTopas B OTNMYME OT APYruX, CTPOUTCSH MO CXEME, aHanornyHou
TEOPUM BEPOSTHOCTH.
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B Teopuu BO3MOXHOCTEN Anst CobbITMS BMECTO BEPOATHOCTN NpedocTaBnaAeTca OTHOCUTENbHAA

OuUeHKa BO3MOXHOCTU €€ NnosiBNneHnd, B LUKane BO3MOXHOCTEMN [0,1]. Ha ocHoBe YMCNIOBOrO 3HaYeHus

BO3MOXHOCTU  MPOMCXOOUT  CpaBHeHWe CcobbiTWiA  (Boree BO3MOXHOE, MeHee BO3MOXHOe,
PaBHOBO3MOXHbIE). OnpefeneHHoe CBOWCTBO CODbITUSI CUMTAETCS TEOPETUKO-BOMOXHOCTHbIM B
cryyae ero MHBAapUaHTHOCTW OTHOCWTENBHO NPOU3BOMNLHOTO NPeobpa3oBaHMs BO3MOXHOCTHOM LUKasbI,
KOTOpasi XpaHuT MNopsgoK Ha ee anemeHTax. JlMwb TakMMm CBOWCTBAM NpefoCTaBNseTcs

coaepxartenibHoe TonKoBaHue.

[ns NpaKkTM4eckoro MpUMOXEHUS TEOPUM BO3MOXKHOCTEM K MOAENMPOBAHMI0 pearibHbIX MPOLEeccoB
UCMONb3YIOT  HeyeTkne audpepeHumManbHble  ypaBHeHWS. V3BeCcTHble noaxodbl K HEYeTKoMy
MOZESIMPOBaHMI0 PacCMaTpUBAlOT Takue YpaBHEHUs, Kak OuddepeHunancHble ypaBHEHUS C
HeyeTkMMKM napametpamu [Song, 2000], [Zadeh, 1978], [MbiTbes, 1990]. MaBHbIM HeJOCTATKOM 3TUX
NOAXOL0B SBMAETCA TO, YTO HEYETKOCTb MOAENMPYET NULLb NOrPELLHOCTU B BbIYUCTIEHUN NapamMeTpoB,
B TO Bpems Kak AN NPUIOXEHWA BaXHbIM SBNSETCA MOLENUPOBaHWe HeonpeaeneHHoCTU B
BO3MYLLEHMM NpaBOA 4acCTW ypaBHeHWs. [3-3a 3TOr0 4acTo  WUCMOMb3YKT  CTOXaCTUYecKue

andhdhepeHumanbHble ypaBHEHNS! Aaxe B CIyvasx UX HeaLeKBaTHOCTY 13y4aeMoMy NpoLieccy.
B naHHoi paboTe pa3paboTaHbl KOHCTPYKTUBHbIE METOAbI HAXOXAEHWS pacnpeaeneHnst peLleHus Ans

HOBOTO Krnacca HeuveTkUx AucdepeHUManbHblX YPaBHEHWA, TULLEHHLIX OTMEYEHHbIX Bbllle
HE[IOCTATKOB, a Takxke NpuUBeaEH NPUMEP NPUMEHEHNS NONYYEHHbIX Pe3yNbTaToB,

OcHoBHOM pe3ynbTat

[N npaKkTM4eckoro MNPUMEHEHUs BaXHbIMW SBNAKTCA AuddEpeHUmanbHble ypaBHEHUS Buaa
y =f(t,y)+g(t,y)u(t), roe wo(t) - npouecc B KOTOPOM COCPEAOTOYEHa oOmnpedeneHHas
HeonpeaeneHHocTb (“wym’). [ns cnyyas BEpPOSTHOCTHOM MPUPOAbl HEONpPeAeneHHOCTU Takue
ypaBHEHUS (hOPManmU3NpyTCs Kak CTOXacTUYECKME.

BbinonHnM dpopmManu3aLmio n HaxoxaeHne METOAOB PELLEHUS TaKoro BUAa YPaBHEHWI ANs cnyyas,
Korga HeonpefeneHHocTb B u(t) WMEeT TEeOpPEeTUKO-BOMOXKHOCTHYIO — MPWUpoAy, T.e. SBNseTCs
HEYETKOCTbH.

MpuBeaemM onpeneneHne OCHOBHbLIX MOHATUI TeOpUM BO3MOXHOCTeN 13 [bbiykos, 2007]. Mycte X —
HenycToe MHOXeCTBO (NMPOCTPAHCTBO SMEMEHTApPHbIX COBbITWI), A — Knacc NogMHoxects X,
KoTopbld cogepxut &, X.  MHoxecTBa knacca A OyoyT MHTEPNPeTMPOBATLCA Kak (HeyeTkue)

co0bITHS.
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O6o3Haunm L =[0,1] — wkany BOIMOXHOCTEN. E€ anemeHTbl XxapakTepusytoT CTeNeHb BO3MOXHOCTH
cobbiTvs. [Ang npefocTaBneHnst 3HaveHns BOSMOXHOCTH COBbITUS UCMOMb3YeTCs Mepa BO3MOXHOCTM!.

Onpepenenne 1. Mepoi BO3MOXHOCTM Ha A  HasbiBaeTcsd (yHKuus P:A —L, KoTtopas

yaoBreTBopseT ycnosuio: ecriv {A, |fe T} — CeMenCTBO MHOXECTB U3 A Takux, YTO UA, €A, TO
teT

P(UAt)ZSUpP(At)-

teT

Mepa BO3MOXHOCTU P Ha3blBaeTCs HOPMUPYEMOW, ecnn P(X) =1, P(&)=0.

B manbHemwwem Bce Mepbl BO3MOXHOCTM ByayT CYMTATLCH HOPMUPYEMBIMM.
OnpepgeneHne 2. P -MoZenbt TEOpWUM BO3MOXHOCTEN HasbiBaetcs Tpouka (X,A,P), roe P
SBNSAETCA MEPON BO3MOXHOCTM Ha A .

B pab6ote [bbiuko, 2007] OokasaHO, YTO Mepa BO3MOXHOCTY MOXET ObiTb NPOAOIIKEHA € anrebpsbl
MHOXeCTB Ha OyneaH NMpOCTpaHCTBa dneMeHTapHbIX COBbITUI, NoTOMYy Be3 orpaHuyeHust OBLLHOCTK

6yaem paccmaTpuBaTh P -MOferb TeopUn BO3MOXHOCTe Buaa (X,2%,P). B aTom crnyyae [BbI4KoB,

2007], mepa BO3MOXHOCTU P MOXeT bbiTb NpeacTaBneHa B Buae P(A)=supf(x), AN HEKOTOPOW

XeA

PyHKUMM 2 X — L.

Beenem obosHaveHne X, ={xe X|P{x} > &} — MHOXECTBO drieMEHTapHbIX COBLITUIA, BO3MOXHOCTb
KOTOPbIX NPEBbILLAET 3aAaHHbIN YPOBEHb £ .

CobbITns BOMOXHOCTW Hynb Byaem cuntaTb HEBO3MOXHbIM. BCe OHM SIBMAKTCA NOAMHOXECTBaMU
AOMOMHeHNa MHoxecTBa X, .

3anuce P{E(x)}, rae E — onpeneneHHbli npeankat, byaem Mcnonb3oBaTh B KAYECTBE COKPALLEHMS

and sanuen P{xe X | E(x)}.

Onpepenenne 3. HeyeTkol BENMYMHOW (CKanMsPHOW WM BEKTOPHOW) Ha3bliBaeTcs (PyHKUMS Buaa
£: X — R", gnd kotopon Dom¢é o X, .

Onpe,qeneHMe 4. HeuyeTkne BENNYMHbI f,-, i =1,...,n, Ha3blBaOTCA HE3ABUCUMbLIMMN B COBOKYMNHOCTH,

ecnm
VYpoy PG =i =1.n}=minP{g = y;}.

Onpepenenne 5. HeuyeTkum npoLEeccom (C HempepbiBHbIM BPEeMEHEM) Ha3blBaeTcs (hyHKUMS BUAA

p(t,x): Tx X — R", ang Kotopoit Domp o Tx X, rae T =[0,+eo).

WHorma BTOpOit apryMeHT B 3anicit HEYETKOro MpoLiecca onyckaeTcs.
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HeueTkne npouecchl SBMSKTCA OCHOBHbIMM AN MOAENMPOBAHMA peanbHbIX MPOLECCOB C TOYKM
3pEHUs Teopun BO3MOXHOCTEN. DBa3oBbIM MPUMEPOM HEYETKOrO mpoLecca, KoTopbld  BydeT
NCNonb30BaH B faHHOW paboTe, eCTb aHanor BUHEPOBCKOrO NpoLecca: NpoLecc HeveTkoro bnyxaaHus
[BbiykoB, 2005]:

OnpepeneHne 6. HeueTkuin npouecc (CkanspHbIA UM BEKTOPHBIA) w(t, x) Ha3blBAeTCs NpOLECcCoM
HeyeTkoro bnyxganus (MHB), ecnm:

1. ona  nobblx MOMEHTOB BpeMmeHn O0<t <t,..<t <t . He4YeTkne BENUYUHbI

w(t/'+1 ) - W(t/ ) ’

i=1,...,n He3aBUCUMblE B COBOKYMHOCTM (HE3aBUCUMOCTb NPUPALLEHNN);

2. nepexofHasi BO3MOXHOCTb npoLiecca MMeeT BUa;

2
—-1/2
="y

(t-t)

Vt>t, >0Vye R":P{w(t)-w(t,)=yl=¢

roe (Z — NONOXUTENbHO OMpeAeneHHas MaTpuua, ¢:[0,+e0) — L— YOblBaloLas HenpepbIBHas

(yHKUMA, Takas, 4To im ¢(x)=0 un ¢(0)=1;

3. w(0,x)=0,Vxe X,.

OYHKUMSA ¢(X) W3 3TOrO onpeaeneHns HasblBaeTcs PyHKuuen pacnpegenenus NHB.
CkanspHbli MHE B TekcTe ByaeT 0603HavaTbes Kak w(t, x).
MpuBegem HekoTopble cBoitcTBa MHB, KoTOpbIE ByAYT MCNOMB30BaHLI Aanee.
Teopema 1. CywecTsyet P -mogenb (X',2%,P') n HeueTkuit npouecc p(t,x) Ha Heli, KoTopble
YAOBIETBOPSIOT YCIOBUAM:

1) cobbitua  p(t,x),i=1..n He3aBUCUMbI  MpK t2t(i#j) u
Pip(t)=y}=oly;), i=l...n;

2) p(t,x) — OrpaHNyYeHHas u3mepumas yHKUMS ONA KaXOoro (PUKCMPOBAHHOMO Xe€ Y, W

NPOM3BONbHAs OrpaHNYeHHas u3mepumas yHKUMa Ha [0,T] ABnseTcs TpaekTopuen p.

3) w'(t,x)= .[Ot p(r,x)d7 SBNSETCH NPOLECCOM HEYeTKoro bnyxaaHus
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MokasatenbcTBO. [lycTb X' - MHOXECTBO BCEX OrpaHMYeHHbIX W3MepuUMbIX (YHKUWMA BuAaa

[0,TI—R u P'(A)=sup¢(sup |x(z‘)|2 ),Ac X' - Mepa BO3MOXHOCTM Ha 3TOM MHOXECTBE.
x(eA  te[0T]

[lokaxem, 4TO npouecc, onpedeneHHbld Kak p(t, x)=x(t)  SBNSETCA MCKOMbIM, TO €CTb

YOOBMETBOPSIET CBOMCTBaM 1-3.
1) P{p(t,, x) =y} =P'{x(t,) =y} =py?).
lNokaxeM He3aBUCMMOCTb. Mimeem

P'{p(t,x)=a,i=1,...,n}=P{x(t)=a,i=1,...,n}=

= pimax(a?)) =ming(a’) =minP'{x(t)=a} =min P {p(t, x) =a;}

i=l..n

2) 310 CBOWCTBO O4EBMUAHO.

3) MokaxeM He3aBMCMMOCTb NpupaLLeHuii npolecca w'(t, x):
PYw!(t,,,x)-w'(t,x)=a,i=1,...,n}= Pl{.[:”1 x(t)dt =a} = p(k’),

roe k sBNsSieTcs MakcUMasibHbIM 3HAaYEHUEM LieNleBOro (PyHKUMOHana Ans onTUMU3aLMOHHO 3aaayn
. t/'+| .

max|x(t)|—>m|n, npu  ycrnoBusX L x(t)dt =a,,i=1,...,n. T[lockonbky npomexyTkn (t.t.,)

Henepecekawwecs, TO pelleHre 9TOWM 3adayu  Mosly4aeTcs CKMeMBaHMEM peLleHun  3agad

max |, (t) — min npu ycroBusix j: X, (t)dt = a, 1 Takum 0Gpasom:

XOp[(t): Xiopt(t)ate[t,'atprl]a
0, te [ti’ti+1]’

p(k*)= min P{["" x(t)at = &} = min P'{w'(t

i+1?

x)-w'(t,x)=a}.

PelueHnem i-ou 3agauv sBNsieTcs (PYHKUMS NOYTW Be3[e KOHCTaHTa a; / At,, 4TO cnepyet w3

HepaBeHCTBa

BE ‘ J." x (et

< J‘tHI
t/'

x,(t) dt <max|x,(t) At,.



International Journal "Information Technologies & Knowledge" Volume 9, Number 4, 2015 313

Takum 06pa3om, BbINONHAETCS BTOpoe ycnosue u3 onpeaenequs MHBG:

P{w'(t,x)-w'(t,x)=a}=g@ /(t-t,)).

HakoHel Tpetbe ycnosue u3 onpegenednss MHBE w'(0,x)=0 Toxe, OYEBWAHO, BbLINOMHSETCS.

Teopema [OKa3aHa.

Nemma 1. Ecrm w(t,x) - [MHB, 10 Vxe X, Tpaektopua w(t,x) ecTb noyTu Be3ae

AnchdepeHLpyemon.

[okasaTenbcTBO. PaccMOTPUM LIENOYKy HepaBeHCTB

P{|w(t,, x)—w(t,,x)| = C|t, - t,} = sup{P{w(t, x) - w(t,, x) =a} : |a| > C|t, - 1,|} =

2
£

/1,f,C2(tl -1, Y
— | e T
(tl - tz )

=sup4 ¢
(t—t,)

lal>Clt -t sw( ]zqou;cz),

roe A, —HauMeHbluee COBCTBEHHOE YMCNO MaTpULLbl =" . To eCTb BbINOMHSAETCS
Pt #t, :|w(t,, x)—w(t, x)| = C|t, - t,[} < (2.C?).
[Monyymnu, 4TO UMEET MeCTO crieaytoLLee ycnosue Jinnwnya

Ve>03C, >0:Vxe X,.t,t,:|w(t, x)—w(t,, x)| < C,

t—t].
Torpa no Teopeme Pagemaxepa, Vxe X, @yHKkuna w(t,x) dBNsSeTca novtTM Besfe

anhdepeHumpyemon. Jlemma fokasaHa.

CnepgctBne 1. OyHkumo w'(t,x) MOXHO NPOAOIKUTL [O HEYETKOro MpoLecca, PaBHOMEPHO

OrPaHNYEHHOrO Ha KaXaoM U3 MHoXecTB R x X,,& >0, nockonbky Vxe X, :||w’(t,x)|| <\o'l'(e)l A,

Nlemma 1 npupaet cogepaTenbHblid CMbICN UHTErpany IOT f(r)w’(z,x)d7 OT orpaHuyeHHom Ha [0,T]
n3mepumon oyHkumn . Ecnim ero noHumath kak uHTerpan Jlebera npu kaxgom x e X, , TO (OyHKUMA
&(x)= J'OT f(r)dw(z,x) SBNAETCA HEYETKOM BEMUYMHOW. AHANOTMYHO MOXHO npudaTh CMbICH
uHTerpany no sexktopHomy lNHB:

E(x) = jOTF(f,x)dw(f,x) JF(£)e R™™ , w(z,x)e R™.



314 International Journal "Information Technologies & Knowledge" Volume 9, Number 4, 2015

Tenepb €CTb BO3MOXHOCTb CTPOrO CCHOPMYNMPOBaTb OMpedeneHne YpaBHEHMUS, 3aBUCSILLErO OT
npoLiecca HeveTKkoro bryxaaHus.

PaccMoTpuM  criefylollee WHTErpanbHOe YpaBHEHME OTHOCUTENbHO yHKUMM y(f,x)  BuUAa

[0,T]xX —-R:

t t

y(t,x)=y, +jf(r,y(r,x))dz%'fg(r,y(r,x))dw(r,x), (1)

0

roe te[0,T], w(r,x) - THB, nssectHble dyHKummn f(t,y),g(t,y) wmetor Bug [0,T]xR >R, y,
— U3BECTHOE 3HAYEHME.
Jonyctumo, 4to f W g SBNSETCA OrpaHUYEHHbIMU, U3MEPUMBIMUA MPU KaXOOM 3HAYEHUU y K

BbINOHAKTCA yCroBKA J'|I/II'ILIJI/ILI'aZ
AL >0 Vte[0,T] [f(t,y,)—f(t,y,)|<L|y, -y,

lg(t.y,)-g(t.y,) <Ly, -y,|.

Torga Vxe X, noutn Besge Ha [0,7] BbINOMHSIETCS HEPABEHCTBO:

F(6y) = F(L )+ (96 y.) - gty )W e X <L (1449 (@) )|y, - v

Mo Teopeme KapaTeogopu O CyLIEeCTBOBaHUM pelleHus ana auddepeHumanbHbiX ypaBHeHW, ans
Kaxaoro x e X, CyLecTByeT eAnHCTBEHHas abCconoTHO HenpepbiBHas Tpaektopus y(t,x), te[0,T]

, KoTopasi yoBneTBOpseT ypaBHeHuo (1).

Takum 0Bpa3om, nMpu yKasaHHbIX YCNOBWSX, ypaBHeHWe (1) onpedensieT eguHCTBEHHbIM 0Bpa3om

HeYeTKM npouecc y(t, x), KoTopbin ByaemM HasbiBaTb peleHnem ypaBHenus. [uddepeHumansHas

thopma 3anucu ypasHeHus (1) UMeeT BuA:

dy(t,x)="1(t,y(t,x))+ g(t,y(t, x))dw(t, x).
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AHanornyHo faeTcs CMbICN YpaBHEHMIO C BeKTOPHbIM [THB
¥(t.x) =y, + [ 1(z,y(z,))d7 + || G(z,y(z.))dw(z, %), t€[0,T]. (3)

BaxHon 4ns NpunoXeHUn XapakTepUCTUKON NpoLecca-pelleHnst chopmMynmupoBaHHOro ypaBHeHus (1)
nnn (3) ectb MHOXeCTBO Y(f,£) 3HaueHWit peleHus y(t) B MOMEHT t, BO3MOXHOCTb KOTOPbIX

BonbLue 3agaHHoro nopora £ >0, 10 ecTb Y(t,e)={y : P{y(t,x)=y} > €}.

3apaHHOe NapaMeTpuYeckoe CEMENCTBO MHOXECTB AaeT HeYeTKUI aHanor pacnpeaeneHuio peLleHms

CTOXaCTUYECKNX AN depeHLmanbHbIX ypaBHEHMN.

EyueM NUCKaTb KOHCprKTI/IBHbII7I METOA OLEeHNBaHNA MHOXECTB Y(t,e) ansa artoro YPaBHEHUA.

Myctb w(t,x) — ckanspHbin [THB. Beegem 0603HaueHme

(t.x) = w'(t, x), ecnu onpefeneHo u x € X,
o 0, vHaye.

o(x) — dyHKums pacnpegenenus MHB w(t, x).

OBo3Haunm Yepes E cnegyrowmi wap orpaHNYEHHbIX M3MEPUMBIX (OYHKLMIA BUAA:

[0,T1>R: E(r)={ue E:|u|_<r}.

Onpegenum Ha E yHKUMOHAN:

Plu]=P{x:p(.x)=u()}-

Nemma 2. VimetoT MecTo cneytoLme CBOUCTBA:
1) Yue E:Plul < o(|u]);

2)ecm 0<t <t, <..<t ,<T, 70

n+l —

tiy
sup{P[u]|ue E: j u(z)dr=aAt,i :1,...,n}:(p(maxa?).

tl
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fokasatenbcTgo. 1) VI3 nemmbl 1 cneayet, uto P{x} > & = |p(t, x)|. <+/¢™'(¢), nepexond k inf B

HEpPaBEHCTBE W YUMTbIBAs HENPEPLIBHOCTb (OYHKUMN ¢, NOnydYaem ||p(t,x)||°° <o '(P{x}), oTkyna
P{x3 < oot X))

Torga BbINOMHSETCS HepaBeHCTBO Plul=  sup P{x}< ¢(|ul]).
x:p(t,x)=u(t)

2) P{w(t,,)-w(t)=2a}= ;Tlnn P{w(t,,)-w(t;)=a;} =min q’(aiz ) = p(max alz) .

tiy)

(p(maxa) P{_[ TX dT aAt,i=1,...,n}=

t

i

tH—l

=sup{P{p(,x)=u}|ueE, j u(r)dr=aAt,i=1,...,n}=

=sup{P[u]|ue E: j u(r)dr =aAt,Vi}.

t

Jlemma gokasaHa.

Nemma 3. Ecr £€(0,1), TO ANA Kaxgow u*eE(m) CyLLiecTBYeT MocnenoBartenbHOCTb
u, e E Takaq, yto Plu,]>€ n Vfe R[0,T] J'f dr—>J'f )dr paBHOMepHO no t
Ha oTpeske [0,T].

[lokasaTenbcTBO. Bbibepem npou3BomnbHyo GyHKLUMIO U e E gp(”u*”i)> €

Monoxum {0=t¢" <t <.t

n =T},.,— MocrnenoBaTenbHOCTb pasbueHuin oTpeska [0,7] Takasl, uTo

nxl1

max At — 0,n — .

tn

1 i+l

MonoXum B NyHKTe 2 NieMmbl 2 t, =t/ , a, = u*(7)dr W NOMy4UM, 4TO

it
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th,

tn
i+1 I+ . 1
P dr = “(7)dt,Vi} = p(m
SUp{ [U]l{I[U(T) T ;!:U ( ) T. I} (0(’:13,)7( t,n

P zeu)>e.

t]tl u'(r)dr

tf

lNoaToMy CyLEeCTBYeT NocrnefoBaTenbHocTb U, € E , Takas, uto Plu,]>&e

Bbibepem dyHKUMIO, MHTErpUpPYeEMyto no PumaHy Ha [0,7] v LoKaxeM CXOAMMOCTb, KOTOpasi crieayet

n3 ycnosus nieMmbl. O603Haunm yepes y,(7) — uuankatop [0,t].

Jolt[17.17,])

&

u,(r)-u’ (r)‘drs

<2\Jo ' (e) alf,[t], L] 1AL,

roe @ — konebaHue yHKLWM Ha MPOMEXYTKE.

Torpa
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n
-0,
1

<2,/¢" (g)Za)(f,[t,",t,’Ll])At,” +|f|.. mglxn‘At,”

i=

rae k(n,t)- Homep OTpeska, Ha KOTOPOM y,(7) u3MeHseT 3HaueHne ¢ 1 Ha 0. Mepsoe cnaraemoe

CTPEMUTCS K HYNK Kak pasHuua cymm [apby ans dyHkumm f. CXOAMMOCTb He 3aBWCKT OT f, a

noToMy paBHOMepHas. Jlemma fokasaHa.

HenocpeactBeHHo w13 onpegeneHus  Y(T,€) W Mep BO3MOXHOCTM  CriedyeT paBeHCTBO
Y(T,e)={y(T,x)| xe X.} — MHOXeCTBO AOCTWXMMbIX COCTOSIHUA 3a Bpems T TpaeKTopusaMM
npovecca - peLLeHnsIMn ypaBHeHUs (1), BOSMOXHOCTb KOTOPbIX 6onblue £ .

CasixeM C ypaBHeHneMm (1) unu (3) ypaBHeHWe C OrpaHUYEHHbIM ynpasneHem u(t):
t t
2t)=y, + [f(z.2(7))dz+ [g(z.2(7))u(7)dz. (4)
0 0

MycTb OYHKUMM YOOBNETBOPAKT YCMOBMA (2) M KPOME TOrO, ANS KaXZOro (HMKCMPOBAHHOMO y ,

yHKUMS g(t,y) wmHTErpyema no Pumany Ha npomexyTke [0,T].

OBosHaumm U(T,e)={z(T,u)|ue E(J¢'(€))} — MHOXECTBO AOCTUXAMOCTM AN (4) ¢ HaYarnbHOro

COCTOSIHUS ¥, C MOMOLLbIO yNpaBneHni u(t), KOTOpbIE YOOBMETBOPSIOT YCroBuio U e E(y/¢ ' (£)).

3ameTum, 4To 13 nemmbl 1 creayet BkoveHne Y (te) c U(t,e),e€ (0,1).

Teopema 2. [ins < (0,1) MHOXecTBO Y(T,€) nnoTHO B MHOXecTBe U(T,€).
[lokasatenbcTBO. MycTb Touka z* [JOCTUraeTcss BO Bpemss T C MOMOLUbIO ynpasnewusa u (t),

npuyem “U“M <+J¢'(€) . COOTBETCTBYHLLYIO TPAeKTOPMIO 0603HauMM Z'(t).

Myctb t, e R*\ U D,, D, — MHOXeCTBO Touek paspbiBa g(-q), KOTOpPOE UMEET Mepy Hyrb B cuny
qeQ

npeanonoxexns o6 nHterpupyemoctt no Pumany. Torga

gt 2" (1) - g(t,, 2(t,))| <

<

<lg(t.z (1)) - 9(t,q)+9(t.q) - 9(t,,q) + 9(t,.q) - g(t,. 2(t,))
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<L|z'(t)-q|+|o(t.9)-g(t,.q)+L|g-Z ()

Mockorbky (YHKUMS  Z  HEnpepbiBHA, TO ﬁ‘g(t,z’(t))—g(ts,z(ts)) . B cuny

<alL|g-Z(t,)

MPOU3BOMBHOCTM qe Q, . ABMAETCA TOYKOA HEnpepbiBHOCTM yHKumM g(t,z (t)). OTtciopa

S

CNe/lyeT, YTO MHOXECTBO TOYeK pa3pbiBa g(t,z (t)) UMeeT Mepy Hymnb 1 3Ta (OrpaHNyeHHast) dyHKLNS
ABNAETCA MHTErPYEMOn no Pumany.

Bribepem 6 > 0. Mo nemme 3, cywlecTByeT x € X, , Takoe 4to Ans u,(t)= p(t,x) BbINONHAETCSH

t

[9(z.2' ())(u" (7)-u, (7)) dz|< 5, te [0,T].

0

Myctb z,(t) — peLueHne UHTEerpanbHOro ypaBHEHUS
t t
z,(t)=y, +[f(2.2,(2))dz+ [ g (2.2, (7))u, (7) d7.
0 0
O6osHauum h(t) =z (t)—z,(t). Torga u3 ycnosuii (2) cneayeT HepaBeHCTBO
t t
nt)| < [[F (2.2, (c) + h(2))~f (.2, ()| dr + 5 < [Lh()dr + 5,
0 0

Otkypa ‘zO(T) -z

=|h(T)|<Sexp(LT)—0,6 0. CnenosatensHo, MHoxecteo  Y(T,e)
aBnseTcs nnotHeiM B U(T, €) . Teopema fokasaHa.
3ameTum, yto ana MHB w'(t,x) 13 Teopembl 1 BbinonHaeTcs paBeHcTBO Y(T,&)=U(T,€),e€ (0,1).

Teopembl 11 2 nerko 0606LatoTes Ha criyyain BekTopHbix MHB.

Takum 006pa3om, AN NOMy4YeHUs MPaKTUYECKM 3HAUMMOW MHOPMAUMKW O MNpOLECCe-pPeLLEHMM

ypaBHeHus, LenecoobpasHbiM SBASETCA HaxoxaeHne MHoxectBa U(t,e) Bmecto Y(t,g), yto
ABNSAETCS 3aaqveit Teopum ynpasreHus.

Muoxecta U(t,e) Byaem HasbiBaTb OLEHKaMU £-Cpe3a PELLEHNS YPaBHEHNS.
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Mouck U(t,e) B OOHOMEPHOM Cryyae MOXET ObiTb OCYLLECTBMEH HA OCHOBE CreaytoLen npocToi
nemmbl [Cobb,1981]:

Nemma 4. Tlyctb QyHKUMS U YOOBMETBOPSET  YCIIOBUIO Vte[O,T]:|u(t)|<C, YHKUMM

Y.,Y,,y € C'[0,T] 1 yBOBNETBOPSIHOT TaKUM YCMOBUSIM:

yi=f(t,y,)-Cla(t.y,)), y,(0)=y,;
v, =f(ty,)+Clo(t,y,), v,(0)=y,;

y' =f(t,y)+g(tyu(t), y(0)=y,.

Torga Vte[0,T]:y,(t)Sy(t)<y,(t).
CnepctBue 1. MHoxectBo U(T,€) ans ypasHeHus (1) moxeT ObiTb NpeacTaBneHo B BuUAe

{yly,(t)<y<y,(t)te[0,T]}, rae y,, ¥, — PYHKUMM 13 NemMMbl 4, MOMyYEHHbIE MPU 3HAYEHUM

C=\o'(e).

B MHOIOMEPHOM Ccny4yae AnA Noucka MHOXECTB OOCTMXMMOCTWM MOXHO MCMNONb30oBaTb, Hanpumep,
MeToa AMHaMU4eCcKoro nporpamMmmMmnpoBaHnA bennmana.

MpumeHeHUe NONyYeHHbIX pe3ynbTaToB

anuaemunyeckas moaenb Pocca  CTpoMTCS MCXOAS M3 HMKENPUBEAEHHbIX npeanonoxeHun [Medlock,

2008]. MonynsiLms cocTouT 13 rpynnbl pucka S (t) 1 MHGULMPOBaHHbIX MHAMBKAOB /() , Mpryem

- pa3mep nonynsuun N GOnbLION 1 NOCTOSHHbIN;
- He Y4MTbIBAKOTCS BbI3OPOBNEHE, OTCTABAHNE; NEPEMELLMBAHIE PABHOMEPHOE;
- CKOpoCTb 3aboneBaHNs NPONopLMOHanbHa KONMYECTBY MHADULIMPOBAHHDIX.

[aHHas mogenb onucbiBaeTcs YPaBHEHUAMMU:

St)=N-I(t), I't)=al(t)(N-I(t)). (5)

Ob6osHaumm yepe3 y(t)=1(t)/ N —4acTb MIHPULMPOBAHHBIX.
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Mogenb (5) MoxeT 6bITb YTOYHEHA NyTEM yyeTa BbI3LopoBneHus (b > 0) u nepegayu 3abonesaHns us
NOCTOPOHHErO UCTOYHMKA (¢ > 0 )[Cobb,1981]:

y'(t)=ay(t)(1-y(t)) - by (t)+c(l1-y(t)). (6)

3peck a >0 — CKopoCTb Nepesayu 3aboneBaHns Mexay UHANBMOAMN.

BHeceM B ypaBHeHWe (6) HeYETKYH MonpaBKy, NPM3BaHHYI0 KOMMNEHCMPOBATb BO3MOXHYIO HETOYHOCTb
mogenu (3gecb w(t) — MHB):

y(t)=ay(l-y)-by +c(l-y)+o(yw'(t). 7

Cpenaem npegnonoxexue ([Cobb,1981] ) o Tom, YTO PyHKUMA ©(y) NPUHUMAET MakCUManbHOe
3HayeHne npu  y =1/2 1 MuHUManbHOe 3HaveHue npu y € {0,1}. B kayectBe o(y) MOXHO B3STb

oy(l-y), 6>0.

CornacHo cneacTeus M3 nemmbl 4, Ans ypaBHeHUs (7) OLEHKa € -Cpesa peLLeHns SBnseTca obnactbto

pacLUMpeHHON (ha30BOK NIOCKOCTM

{t.y):t>0,y,(t) <y <y,(t)},

roe

yllz(t):ylz(l_ym)(ai 5\/¢71(£))_by12 +C(1_y12)’ (8)

Mpuyem HavarnbHble ycnosus umetot Bug y,(0)=y,(0)=y,.

HeoTpuuaTenbHble CTauMoHapHbIe peLueHus ypaBHeHUH (8) npu C, =+/¢ ' (€) uMeloT BUA:

_a—b—c+§Cg+\/(a—b+c+§Cg)2+4bc
“s 2(a+dC,) ’

_a—b—c—5Cg+\/(a—b+c—5C£)2+4bc
= 2(a-4C,) |
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Takum 06pa3oM, MOXHO MPUHSTb, Y4TO YacTb BOMbHbLIX B NOMYNALMM NpK GONMbLUKMX ¢, C BO3MOXKHOCTbIO

Bonbluei €, NEXMT B NPOMEXYTKE [Z,(€),Z,(€)] U C MEHbLLEN, YeM £ , NEXUT BHE 3TOMO NPOMEXYTKA.

Myctb p(x)=exp(-x) a=1,b=0.4,¢=0.01, 6=0.1.

DEB T T T T T T T T T

066 .

064 .

062 .

0.b

0.55

0.5k

0.54

0.52

DE 1 1 | | 1 1 1 | |
a 0.1 0.2 03 04 o5 06 07 0s 09 1

Puc. 1.

Ha puc. 1 nokasaHbl NpeAenbl, B KOTOPbIX NEXNT YacTb 6OMbHbIX C YPOBHEM BO3MOXHOCTM Gorblue £

(napameTp & Ha ropu3oHTanbHOM OCK, KOMMYECTBO 6OMBHBIX — HA BEPTUKANBHON).

3aknioyeHue

B pabote nposegeHa hopmanu3aums HOBOTO Kracca HeYeTKUX AnddepeHunanbHbIX YPaBHEHUA U
paspaboTaH MeTog AN WX pelleHus. OTOT METO4 MOXET CTaTb MOMesHbIM NpU MOZENUpPOBaHUM
LUIMPOKOTO  Kpyra pearnbHbIX MPOLECCOB W  SBMIEHWA, HEONpPedeNeHHOCTb B KOTOPbIX WUMeeT
HEeBEPOSTHOCTHYI0 Npupoay. MNpuBeaeH Npumep NPUIOXEHUS NPUBEAEHHON TEOPUN K MOAENUPOBAHMIO
OVHAMUKW Pa3BUTUS aNUOEMUN.
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About estimate of fuzzy differential equations distribution

Alexei Bychkov, Eugene Ivanov, Olha Suprun

Abstract: In the article the methods of estimation of solution’s distribution for a new class of uncertain
differential equations which contain a possibilistic process in right part are developed. The example of
the use of developed methods is given.
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AUTOMATIZATION OF COMPUTER BUSINESS GAME AUTOMATON MODEL
CONSTRUCTION

Olga Vikentyeva, Alexander Deryabin, Dmitrij Kozhevnikov, Lidiia Shestakova

Abstract: This paper suggests an approach, which enables automatization of computer business game
automaton model construction. The processes of business game design and conduction occur within
the Competence-based Business Game Studio source environment. This fact provides the universality
of the domain. Separation of information system into operating and automaton models causes control
logic to be concentrated within the automaton model. Due to this fact the control object (operating
model) is to have unsophisticated behavior: accepting commands from the automaton and then
executing stated commands. This paper verifies the need for automaton model, provides analysis of
requirements and describes the design of corresponding program module (interactive visual model
editor) of the Competence-based Business Game Studio source environment. This module is used to
construct and edit business process models interactively during the stage of business game design.

Keywords: competencies, active learning methods, business-game, business-process, control
automat, operating automat, business process modeling.

ACM Classification Keywords: K.3 COMPUTERS AND EDUCATION: K.3.2 Computer and
Information Science Education — Information systems education. 1.2 ARTIFICIAL INTELLIGENCE:
1.2.1 Applications and Expert Systems — Games.

Conference topic: Technology-Facilitated Learning in Complex Domains.

Introduction

Educational technologies in professional sphere tend to leverage increasingly high number of active
training methods. One of the most wide-spread methods is represented by business games (BG). A
computer business game (CBG) differs from the conventional one by a considerably lower time
required for training, as well as a significantly higher number of business simulations. Currently, CBGs
are vastly employed in corporate training, higher and secondary education due to their ability to
simulate real business cases and help building approaches to address professional problems. The
relevance of this research is evidenced by numerous publications of both Russian and foreign authors
[Biggs, 1990], [Draganidis, 2006], [Girev, 2010], [Vikentjeva, 2013], [Bazhenov, 2014].
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At the moment the market of computer business games is represented by a large variety of software
titles, SimulTrain being amongst the most known and sophisticated, for example.

Commonly, a computer business game is limited to a certain domain (project management, marketing,
general management, financing, etc.), thus, making it highly specific. This paper suggest an approach,
that enables designing and conducting business games based on the business processes of an
organization, which makes the business game universal in regard to the domain. A formalized
description of business game domain is acquired with the help of consecutive transformation of
business processes models, which makes the automatization of business game design possible.

A project called “Competence-based Business Game Studio” (CBGS) [Vikentjeva, 2013] has been
initiated to implement the model of production and management activity. This project is composed of
several intertwined subsystems (including design subsystem) and serves the purpose of creating and
assessing competences through business games, built in real business processes.

The design subsystem consists of many modules, including the one that automates the transformation
of business process models into business game scenarios. This paper considers design and
development of such program module.

Leveraging automaton model during business game design

Thus far many of the mathematical models related to automaton programming have found successful
implementations across different domains. These models may vary in details but still have much in
common.

Automaton models owe their diversity to the broad variety of implementation domains. The latter
include mathematical linguistics, logic control, human behavior simulation, communication protocols,
formal language, computability and computational complexity theories.

It is a common practice to distinguish control devices and control subjects. Following this concept, the
system may be divided into following parts:

— control part (control system) is responsible for behavior logic: transition to the new state of the
system, choice of actions to be executed (which depends on current state and incoming signals);

— controlled part (control subject) is responsible for execution of actions, determined by control
system, and, possibly, for the creation of certain incoming signals for control part (feedback).

Therefore, the logic of system behavior is concentrated in the control automaton. Control subject is
characterized by unsophisticated behavior, i.e. it does not process input signals from the outer
environment, rather it merely receives commands from the control automaton. Each command stands
for one and only action of the subject [Polikarpova, 2008].



International Journal "Information Technologies & Knowledge" Volume 9, Number 4, 2015

327

Automaton model is described with the use of algorithm logic scheme language (ALS). A sequence of

operators written down in the language of ALS implements and algorithm of business game control.

ALS expression may be represented as following: L =

{H A P,w, 1, |, K}, where H - algorithm start

operator, K- algorithm finish operator, P — conditional transition, A — controlling action, w -

unconditional transition, 1 — transition start, | — transition end.

Each operator of the ALS expression implies a command, interpretable by the automaton module (for

instance, transition from one state of the business game to another, or conveying control signals from

the operating model).

Automatization scheme of the automaton model acquisition may be seen on Fig. 1.
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Figure 1. Automatization scheme of the automaton model acquisition
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Input data for the model is represented by poorly-formalized data sources (graphical business process
models, text descriptions, regulative documentation, etc.). During system analysis of the domain real
business process model is transformed into unified business process model (UBP). The latter is
comparatively more generalized, due to the fact, that process of UBP construction disregards business
operations, specific only to certain companies. The correctness of the models is ensured by compliance
with regulative documentation and industry standard business process models.

Unified business process may happen to be considerably sophisticated and include conditional and
repetitive business operations besides sequential operations. To convert such model into sequential
representation all the cyclic and conditional structures are suggested to be replaced with generalized
blocks. Each of these blocks receives a separate Map of Operations of training UBP.

Unified business process requires to be transformed into unified training business process. This is
needed to implement additional changes to the original UBP model, related to the process of
competence establishment on the trainee’s side.

Unified training business process description consists of three metamodels:

— Map of Operations (MO) represents a tree-like structure with all the possible sequences of business
operations;

— Operation contains information about operation’s parameters (inputs, outputs, controlling
information, regulations, mechanisms, time limits, costs, etc.);

- Decision-Making Point (DMP) implements interaction with the player by enabling the latter to choose
which operation should be performed next.

When the user makes a decision at this point, the system performs an operation and proceeds to the
state, when the user is to choose next operation once again. The amount of possible BG states is finite,
due to the fact that repetitive states are not allowed. |.e. once an operation is performed, it becomes
unavailable for the user to repeat it.

The task of DMP number minimization is solved by business process decomposition. This enables
breakdown of Map of Operations into complementing parts, which contain relatively small amount of
Decision-Making Points. Therefore, the automaton model of the business game is going to be
represented as a set of strings that store the algorithms of business game control in the form of ALS
expressions.

The need for BG automaton model construction automatization is caused by following factors:

- Business game design leverages multimodel representation of business processes [Vikentjeva,
2015].
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- Unified business process may happen to be fairly sophisticated, perplexing the derived models and
impeding manual business game design.

— All the models are well-formalized, making the transition to automated process possible.

Thus, a contemporary CASE tool needs to be developed, allowing user to interactively build and edit
UTBP models in real-time during business game design (interactive visual model editor).

Interactive Visual Model Editor Requirements Analysis

The process of business game design is considered in [Vikentjeva, 2015]. Analysis of TO BE model has
enabled formulating a list of functional specifications. According to the latter the editor’s purpose is to
provide transformation of UBP description into automaton model represented in the form of ALS.

Interactive visual model editor is to provide BG designer with following functionality:
— UBP model creation, utilizing a set of elements, defined in previously developed notation.

— UBP model creation occurs via “drag & drop” technique, or via selecting an element from the context
menu, called by right clicking on the work area.

— Each element of the notation has a set of editable attributes.

- Resources of an operation can be set and modified on a separate work screen for operating model
editing.

— Generated model complies with syntactic rules of the notation.

— Models can be modified, saved and loaded.

— Syntactically correct UBP model enables generation of UTBP model and grants access to Map of
Operations metamodel.

— Generated UTBP models can be modified, saved and loaded.

— Decision-Making Point element can be edited.

— UTBP model is complying with the syntactic rules.

— Syntactically correct UTBP model enables generation of ALS expressions.
- ALS expressions can be modified, saved and loaded.

— Generated ALS expressions are syntactically correct.

Functional specification formulated above have enabled Use Case Diagram (Fig. 2) to be built as well
as description of use cases and Activity Diagrams (Fig. 3) to be provided.
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Interaction with the UBP models begins with displaying a screen for model editing. Four major areas of
this screen may be distinguished:

— Main Work Area. Serves the purpose of UBP model construction and display.
— Toolbar Area. Contains a set of main tools for model editing.

— Element Panel Area. Hosts a set of UBP metamodel elements, which are used for model

construction.
— Element Attributes Panel Area. Displays and enables editing of selected element’s attributes.

After the screen has been displayed, user may proceed constructing or modifying the model by adding
notation’s elements from the Element Panel.

Modification of the Operation element happens on a separate work screen. This is stipulated by the fact
that Operation element possesses a considerable amount of attributes that require to be displayed on
the screen. Thus, the stated operation of modification was decided to be carried out on a separate
screen.

Modification of the remaining elements does not require additional screens, rather the Attribute Panel is
leveraged. The latter is displayed only when an element is in user's focus, once the focus is lost the
panel is hidden away.

The user may verify the syntactic correctness of built model at any moment of time. If the verification is
successful, the user is given an option to generate the UTBP model from the current UBP model.
Algorithm of UTBP model generation may be found in [Vikentjeva, 2014].

The user is also able to save his current model or load a previously built one.

The process of UTBP model construction is very much identical to that one of the UBP model. A special
screen for UTBP models is displayed, which contains the same areas: Work Area, Toolbar, Element
Panel, and Attribute Panel.

The user modifies the UTBP model in the Work Area using the same Toolbar and respective Panels.

When an element is selected, his attributes are displayed in the Attribute Panel. Operation element
modification happens similarly to UBP model. Modification of DMP element is also carried out on a
separate screen for the purpose of maintaining readability and convenience of the model.

The user may verify the syntactic correctness of built model at any moment of time. If the verification is
successful, the user is given an option to generate the ALS expression from the current UTBP model.

The user is also able to save his current model or load a previously built one.
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Interaction with ALS also occurs on an individual screen, which consists of Work Area and Toolbar
Panel. The user can modify ALS, then save, or load another expression. The syntactic correctness of
an ALS can also be verified.

Interactive Visual Model Editor Design

The analysis of requirements has shown that specific functions of model constructions (UTBP
generation, DMP modification, ALS generation, resource modification of an operation, etc.) should be
implemented as well as some of the generic functions of visual editors: element rendering and focusing,
element alignment, layering, deletion, dragging etc. Due to this fact, it was decided to prepare a
prototype using a premade editor with open source code and complete it with necessary changes and
additions. Below are listed the prototype requirements:

— Open source code (the code must be enhanced to meet the CBGS requirements);

— Editor should focus in diagram creation (the editor is to be used for business process model
creation);

— Editor should be written in C# (this is the main programming language of the development);
— Generated models (diagrams) should be XML-exportable.

“WPF Diagram Designer” has been selected as an editor prototype. This editor provides the necessary
generic functionality and uses WPF-technology. Designer’s license permits source code modification
and use in own applications. Moreover, according to the license, if the proportion of own code
outweighs the proportion of source code, the application is allowed to be used for commercial
purposes.

It is generally viable to use architectural patterns (design patterns) during the process of application
development. Object-oriented patterns commonly provide a concept of classes and their interactions
with each other [Gamma, 2001].

MVVM pattern was considered to be feasible for editor development, since the specificity of the latter
implies a direct linkage between data model and data representation.

MVVM (Model - View — View model) consists of three elements:

— Model - reflect application’s business logic;

- View - visualizes data model;

- View model - is a view abstraction, alters the view upon suffering any changes.

Windows Presentation Foundation (WPF) is believed to be the most popular technology that supports
MVVM [Gossman, 2005]. It is also used as a basis for the considered editor.
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WPF can be successfully implemented when constructing both autonomous desktop applications and
web-based browser applications.

The basic editor is quite limited in terms of required functionality, supporting only generic operations.
Thus alterations to basic classes as well as completely new classes will be required for application
development.

Below are given the limitations of basic “WPF Diagram Designer”:

— Naturally, the required layer of business logic is completely missing (elements and attributes of
developed notation are not implemented);

- Database interface is not present (mechanisms of database uploading and downloading for both
data model and visual representations) must be implemented;

— Element’s attributes cannot be edited:;

— Metamodel transitions are not implemented (the user should be able to edit, generate and switch
between relevant models).

Thus the graphical user interface of the editor should undergo following changes (Fig. 4):

Add database interaction dialogues;

Develop sets of elements for each of the models;

Add buttons for UTBP and ALS generation;

Implement Attribute Panel.
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This screen stencil has been used during the development of own visual model editor. Taking stated
requirements into account, the GUI of the editor has received the following form (Fig. 5).

Figure 5. Visual Model Editor GUI

Fig. 6 shows Class Diagram of the editor. The diagram contains unaltered basic classes, modified and
completely new classes.

Each class of the model corresponds to an element of the notation. All data model classes are inherited
from the parent class BaseLogic. This has been done in order to implement common methods of
attribute displaying.

Class Window1 contains XAML markup of the editor, accompanied by the resource and style
dictionaries. This class is required for data model visualization and, basically, implements GUI of the
application. It also hosts linkages to view model and data model. XAML markup implements the
previously described screen stencil. Window1 is one of the basic classes, which belongs to the original

assembly of the editor. The XAML markup was changed during the development, own style and
resource dictionaries were implemented as well.

Class App is inherited from the standard class Application, it implements enumeration of all used in
Window1 XAML markup dictionary resources.

Class ProgressBarPopup is called to visualize processing of slow procedures. The main purpose of this

class is displaying a progress bar during procedure execution.

Table 1 contains all the classes of view model with description and relevant commentaries.
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Considered classes have been used in the latest version of interactive visual model editor to implement
attribute panel, element panel, graphical elements, UTBP and automaton model generation.
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Table 1. List of New and Modified Classes

Class Name Description Changes
This class does not belong to the basic assembly of
the designer and has been composed from scratch.
. . The class displays attributes of a logic element,
) Displays and implements the o )
AttributePanel , , which is bound to the selected graphical element
logic of Attribute Panel. ] i
on work screen. It also implements messaging
mechanism and, therefore, conveys changes of
interface to the data model.
. o This basic class had to be modified so that Element
Implements interaction with ] ] o ) )
Toolboxltem . Panel items contain logic object, besides graphical
Element Panel items. )
object.
Changes to this class include following:
- Linkage between graphical objects and logic
One of the main classes of the objects.
application. Displays and - Di ic object’ i
Designerltem . pPp p y ' Display of logic object's name on top of graphical
implements the logic of editor's object.
graphical elements. — Notification mechanism that wams view and data
model upon. Modification of class intance's
attributes.
o . Moadifications to this class mainly relate to
) Implements logic of interaction ) ] )
DesingerCanvas , , , invocation of class methods, responsible for
with editor's graphical elements. )
element focusing.
. . Implements the mechanism of Changes of this class include developments in
SelectionService

element focusing.

invocation methods of Attribute Panel class.

DesignerCanvas.Commands

Implements interface commands
of class DesignerCanvas, which
are called via Toolbox Panel.

Modifications of this class are related to the Save
and Load procedures as well as UTBP and ALS
generation. All commands had to be set up to
include cooperation with logic objects, commands
of UTBP and ALS generation also had to be
developed from scratch.
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Conclusion

The paper suggests an approach, which enables automatic acquisition of UTBP model and automaton
model of computer business game based upon multimodel representation of business processes.

The need for BG automaton model construction automatization is stipulated by following factors:
— mulimodel representation of business processes;

— complexity of process models impede manual design of business game;

- well-formalized models, which are used for business game design.

"WPF Diagram Designer" has been chosen to be used as a prototype of model editor. The Designer

provides generic functionality of working with model elements and utilizes WPF technology. The license

also permits source code to be leveraged in own developments. The GUI of the basic editor has

received following modifications:

- database interaction dialogues have been added;

- for each metamodel a set of elements has been developed;

— buttons for UTBP and ALS generation have been added, corresponding algorithms have also been
implemented;

— Attribute Panel has been added.

Thus, a contemporary CASE-tool has been developed, which enables construction and modification of
UTBP model in real-time during the process of BG design (interactive visual model editor).
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METHODS AND ALGORITHMS OF LOAD BALANCING

Igor Ivanisenko

Abstract: In this paper the classification of the most used load balancing methods in distributed
systems (including cloud technology, cluster systems, grid systems) is described. Load balancing is
represented on four levels of network model OSI: channel, network, transport, application. Features,
advantages and shortcomings are presented for each level. Also strengths and weaknesses of network,
transport and application levels are described. Basics of hardware based load balancing in Network
Packet Broker and Application Delivery Controllers, that working on OSI layers 2-7, are described. In
this work strengths and weaknesses of hardware based load balancing are shown. Basics of software
based load balancing are carried out. Differences between software based load balancing and
hardware based one are described too. In the work characterizations of the most used dynamic load
balancing algorithms in distributed systems is described. Advantages and shortcomings of each
algorithm are carried out. Load balancing uses a variety of methods and algorithms for balancing. In the
work methods that are used on channel, network, transport, application levels of OSI model and
available in balancers and/or can be configured on the servers are presented and analyzed.
Employment, effectiveness, strengths and weaknesses of each type of the methods are described in
accordance with analysis. Following methods are carried out: direct Routing, Network Address
Translation, Source Network Address Translation, Transparent SNAT, SSL Termination or
Acceleration, TCP/IP server load balancing, Hashing, Caching, DNS load balancing, Network Load
Balancing, Proxy method, Load balancing by using redirection.

Keywords: Keywords— load balancing, distributed system, hardware and software load balancing
cloud, DNS, network level, Network Address Translation, proxy.

ACM Classification Keywords: C.2.0 General — Open Systems Interconnection reference model
(OSlI), C.2.3 Network Operations - Network management, C.2.4 Distributed Systems - Client/server,
Distributed applications
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Introduction

Evolutionary processes occurring in communication networks are inevitably reflected in amount and
internal traffic structure. According to numerous studies the total amount of data transferred over the
WAN, shows a steady exponential growth despite the fact that this trend will continue in the coming
years [Kopparapu, 2008; Erl, 2013].

With increasing amount of data, the behavior of traffic in today's global network shows such a negative
feature as the instability of the load, which is characterized by the possibility of the emergence of
unpredictable surges of transmission intensity. There are many causes of such instability. A prime
example can conduct multiple users on the network caused by the viral nature of the spread of the
popular media. Avalanche-like process of attracting new users, new ways of collective communication,
based on the widespread use of social services, mass online broadcast - all this makes talking about
the new nature of emerging overloads.

The researchers note that today's networks suffer from a lack of bandwidth. According to research
about 20-30% of WAN links are routed through congested areas. At the same time there is
considerable nonuniformity of load distribution channel resources, indicating procedures are inefficient
traffic management in the current environment [Erl, 2015)].

The way out of this situation is the use of special methods of balancing traffic to effectively distribute the
load in accordance with the existing untapped resources.

The issue of capacity planning should be addressed in the early stages of building a network or project.
Initially, the problem of insufficient capacity nodes due to increased loads can be solved by increasing
their capacities, or the optimization of the algorithms, software code, and so on [Erl, 2013; KupuueHko,
2011]. But sooner or later the moment comes when these measures are insufficient. And then it is
necessary to use load balancing methods.

Load balancing is implemented using hardware, software instruments, or a combination of both.
Previously, it was clear delineation of hardware and software load balancing. Now, in connection with
the development and improvement of both hardware and software load balancers, the boundaries
between them are deleted [Roth, 2008; Natario, 2011]. Assume that if hub, switch, Application Delivery
Controllers (ADC) are used it is hardware base balancing.

When using the server (computer), we assume that the software load balancing occurs. Hardware load
balancing is often used at a channel, network and transport layers. In general, hardware load balancing,
faster than software solutions, but its drawback is the cost.
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Software based load balancing as opposed to hardware load balancer operates on a standard
operating system and standard hardware components such as a PC. Software solutions operate in
dedicated hardware load balancing node or directly in the appendix. The hardware load balancing
devices are used called Network Packet Broker (NPB) (or Network Monitoring Switch), which have
100GbE interfaces and work on 2 and 3 levels of the network model OSI [Laviol, 2014].

NPB is embedded into a rack network device, receiving and aggregating network traffic from the ports,
which it manipulates in the future. The primary and most important function of NPB is load balancing.
For load balancing 3-7 levels used ADC [Gurevich 2010]. The procedure of load balancing is carried out
using complex algorithms and methods that conform to following levels of the network model OSI:
channel; network; transport; applied [BaxuH, 2010].

The purpose of this paper is to review the existing basic algorithms and methods for hardware and
software based load balancing at different levels of the network model OSI, analyze of their strengths
and weaknesses.

In the first section of this paper client based load balancing and server based one are carried out. In the
second section the load balancing is described on four levels of network model OSI, their features,
advantages and shortcomings are analyzed. In the third section the basics of hardware load balancing
and its differences from the software load balancing are described. In the fourth section of this work the
survey of few existing load balancing algorithms are carried out. The basic methods of hardware and
software load balancing, which are used at different levels of model OSI, are described in the fifth
section, their advantages and shortcomings and range of application are described too.

1. Client and server based load balancing

Schematically load balancing in distributed systems can be represented as a structure (Figure 1).

Briefly describe the main components of the scheme. Client based load balancing usually is much
worse than server based load balancing [Cardellini, 1999; Koteswaramma, 2012; Pavan Kumar, 2012].
The reason is that clients often can not monitor server availability or load rate. If the server is
overloaded or offline, the client waits for a timeout before he tries to connect to another server. The
dissemination of information to the client about servers load creates an additional network load and the
delay of dissemination information is added to the total time of service. Availability of servers also is
very dynamic, so the client can not use this information for a long time period. Also, the balancer can
amortize the cost of querying server availability over many requests.
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Figure 1. The methods of load balancing in OSI model

Server based load balancing, therefore, incurs no latency penalty to the client. Client based load
balancing (Figure 2) typically uses more bandwidth than a server based load balancing. This is because
the network path for each route client-server could potentially take different routes.
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Figure 2. Client based load balancing
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In this example, the user directly connects to a server address 1.1.1.2 without any balancing. If the
server does not respond, then the user can not get access to the necessary resources. Also, if a very
large number of users access the server, many of them will be answered with a big time delay, and
some have not it. Another variant of client based load balancing: a list of application servers can be
inserted into client code. l.e. on the client side there is a list of available servers to which the client tries
to communicate until he finds one that responds.

When server based load balancing is possible to do that multiple servers are reflected as a single
server - single virtual service - transparent distribution of user requests between servers. The
distribution of load to the server prevents the disabling of hardware and software services to end users,
and can also provide disaster recovery services by redirecting service requests to a backup copy when
the main resource is disable [Cardellini, 2001; Roth, 2008; Jiao, 2010; Tuncer, 2011; Zhihao, 2013].
There are two categories of implementation of server based load balancing:

+ software based load balancing consists of a special software installed on the servers in the load
balancing cluster. The software sends and receives requests from the client to the server based on
various algorithms. For example, Microsoft Network Load Balancing is a software load balancing for
Web farms, and Microsoft Component Load Balancing is a software load balancing for applications in
the farm.

+ hardware based load balancing consists of a special switch or router with software to provide load
balancing functionality. This solution combines switching and load balancing into a single device,
resulting in reduce the amount of additional equipment necessary for the realization of load balancing.
Modern equipment load balancing devices are known as NPB.

2. Load balancing on levels of OSI model

2.1. Load balancing on the second (channel) level

Load balancing on the second level of the protocol stack there are two options: balancing using a
separate dedicated balancer and without it (Figures 3, 4) [BaxwH, 2010].

In both cases, some IP-address of the service is set for all servers or to other specialized interface. This
is done to ensure that these servers can accept connections on this IP-address and respond from it, but
do not respond to ARP-requests (Address Resolution Protocol - the protocol definition addresses)
belonging to this address.

This balance is performed as follows: on the balancer which has IP-address and responds to ARP, first
packet connection comes. Balancer determines that packet was first. This packet is sent to the server
using needed algorithm, changing the MAC-address to destination, it is written in connection table. If
this is not the first packet, it looks at which server processes this connection using connection table,
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and the packet is sent there. Considering that the headers of the third and higher levels are not
modified, the response from the server can be sent past the balancer directly over the Internet to the
client (to the necessary gateway).

The most common currently solution from software implementations of this method is called the Linux
Virtual Server. In the URL-terminology this load balancing method is called direct routing.

wrc: lp 2.3.2.2, mac bibibibibb
dst: Ip 3.3.0.3, mac eeieieiele

S g
Customer A 1
71.7.2.3 ¥ 1._-' 2.2 d.E 1
F mac od:d:did:d

src: ip 3.3.2.3, mac exeterdiele i

dst: ip: 2.2.2.2, mac didid:dichid

src: p 3.3.3.3, mac d:e:chdzd:
dat: ip 2.2.2.2, mac bib:bibib:

1.1.1.1
lo; 2.2.2.2
ITRAE AC a0 N0 s

=

1.1.1.2
la: &2.2.2.2
mat b:b:bib:b:b

=3

1.1.1.3
lo: 2.2.2.2
IMaE CoCeiese:

Figure 3. Load balancing on the channel level
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Load balancing without a dedicated load balancer. In this case, the IP-address of the service is
prescribed as a static ARP-record at the gateway to some of the multicast MAC-address. The switches
are configured in a way that frames that coming in the MAC-address, delivered with all the necessary
servers. The hash is calculated on some servers, for example the clients IP-address. According to the
value server determines whether it should respond to these requests. If HASH = 0, the first server must

answer. It responds. Other servers "know" that they do not have to answer.

Advantages of load balancing on the channel level.

* Independence from the high level protocol. Relatively low resource consumption. It is possible to
balance the HTTP, FTP or SMTP - the difference will not be. There is a method of balancing without a
dedicated load balancer. With low number of servers it can be actual. It is possible to send answers
past balancer. Taking into account that, for example, in the HTTP protocol the size of response is

typically larger than the size of the request, then the increase of resource economy is take place.

Shortcomings of load balancing on the channel level.

* All servers must be in the same network segment. Specific configuration of servers and network
equipment are necessary. Therefore, this method is not always convenient and applied. As the
implementation of this scheme the cluster IP on the firewall IP-tables for Linux can be used.

2.2. Load balancing on the third (network) level

Load balancing on the network layer (Figure 5) surmise the following tasks: to do so for one particular
server |P-address corresponding to different physical machines [Hong, 2006; Roth, 2008; BaxwH,
2010]. Balancer is assigned the same IP-address service. When a request comes to it, destination NAT
is applied, i.e. a destination IP-address is substituted in the packet: IP-address of current server is
changed to necessary IP-address of the server that will handle the request by selected algorithm. The
difference between this method and the previous one is that headers of the third level are modified.
Sender IP-address should be changed from the server IP-address that handles the request to the

service |P-address, which is used in the balancer.
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Figure 5. Load balancing on the network level

There are many realizations of this method.

- DNS-balancing. For the one domain name is allocated several |P-addresses. The server, on which a
client request will be sent, is typically determined by a load balancing algorithm, e.g. Round Robin.

- Construction of NLB-cluster. By using this method, the servers combined into clusters, which consist
of input and computing nodes. Load balancing is performed by using a special algorithm. It is used in
Microsoft solutions.

- Load balancing IP network using additional router.

- Load balancing on a territorial basis is performed by placing the same services with the same address
in geographically different regions of the Internet.

Advantages of load balancing on the network level.
* Independence from the high level protocol. Complete transparency for servers.
Shortcomings of load balancing on the network level:

* Reverse server traffic should pass through the balancer. Accordingly, the load on it will be higher than
when using the balancer on the second level.
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2.3. Load balancing on the fourth (transport) level

This type of balancing is the easiest: the client address to the balancer, that forwards the request to one
of the servers, which will process it (Figure 6) [Hong, 2006; Roth, 2008; baxwuH, 2010]. The choice of
the server that will process the request can be carried out in accordance with the different algorithms:
sorting by simple circular, by selecting the least loaded server from a pool, etc.

rc: lp 2.2.2.2'80%rc: 1.1.1.2:80
dst: ip 3.3.3.3 dst: 3.3.3.3

= R

1.3.3.3

src: ip 3.3.3.3
dsl: ip: 2.2.2.2:80

Figure 6. Load balancing on the transport level

Sometimes the balance on the transport layer is difficult to distinguish from the balance on the network
level. When balancing of outgoing traffic at the network level takes place, specific port or specific
communication protocol are indicated. The difference between the levels of balance can be explained
as follows. Solutions of the network layer are not terminates the user session on themselves. They
simply direct traffic and do not work in proxy mode. On the network level load balancer decides on
which server to transmit packets. A server provides a client session. On the transport layer a
communication with the client becomes isolated on balancer, which acts as a proxy. It communicates
with the server on its own behalf by passing client information in additional data and headers. The
popular software balancer HAProxy works in this way.
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2.4. Load balancing on the seventh (application) level

When balancing on the application level load balancer works as "smart proxy" [VIaeminck, 2004; Hong,
2006; Roth, 2008; Mendonca, 2014]. It analyzes client requests and forwards it to different servers
depending on content of requests. Web server Nginx works by distributing requests between frontend
and backend. In contrast to the low-level load balancing solutions, load balancing in the seventh level
works with knowledge of application. One of the popular architectures load balancing is shown in Figure
7, itincludes load-balancing on the application and transport layers.
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Figure 7. Load balancing on application and transport levels

Load balancing on application level serve as a normal server for load balancing on transport layer.
Incoming TCP connection are directed to balancer at the application level. When it receives a request
on the application level, it determines the destination server based on application layer data and
forwards the request to that server.

In this example (figure 8) user visits a high-loaded site. During the session, the user can request a static
content (images or videos), dynamic content (news channel, transactional information - the order
status). Load balancing on 7-th level allows to route requests using information of the requested
content. So now the request of image or video can be routed to the servers, which store it, and it is
possible to optimize the service for multimedia content.
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Request for transaction information, such as payment, can be directed to the application server,
responsible for managing pricing.
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Figure 8. Load balancing on application level

Load Balancing Layer 7 also allows to increase the efficiency of the application infrastructure, because
different types of content have different requirements in terms of CPU usage, bandwidth, etc. Thus it is
possible to obtain higher efficiency servers classify them in such a way that some of them are treated
with a transaction, while others simply act as a massive storage systems for serving static pages or
optimized for downloading streaming video, for example.

Application delivery controllers perform load balancing on 7-th layer called (ADC), and they combine the
features of traditional load balancing with advanced application switching of 7 level to provide design a
scalable, optimized application delivery network.

Advantages of load balancing on the application level:

* rarely reduce performance in the modern server; make more informed decisions of load balancing; it
is possible to apply the optimization and content changes (such as compression and encryption);
buffering is used to unload the slow connections from superior server, that improves performance.

Shortcomings of load balancing on the application level:
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+ overhead on the analysis of requests is high; limited scalability as compared with load balancing on
the other levels.

2.5. Differences between 4-th and 7-th levels load balancing

Load balancing level 4 deals with the message delivery, without regard to the content of the message.
Transmission Control Protocol (TCP) is a protocol of level 4 for hypertext transfer protocol (HTTP)
traffic on the Internet. The transport layer load balancing only transmits network packets to and from the
superior server without checking packages contents. At this level, it can be making limited decisions to
route by checking the first few packets in a stream of TCP.

Load balancing layer 7 works at the application level, which has to deal with the actual content of each
message. HTTP is the dominant protocol level 7. Load balancing on the application-level directs
network traffic using much more complex mechanisms than the choice of the path on the transport level
load balancing.

Load Balancing layer 7 pauses network traffic for reading messages. Thus, the load balancing decision
made using message content (URL or cookie, for example). Then new TCP connection is created to
selected upstream server (or to recurring, via HT TP-support activity) and request is sent to server.

3. HARDWARE BASED LOAD BALANCING

Load balancing hardware devices working on OSI layers 2-7 and used for splitting the network load
among multiple servers in terms of factors such as utilization of processor CPU, number of connections,
total server performance [Natario, 2011; Laviol, 2014].

Use of this type of technology minimizes the probability that any particular server will be overloaded,
and optimizes the throughput for each computer or terminal. In addition, by using balancer it can be
minimized network downtime, to ease traffic prioritization, to monitor applications from end to end, to
provide user authentication, and help defend against harmful activity such as denial of service (DoS)
attacks.

Router LVS uses low-level filtering, that has advantages compared to redirect requests on the
application level, because of the load balancing on the transport level does not cause significant
computational costs and can be scaled [Red Hat, 2015].

The basic principle is that the network traffic is routed to a common IP called virtual IP (VIP), or listening
IP, and this address is assigned to the balancer. After the load balancer receives a request on this VIP,
and it will need to decide where to send request, and that decision is usually controlled by the load
balancing algorithm and set of rules. Then the request is sent to corresponding server and server will
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generate a response which depending on the type of load balancing. Response will be sent back to
either the balancer in the case of the device layer 7 or, as a rule, from the device level 4 directly back to
the end user (typically using default gateway). In the case of proxy based load balancer, a request from
a Web server can be returned to the balancer and processed before being sent back to the user. This
processing can include replacement of content or compression or other scenarios. A more detailed look
at the processes taking place inside the NPB at the level of software solutions and basic methods and
algorithms that used for load balancing.

Load balancing in NPB is division process input stream from one or more interfaces to multiple output
interfaces by certain rules or criteria. The following functions are used with a balancing:

- filtering - rules to identify flows for their subsequent balancing and reducing the amount of data in
these flows;

- aggregation - merge of flows from multiple input interfaces into a united before the operation of
balancing;

- connections - most NPB can work as a switch.

The main application of NPB is a selection of large necessary data flows and their division into smaller
ones. This problem occurs quite often. Traffic coming from the several ports is aggregated and comes
to the NPB. Accordingly the first condition, one of the main require is made if client equipment works
with a flow on the session level, then NPB does not have these sessions to break, then packages of
one session should always come to the same output interface. This property is called Flow Coherence.
As discussed in [Laviol, 2014] in the NPB traffic are filtered, which allows to filter incoming packets
using the defined rules by various network protocols, cut and analyze part of the package, insert ports
labels, VLAN, MPLS into packets, mark and delete duplicate packets.

Usually flows coming in NPB are determined by header (src/dst IP, src/dst port, protocol). But the
structure of flows may change, and NPB must be able to adapt to them. For example, if the IP-address
is fixed, and the ports vary depending from the path of a package or vice versa, the ports are fixed and
|P-addresses can vary.

The NPB has functions that allow to monitor the status of channels, to reserve and manage channels.
NPB also uses different algorithms for traffic management, which will be discussed later in this paper.

3.1 Differences software and hardware load balancing

The preliminary program approval communication conditions (handshake) is made separately,
multiplexes - separately. The server is not required to deal with such problems. It does not deal with
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inquiries, transactions, and sends HTTP-page. As a result, processor, bus and memory are unloaded

(Figure 9) [l'ypesuy, 2010].
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Figure 9. Handshakes for software and hardware load balancing

Consider example of buffering requests (Figure 10).
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Buffering looks as follows on the server: open (SYN), (SYN/ACK), etc. Processor and memory are
unloaded. If the application delivery controller (ADC) is placed between the server and the client, all
realized using ADC. The server does not know about it. Only at the end, it begins to engage to return
pages.

An answer is buffering by other way. A server communicates directly with the client. It works with
Crescendo or other application delivery controllers, it behaves as if the computer is in the local network.
A server does not work in the global computer network and from it side, retransmission do not occur,
and the process proceeds normally. Response time is much less. After using the application delivery
controller a load on the processor decrease significantly. The processor is completely unloaded.
Response time decreases only due to the fact that the server return deals exclusively with web-pages.

4. SURVEY OF FEW EXISTING LOAD BALANCING ALGORITHMS

Load balancer uses different algorithms for traffic management for the purpose of load balancing and/or
the maximum use of all the servers in distributes systems. Higher bandwidth and improves response
time in a distributed system are achieved because of algorithms. Each algorithm has advantages and
shortcomings.

1. Task Scheduling based on LB [Singhal, 2011; Ghanbari, 2012; Ghuge, 2014; Rajwinder, 2014] is
dynamic algorithm, based on load balancing, consists of a two-level scheduling mechanism. It provides
a high efficiency of resources using. This algorithm balances the load by the primary tasks distribution
in virtual machine, and then all virtual machines distribute on the host resources, in this way to
improving the tasks response time, resource utilization and efficiency of cloud computing environment.
This algorithm ensures the satisfaction of the dynamic users requirement and high ratio of resource

utilization.

2. Opportunistic Load Balancing (OLB) [Singhal, 2011; Ghuge, 2014; Rajwinder, 2014] is static
algorithm, trying to occupy each node, so it do not take into account the current load of each node or its
suitability for the task. In other words, OLB sends unfulfilled tasks to currently available nodes in a
random order, regardless of the current nodes load. The advantage is the simplicity, achieving load
balancing, but its disadvantage is that it does not address the expected execution time for each task,
resulting in a higher average completion time (total cycle time).

3. Round Robin [Keshav, 1997; Ghuge, 2014; Rajwinder, 2014] is a listing of the circular cycle - the
first task is transferred to a node, then the next task is transferred to another and so on until it reaches
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the last node, and then it all starts again. In this algorithm, all tasks are divided equally among all the
processors, but various problems have a different run time, that is absolutely not taken into account
load of nodes in the cluster. In Round Robin Scheduling (task management in systems with a time
distribution), the algorithm identifies ring as a queue, and the fixed time slot. Each task can be done
only in the time slot and queue. If the task can not be completed within one time slot, it will return to the
queue for waiting a next round. However, it is difficult to determine the appropriate time slot. When the
time slot is very high, the RR scheduling algorithm works the same as FCFS Scheduling. When a time
slot is too small, the Round Robin Scheduling is known as Processor Sharing algorithm. Balancing
Method Round Robin DNS does not require communication between servers, so it can be used for local
and global balancing, and solutions, based on the Round Robin algorithm, are low cost.

4. Weighted Round Robin [Keshav, 1997; Gupta, 2013; Rajwinder, 2014] is improved version of
Round Robin algorithm: each node is assigned a weight in accordance with its performance and
capacity. This helps distribute the load more flexibly: nodes with more weight process more requests.

5. Randomized [Ray, 2012; Rajwinder, 2014] is static algorithm that randomly distributes the load
across the available nodes, selecting one of them using a random number generator and sending a
current task to it. This algorithm works well when all processes have the same load, but when the load
is different computational complexity there are problems. This algorithm does not support the
deterministic approach.

6. Min-Min Algorithm [Elzeki, 2012; Chen, 2013; Ghuge, 2014; Kashyap, 2014; Rajwinder, 2014] is a
static load balancing algorithm, so that the parameters relating to the work are previously known. The
algorithm as soon as possible provides resources for tasks that can be done as soon as possible.
Minimum execution time of each task is found. The minimum value of time is searching among
minimum execution time and the task with that value is sent for execution. Until all tasks have been
assigned for execution a queued task will be updated and completed and executed tasks will be
removed from the queue. Tasks with the maximum wait time should a non-specific period of time. The
main problem with this algorithm is that it can lead to acute shortage. It works best when most of tasks
have minimal execution time.

7. Max-Min Algorithm [Elzeki, 2012; Katyal, 2013; Ghuge, 2014; Kashyap, 2014; Rajwinder, 2014] is
algorithm works almost the same way as in the algorithm min-min. The main difference is: in this
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algorithm first finding out the minimum time perform tasks, select the maximum value that is the
maximum time of all the tasks on all resources. Further task with founded maximum time is assigned for
execution specifically on the selected node. Then execution time of all tasks is calculated on that node
by adding the execution time of task to execution time of other tasks on that node. Then, set task is
removed from the system.

8. Honeybee Foraging Behavior [Ghuge, 2014; Rajwinder, 2014] is decentralized algorithm that helps
to achieve increased throughput and global load balancing by using of local actions server. Actual VM
load calculate, after that a VM condition is solved: or it is overloaded or underloaded or balanced. VM
are grouped in accordance with the current load. The priority of the task that awaits in the VM, is taken
into account after removing it from the overloaded VM. Then, the task is assigned to underloaded VM.
Previously taken task is useful for finding underloaded VM. These problems are known as bee
intelligence agents in the next step. The algorithm reduces response time of VM and waiting time of
task. System performance is enhanced with raise the heterogeneity of the system. The main problem is
that the bandwidth does not increase with raising system size. Algorithm is most appropriate when is
necessary diversity of species services.

9. Active Clustering [Gupta, 2013; Rajwinder, 2014]. In this algorithm the same components of the
system are grouped together and they work in groups. It works as in the technique of self-assembled
load balancing, where the network is rewired for load balancing system. The system is optimized using
a similar assignments work by connecting these services. System performance is enhanced with
improved resources. Bandwidth is improved by effectively utilizing all the resources.

10. Compare and Balance [Hu, 1998; Gupta, 2013; Rajwinder, 2014] is used to reaching the
equilibrium state and managing of load balanced system. In this algorithm, based on the probability (the
number of virtual machines running on the current host, and the whole cloud system), the current host
randomly selects the host and compares their loads. If the load of current host is more than one of
selected host, it sends an additional load on this particular node. Then, each node of the system carries
out the same procedure. This load balancing algorithm is also designed and implemented to reduce the
time migration of VM. Shared memory is used to reduce the time migration of VMs.

11. Lock-free multiprocessing solution for LB [Liu, 2013; Ghuge, 2014; Rajwinder, 2014] it offered
unblocking multiprocessor load balancing solution that excludes the use of shared memory in contrast
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to other multiprocessor load balancing solutions that use shared memory and locking to maintain the
user's session. This is achieved by modifying the kernel. This solution helps to improve the overall
performance load balancing in multicore environments by running multiple processes of load balancing
in a single load balancer.

12. Ant Colony Optimization [Mishra, 2012; Dhinesh, 2013; Katyal, 2013; Rajwinder, 2014] is
distribution algorithm. In this algorithm, resource information is dynamically updated with every move of
ants. Multiple ant colonies are described so that a node sends colored colonies throughout the network.
Painted ant colonies are used to prevent movement of ants from the same slot following by one route,
and to ensure their distribution across all nodes in a system where each ant acts as a mobile agent,
which carries an update load balancing information in the next node.

13. Shortest Response Time First [Singhal, 2011; Liu, 2013; Kashyap, 2014]. The idea of this
algorithm is a direct forwarding. A priority is assigned to each process for run it. In processes with equal
priorities planned FIFO order. SRTF algorithm is special case of the general priority scheduling
algorithm. The priority is the reverse of the next burst of processor (CPU) in the SRTF algorithm. This
means that if the burst processor increases, the priority is lowered. SRTF policy selects the task with
the shortest processing time. In this algorithm, short tasks are done before long one. The SRTF is very
important to know or estimate the processing time of each job and this is the main problem of SRTF.

14. Based Random Sampling [Singhal, 2011; Raghava, 2014] has approach of scalable and
distributed load balancing, which uses a random sample of the system domain to achieve self-
organization, in this way the load is balancing between all nodes in the system. System performance is
improved by increasing the amount and similarity of resources, which leads to increased throughput by
efficient using more scope of system resources. However, the algorithm gets worse with increasing
variety resources.

15. The two phase scheduling load balancing algorithm [Singhal, 2011; Ghanbari, 2012; Katyal,
2013]. This combination OLB (Opportunistic Load Balancing) and LBMM (Load Balance Min-Min)
scheduling algorithms, which uses a high performance implementation and system support load
balancing. OLB keeps every node in operating condition to achieve the purpose of load balancing.
LBMM scheduling algorithm is used to minimize the execution time of each task on the node, thereby
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minimizing the total completion time. This algorithm is used to improve the efficiency of resource
utilization and increases efficiency.

16. Active Clustering load balancing Algorithm [Hu, 1998; Singhal, 2011; Katyal, 2013]. The
algorithm optimizes task by connecting similar services using the local rewiring. Work by grouping
similar nodes. The process of grouping is based on the concept referee node. Referee node defines
connection between the neighbors, which is similar to the initiating node. Then, a referee node breaks
the connection between itself and a primary node. Next set of processes repeates again and again.
System performance is increased by high availability of resources, because of this bandwidth also
increases.

17. ACCLB [Singhal, 2011] is load balancing method based on ant colony and the theory of complex
network (ACCLB) in open cloud computing. It uses low-level specifications and scaleless complex
network to gain a better load distribution. This technique allows to overcome nonuniformity, is adaptive
to a dynamic environment, is excellent in fault tolerance and has good scalability, consequently, helps
to improve system performance.

18. Decentralized content aware [Randles, 2010; Singhal, 2011] is load balancing method, referred to
as the workload and client notification policy (WCAP). This method uses a parameter called the USP for
guidance unique and special properties of requests, as well as compute nodes. USP helps the planner
to decide about the most appropriate node for processing tasks. This strategy is implemented on a
decentralized basis with low costs. Using the content information to narrow the search, the search
performance overall system is improved and downtime of computing nodes is reduce, thus improving
their utilization.

19. Server-based LB for Internet distributed services [Randles, 2010; Singhal, 2011] is load
balancing method for web services, distributed throughout the world. It helps in reducing the response
time of the service by using protocol, which limits the forwarding of requests to the closest remote
servers without overloading. For the implementation of this protocol is typically of middleware. It also
uses heuristics to help web servers to withstand overload.

20. Join-Idle-Queue [Singhal, 2011, Gupta, 2013] is load balancing algorithm for dynamically scalable
web services, provides a large-scale load balancing at distributed senders. At first it calculates the



International Journal "Information Technologies & Knowledge" Volume 9, Number 4, 2015 359

availability of idle processors in each sender, and then assigns the task to processors to reduce the
average length of the queue for each processor. When removing load balancing task from the critical
path request process the algorithm effectively reduces the system load, it does not assume any
communication load on the newly arrived task and does not increase the actual response time.

21. Token Routing [Ray, 2012] has the main goal to minimize the cost of the system by moving the
markers within the system. But in a scalable a cloud system, agents can not have enough information
to spread the workload due to communication bottlenecks. So load distribution between agents is not
fixed. The disadvantage of this algorithm can be removed using a heuristic approach load balancing
based marker. This algorithm provides a quick and effective solution to the routing. In this algorithm,
agents do not need to have knowledge about the global state and workload neighbor. In order to make
decisions on marker transfer agents actually build their own knowledge base. This knowledge base is
derived from previously received tokens. Thus, in this approach there are no communications
overhead.

22. Central queuing [Rajwinder, 2014] operates on the principle of dynamic allocation. Each new task
comes to the queue manager and is queued. When a queue manager is received a request to perform
a task, it removes the first task from the queue and sends it to the requester. If a queue does not have
ready tasks, the request is buffered until the new task will not be available. But in the case of recording
a new task in a queue until there are unanswered questions in the queue, the first such request is
removed from the queue, and a new task put before it. When the CPU usage falls below the threshold
value then the local boot manager sends a request for a new task to the central download manager.
Then, the manager responds to the request, if finished task is found, otherwise complied with the order
request before the new task.

23. Connection mechanism [Ray, 2012; Gupta, 2013; Liu, 2013]: load balancing algorithm may also
be based on the mechanism of smallest amount connections, which is part of the dynamic scheduling
algorithm. It is required for counting the number of connections for each server of dynamic load
estimation. The load balancer writes the number of connections per server. Number of ports is
increased when the new connection is sent to the server, and decreases when the connection is
terminated or interrupted.
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24. Least connections [Mishra, 2012; Kashyap, 2014] algorithm sends requests to the server, which is
currently served by the smallest number of connections. The load balancer will monitor the number of
connections of server and send the following request to the server with a minimum of connections.

5. LOAD BALANCING METHODS

In this section are described main operation load balancing methods that are available in modern
balancers and/or can be configured on the servers.

5.1 Direct Routing

Direct routing mode (DR) is a high-performance solution with a slight modification in the existing
infrastructure, and it works by changing the MAC-address of incoming packet on-the-fly, which works
very quickly (Figure 11) [Roth, 2008; BaxuH, 2010; Turnbull, 2015].
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Figure 11. Example of direct routing load balancing method

l.e. it means that when the packet comes to the real server, it expects that server has a virtual IP, since
it is necessary to assure the real server to respond to VIP, but do not respond to Address Resolution
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Protocol (ARP) requests. Direct routing mode is enables for servers to access the network with VIP or
real IP-address, without requiring any additional subnets or routes, but the real server must be
configured to respond both VIP and it own IP-address.

5.2 Network Address Translation

Sometimes it is impossible to use the DR mode: either because the application can not communicate to
RIP and VIP in the same time, or because the host operating system can not be modified to respond to
ARP requests [Roth, 2008; BaxwuH, 2010; Turnbull, 2015]. In this case, it is possible to use the mode
Network Address Translation (NAT) (Figure 12), which is also a high-performance, but requires

infrastructure changes in internal and external subnet.
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Figure 12. Example of Network address translation load balancing method

In this mode the load balancer translates all requests from external virtual server on internal real
servers and real servers must have their default gateway, which are configured so that it points to load
balancer. If real servers must be accessible by their own IP-address for a non-load balanced services,
i.e. SMTP, it will be necessary to install individual firewall rules for each real server.
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5.3 Source Network Address Translation

If the application requires the load balancer to handle cookie insertion, it is necessary to use Source
Network Address Translation (SNAT) configuration, which does not require any changes to the
application servers. However, since the load balancer acts as a full proxy, it does not have the same
capacity as in the previous methods (Figure 13) [Roth, 2008; Turnbull, 2015].
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Figure 13. Example of Source Network address translation load balancing method

The load balancer proxies the application traffic to the servers so that the source of all traffic becomes
the load balancer.

5.4 Transparent SNAT

If the source address of the client is a requirement then the balancer can be forced into transparent
mode requiring that the real servers use the load balancer as the default gateway (as in NAT mode)
and only operates for directly attached subnets (also as in NAT mode) [Roth, 2008; Turnbull, 2015].
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5.5 SSL Termination or Acceleration

All load balancing methods of 4 and 7 levels can process SSL traffic on their level, i.e. internal servers
do the decryption and encryption of traffic [Roth, 2008; Mendonca, 2014; Turnbull, 2015]. However, in
order to check the HTTPS traffic, to read or insert cookies there is a necessity to decode (terminate)
SSL traffic balancer, and this can be done by importing secure key and certificate to the load balancer,
giving to it the right for decrypt traffic .

5.6 TCP/IP server load balancing

The tunnel mode looks like the Direct Server Return mode, except that traffic between the load-
balancer and the server can be routed. The load-balancer encapsulates the request in IP tunnel to the
server. The server recovers the client request from the load balancer, process it and forward the
response directly to the client.

TCP/IP server load balancers operate on low-level layer switching [Roth, 2008]. The real servers
appear to the outside world as a single "virtual" server. The incoming requests on a TCP connection are
forwarded to the real servers by the load balancer, which runs a Linux kernel patched to include IP
Virtual Server (IPVS) code.

To ensure high availability, a pair of load balancer nodes is set up, with one load balancer node in
passive mode. If a load balancer fails, the heartbeat program that runs on both load balancers activates
the passive load balancer node and initiates the takeover of the Virtual IP address (VIP). While the
heartbeat is responsible for managing the failover between the load balancers, simple send/expect
scripts are used to monitor the state of real servers.

Transparency to the client is achieved by using a VIP that is assigned to the load balancer. If the client
issues a request, first the requested host name is translated into the VIP. When it receives the request
packet, the load balancer decides which real server should handle the request packet. The target IP
address of the request packet is rewritten into the Real IP of the real server.

5.7 Hashing

The load balancer on the 4-th level distributes a load across all available virtual machines by calculating
the hash function of the traffic that has entered to this endpoint. This hash function is calculated such
that all packets received within one connection (TCP or UDP) send to same server. Load balancer uses
a set of 5 fields (IP address source, source port, IP destination address, destination port, protocol type)
to calculate the hash used in the comparison of traffic and available server. Moreover, the hash function
is selected in a way that distribution of servers connections are sufficiently random. However,
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depending on the type of traffic is acceptable that various connections are attached to the same server.
Basic hash function allows get good distribution of requests at sufficiently large number of them from
various sources [Roth, 2008; Mendonca, 2014; Turnbull, 2013)].

Shortcoming of this algorithm is that it must be quite difficult to be able to distribute the load to other
servers in the case of exclusion or inclusion of servers.

5.8 Caching

Caching is technology that introduces intelligence element to the concept of store and forward data to
determine which information resources are copied from the core to the periphery of the network and
how often they are updated. The caching technology is based on the fact that it is cheaper and more
efficient to store data than to transmit. In fact, this idea is not new: in computers and other electronic
computing devices, data is stored locally for reducing access time to them, the same principle is
implemented in Web browsers, where the last viewed Web pages are cached on user hard drive
[Meyer, 1998; Roth, 2008; Yucesan, 2011;Turnbull, 2015].

Caching removes some of the load from the overloaded Web sites and protects them from sharp traffic
fluctuations.

Three configurations are most popular: the cache is placed near the router and processes traffic by
Web cache control protocol (WCCP); cache combined with the switch Level 4 or above, controls the
traffic; cache is embedded in a layer 2 switch or Layer 3, and traffic control is transferred to a separate
load balancer.

Based on load-balancing scheduling algorithm user session requests are handled by different servers.
If the cache is used on the server side, wandering requests will be a problem. In this situation, there is a
method in which the cache is placed in a global space. Memcached is a popular solution of distributed
caching, which provides a large cache on multiple machines. This is a distributed cache that uses
sequential hashing to determine the cache server (daemon) for the cache entry. Based on the cache
the hash code in the client library always displays the same hash code for the same address of the
server cache. Then this address is used to store the cache entry. Figure 14 illustrates this approach
cache.
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Figure 14. Load balancer architecture enhanced by a partitioned, distributed cache

Cache methods are divided into two types [Cao, 1996; Meyer, 1998; Forney, 2002; Angrish, 2011;
Casuyk, 2012]:

1) cache-unaware. This kind of strategy does not take into account the possible difference between the
data that are cached locally on each server. Such strategies work well in two cases:

If the server does not cache anything locally (stateless servers). For example, when data load from a
remote resource on the network requires less CPU resources and time of same data load from the local
cache. Such situation is possible if the cache hit ratio for the local cache aspires to zero due to the
large scope of data, which needs to be cached. It is also possible with the frequent updating data, so
that the next request have out of date.

If local caches on all servers contain the same data. In this case, no matter where are sent the next
requests. For cache-unaware strategies the best is distribution of load on the least loaded server at this
moment. This strategy allows to achieve the lowest latency in the request queue.

2) cache-aware. This kind of strategy sends requests so as to maximize the amount of cache hits in
local caches of servers.

The most famous of these strategies is sticky load balancing (SLB). It is based on fair assumption that

the requests from the one user are needed of the common data which are amenable to local cache on
the server. Such data may include user settings and data that have meaning only for a particular user. It
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is obvious that the direction of requests from the one user on the one server allows to maximize the
cache hit ratio.

This strategy works properly with the following conditions:
* If the user performs more than one request to the server for a short time.

« When processing requests from one user a server needs the one data that are specific to that user,
and these data require large computing resources or consume a lot of network traffic when pull them
out of the remote services.

Comparing cache-aware and cache-unaware distribution strategies requests.
Advantages of the cache-aware strategy:

+ Well-optimized design (i.e. actively using local caches to minimize the cost of CPU time and network
traffic) working on a single server is much easier to migrate to multiple servers by using cache-aware
load balancing.

* It reduces server load and increases the number of requests that can be processed by each server
per unit time, as no need to waste CPU time to generate the data, if they are already present in the
local cache. Also, as opposite to shared cache, the local cache may contain a prepared data that do not
need to waste the network traffic and CPU time on serialization before writing and deserialization before
reading.

* It reduces the load on external data sources and the network between servers and external data
sources, as it does not need to pull the data if they are already present in the local cache.

* It reduces the time of request processing, as it does not need to wait for a response from the external
data sources if they are already present in the local cache.

* It reduces the total amount of memory required on the local caches, as data cached on different
servers almost are not doubled. On the other hand, it gives opportunity to cache more different data in
a fixed amount of local cache, thereby increasing the effective cache size.

Shortcomings of a cache-aware strategy:

* Higher average waiting time in the queue requests compare to the round robin and least loaded at the
same average server load. This shortcoming is offset by the fact that cache-aware strategy usually can
process more requests per unit of time at a comparable server load compared to the cache-unaware
strategies due to the above advantages.

+ More complex synchronization of local caches in comparison with a shared cache. If data is cached
only in the shared cache, the current request can be processed on an arbitrary server, as current data
for the user is always possible to try to pull out of the total cache.
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In cache-aware strategists a same data may be out of sync if the group of requests gets for a short time
on the "foreign" server, and then extend to "own" server. This is possible in the case of short-term false
"failure" of one of servers, which quickly returns to operation without loss of the local cache.

It should not rely on the safety of data in the cache, because at any moment they can be lost. This can
happen in various ways - for example, the cache has grown to enormous size and its need to compress
one by removing out any data. Or service responsible for caching is fail. Critical data of user sessions
are not recommended to keep in the local cache without placing them in storage, guaranteeing their
safety.

5.9 DNS Load Balancing

This is the easiest load balancing method, the essence of which is that it creates multiple DNS-record
type A for the domain record on DNS-server [Roth, 2008; baxun, 2010; Natario, 2011; Turnbull, 2015].
DNS server issues recording-type A in an alternating cyclic basis.

Usually clients’ resolver is programmed in a way that a customer's caching DNS-server does not affect
to balance. Also the client chooses random entries from received one (Figure 15). Accordingly, there is
a connection to the appropriate server.
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Figure 15. DNS load balancing
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To implement this method any DNS-server is suites perfectly.

Advantages of the method:

* It does not depend on a high-level protocol, i.e. this method can be used by any protocol, which
handle to the server by name.

+ It does not depend on the server load: because there is caching DNS-server, it is no difference how
many customers are: one or millions.

+ No communication between servers, so it can be used for local balancing (this balancing of servers
within the same data center), and for the global balancing when there are multiple data centers, where
servers are not connected with each other.

* Low cost solutions.

Shortcomings of the method:

« It is difficult to disconnect the servers that do not respond or have failed: because of the cache entry is
deleted only after the time that is specified by TTL (Time To Live), or when forced caching is more
longer.

* Load balancing between servers in the correct proportions is difficult.

+ Clients, which concentrated in certain areas, provide the load on one server. This can give a large
nonuniformity in the distribution of the load among servers.

+ Maximum numbers of IP-addresses that can be balanced is limited.

+Calls of TCP from clients are not open on all DNS-servers.

5.10 Network Load Balancing

Microsoft's Network Load Balancing (NLB) — implementation is based on software that runs on each
node in the cluster using a hashing algorithm that takes IP-address, or IP-address and port from
incoming request and determines which node (host) cluster will handle the request. Each node in the
cluster receives each packet traffic and determines which node is responsible for the reaction perform
by applying a filter to each packet, in this way, only one node will eventually have service the request
[Natario, 2011; Turnbull, 2015].

NLB concept is quite simple: each server in the cluster of load balancing is configured with a virtual IP-
address and this address is configured on all servers that take part in the cluster. Whenever a request
is made to the virtual IP, the network driver on each of these machines intercepts the request for the IP-
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address and forwards the request to one of the machines in the cluster of load balancing on the basis
of rules that can be configured for each server in the cluster.

NLB acts as a virtual network device with a private IP-address and a real device (the actual port
Ethernet) associated with load balancing. Instead of using and the ports' IP addresses, the system will
use the NLB software's IP address and this will ultimately result in the NLB software and its ports looks
like a single device to the clients (Figure 16).
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Figure 16. The usage of Network Load Balancing

5.11 Proxy method of load balancing

There is some proxy server that uses IP-address of our service, it receives a request, does something
with it if it necessary and forwards it from his own to a necessary server (Figure 17) [BaxwH, 2010; Red
Hat, 2015]. This method is not transparent for the server, as it sees that it had been approached proxy
[Roth, 2008; Red Hat, 2015]. To do this inside a high-level protocol we have to somehow send
information about which client approaches us. For the HTTP protocol, we can add the header X-Real-IP
with the client IP-address.

Advantages of proxy method:

* Because the proxy works at the protocol level, a proxy server can analyze and change our questions
and answers. It allows to do bind a client to the server. For example, at value a specific setup cookie.
This can be useful if we use local storage of the client session on the server.
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* Proxy allows to distribute different types of requests to different servers. We can identify individual
servers, which will "give" statically generated homepage, and do it with much less latency than the
servers that handle "difficult" questions.

* It is possible to modify the response request. There can be done addition the title, for example,
conversion. It is possible to cache the responses to this proxy.
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Figure 17. The usage of Proxy method

Shortcomings of the method:

* Proxy method has greatest resource consumption, as it involves higher-level protocols in comparison
with other methods.

+ Each protocol must have their own proxy type. Proxy cannot be implemented for everyone protocols
in a way that it decides the required tasks.

5.12 Load balancing by using redirection

Another method of balancing is balancing redirects. Redirect is applicable to quite low number protocols
[Red Hat, 2015]. Fortunately, it is applicable for HTTP.
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There is some balancer that by referring to our service gives to client redirect to a specific server. In the
case of HTTP this will look like a "HTTP redirect 302", the redirect code will appear as "Moved
temporary".

Advantages of proxy method:

* If the request is enough "difficult”, sometimes it makes sense to use a redirection even for global
balancing.

* The method also allows to distribute various types of requests to different servers. Requests may be
analyzed well.

Shortcomings of the method:
* It is applicable to a very low number of high-level protocols.

* On every client request two requests are made. One is to the redirector, one is to the server that
handles the connection. This increases the time during which the client will receive the final answer to
his request.

Conclusion

In this paper, a review of the main existing algorithms and methods for load balancing of distributed
systems were carried out and the structure of load balancing methods for levels of OSI model are
shown. The analysis of load balancing methods on different levels of the network model is carried out,
the advantages and shortcomings of each method were given. The comparative analysis of hardware
and software load balancing is dissected. Their differences, strengths and weaknesses are dissected.
Also, description of the main features of load balancing algorithms, their advantages and shortcomings
were presented.
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TECHNIQUE FOR ROAD AUTOMATED TRACKING WITH UNMANNED AERIAL
VEHICLES

Samvel Hovsepyan

Abstract: One of the most popular areas of unmanned aerial vehicles (UAV) use is the monitoring of
roads and highways. UAVs are considered to be a low-cost and rapidly growing platform that can
provide effective mechanisms for data collection and processing, especially in case of long distances.
In this paper a new method for automated road monitoring with the help of UAV is offered. The method
is suitable for determining image areas, where the heterogeneity compared with the general road
structure is spotted. Also, algorithms for finding road cover from video shots and for determining the
direction of the road are offered. The method is applicable for automated control of UAVs in order to
find and track roads, as well as registration of various types of objects on the road. All the methods and
algorithms were tested on a model and the results are shown.

Keywords: image processing, road tracking, road monitoring, similarity measure, UAV

ACM Classification Keywords: Image Processing and Computer Vision

Introduction

Unmanned aerial vehicles (UAV) are widely being used in many fields. One of the most popular areas
is the monitoring of roads and highways. The objectives of such monitoring are safety supervision,
traffic and road conditions monitoring, road construction inspection, etc. For example appropriate
researches had been done in the 2000s in the transport department of Ohio [Coifman 2004], and
California [Frew 2004]. They used UAVs equipped with cameras and autonomous navigation systems.

Currently the UAVs are considered to be a low-cost platform that can provide effective mechanisms for
data collection and processing. In particular, these data may be used in road traffic monitoring, which is
important for companies that are engaged in transportation. Conventional traffic data collection
methods [Zhou 2013] are based on a fixed infrastructure, which controls the local area. Therefore,
control over wide areas becomes an expensive and time consuming problem. For comparison, the UAV
has the following advantages: (1) low cost of monitoring over long distances; (2) by changing only the
sensors it is possible to carry out different types of monitoring.
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This article examines two issues related to road monitoring: (1) identification of road sections from a
video stream; (2) anomalous situations detection on the road, related to obstacles occurrences, the
existence of cars, their clusters, etc.

There are many approaches to solve the problems of detection and tracking of roads in the literature.
Most of these methods are based on color and / or structural (geometric) properties of a road. Among
them more effective and reliable methods use combination of both characteristics [Wang 2004],
[Siogkas 2007]. Thus, we find more prudent use of both types of information.

In [Frew 2004], the proposed method is based on representation of color characteristics of road surface
by using the Gaussian mixture models (GMM). Then, in order to determine the road pixels in each
frame, the probability of pixels are checked for compliance to etalon GMM. In [Rathinam 2007] there is
suggested a method, that is based on learning of color and gradient characteristics of river areas.
Accordingly, to represent etalon models Gaussian and gamma distributions are used. In [Rathinam
2008], the method relies on the study of boundary structures of road. Those parts of the road, that are
not being recognized automatically by using primary analysis, are being filled, if there are two sections
of the road, that can bridge with straight line towards the road direction.

Most advanced tracking methods, such as the mean shift [Comaniciu 2000], particle filter [Nummiaro
2003] and optical flow [Schunck 1981] are based on the appearance of structures that were originally
described. Hence, these methods are for special classes of objects, such as faces, cars or pedestrians
etc, where objects have common attributes. In our case, the problem is more general, more simplified.
The goal is to find any type of object on road without further specification. Also the listed algorithms
require a lot of time and resources for calculations that leads to difficulties in their use in real mode.

Based on the above analysis of the literature, it seems appropriate to bring the problem to a new
methodology development for road tracking and monitoring with the help of UAVs, which will meet the
following requirements;

e Be fast enough for the calculations during the flight time of the UAV

o Give accurate results about the road tracking.
These goals can be divided into three separate subtasks.

- Finding road parts from an input image

- Automatically tracking of the road by a given direction
- Finding of all objects on the road.

It is assumed, that as an input method receives a video stream taken from a UAV. Video stream may
come as a consecutive set of scenes or through short videos intervals, which again can be represented
as a set of consecutive scenes by using already written existing application libraries. Therefore, it can
be assumed, that the work is in consecutive scenes processing.



378 International Journal "Information Technologies & Knowledge" Volume 9, Number 4, 2015

To determine road surface a method is proposed, which is based on road structural and color
characteristics. It is quite fast and by effectiveness does not differ from commonly accepted models
based on GMM. And for road monitoring, method tracks changes in consecutive frames and on
changed parts runs a new algorithm, which is based on road structural characteristics.

Roadway Finding

In the proposed approach, finding the road surface from a given image is divided into two parts.

In the first part, based on the method, used in [Asatryan 2015], a complete image segmentation and
simplification is carried out. Then, form the received segments, candidate sites on the pavement are
identified based on the color characteristics of the web. Fig. 1 shows an example of an image before
and after segmentation and simplification.

Fig. 1. (a)-original photo,
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Fig. 1. (c) - only segments of asphalt
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As can be seen form Figure 1c, by performing only color analysis, the image area, which has a color
and texture resembling asphalt, can be confused as a road. To avoid these kinds of incidents, another
analysis, which is connected to the structure of the road, is conducted. The segment of the image,
having the form of a rectangle, the longest side of which coincides with the direction of the road, and
the short coincides with its width, will be considered as a road (Figure 2). Therefore, from all the
candidate segments, distinguished are those, that have a rectangular appearance.

It is important to estimate the width of the road, to detect smaller objects on the road (cars, animals) in

the future.

b

Fig. 2. Images with emphasized rectangular roads
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Automated Tracking of the Road

After road section detection, operator must direct the UAV to track the road in a chosen direction of the
road. The task of the UAV is not to turn off from the road, and by tracking fly along it.

For simplicity let assume that a frame of the video stream is an image | = {I(m,n)} with the dimension
MxN, where m=0,1,...,M; n=0,1,...,N and I(m,n) is the color characteristic of a pixel with coordinates
(m,n) in RGB color space.

Let there are successive frames of the road sections, taken by a video camera of the UAV. Let this
sequence through 11, 12, ..., Ik. In Fig. 3 there is an example of such a sequence of video frames,
where the time interval between frames is 1 second.

To enable the examination of the road it is necessary in each frame determine the direction of the road.
In this work we follow the approach proposed in [Asatryan 2010] to calculate the dominant direction of
the image, by using parameters of gradient field scattering ellipse components.

Let denote horizontal and vertical components of the gradient field through Gg(m,n) and Gy(m,n)
respectively.

The equation of the scattering ellipse is being given by

1 (gu — HH)2 n (gv — Hv)2 _ 2ppv(8n — Mu)(8v — My) _

2 2 2

c? (1)
where py, wy, oy, oy are math expectations and MSE of Gy(m,n) and Gy(m,n) random

variables, pyy is the correlation coefficient between them, and C is a constant. Then, the angle a of an
image orientation is being defined by the formula:

2pyy

o — 0% ++/(0h — o9)* + 4pfy

tga =

The components of the gradient field are measured using Sobel operator, and to calculate (1) and (2)
formulas, the corresponding values of selected collections are being replaced.

The angle a which determined from the equation (2) is taken as the dominant orientation of the image.

For each frame, the dominant direction of the image is estimated and the UAV follows that direction. As
the edges of the road are clearly distinguished in the image gradient magnitude, the discovered
dominant direction of the image shows exactly the direction of the road.
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Fig. 3. The sequence of video frames of the road.
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Fig. 4. (b) the Sobel operator and the direction of the gradient field.
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Fig. 4. (c) The image after applying the Sobel operator and the direction of the gradient field.

Fig. 4c shows an example of a gradient magnitude image, where the distinguished outskirts of the road
are clearly seen.

Finding of Different Types of Objects on the Road

The proposed method for finding various objects on the road is based on a comparison of the current
road segment with the etalon section of the road, which is automatically selected from those parts,
where only the roadway is present. To control the correctness of the UAV course, for each road part the
similarity of successive sections of the road is estimated. The similarity of the different sections of the
road is estimated using measure W2, proposed in [Asatryan 2009].

To identify whether there is an object on the road or is it other common part of the road, based on the
value W2, it is necessary to calculate such threshold value T, so that if W2 > T , then we are on a
different section of the road, otherwise there are another objects on the road, such as cars or animals.
For this, initially three different sections of the same road are selected then between them W2 values
are being calculated, and the arithmetic mean of these values is being taken for T.
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Fig. 5. Image with three etalon sections of road

Results

Testing of the proposed method was carried out on a model. First a picture with a road covering,
photographed from above was selected. Then all three steps of the algorithm are carried out on the

picture:

— Finding the road covering of the selected image
— Automatic tracking of the road for some direction

— Finding all kinds of different objects on the road
Pic 6 shows the result of the experiment. For a given pattern, the following steps are carried out.

After the first stage, the road sections for etalons are selected. For our case we have 2 etalons of this
kind, as there are two intersecting roads in the photo. Then, the direction of tracking is given. The
program's objective is to find objects on the road, continuously tracking it. For the given example, the
program finds such areas very well. The picture below shows the areas that have been found by the

program.
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Fig. 6. By green squares the etalon pieces of the road are labeled and the direction of tracking is set.

Fig. 7. The result of the algorithm.

The images, where the road is clearly allocated, the algorithm always gives quite good results.
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Conclusion

A new method for automated road monitoring with the help of UAV is offered. The method is suitable for
determining image areas, where the heterogeneity compared with the general picture is spotted. An
algorithm for finding the road cover in pictures, as well as the algorithm for finding the direction of the
road from the image is offered.

The methodology is applicable to the processing of automatic control of unmanned aerial vehicles in
order to find and track roads, as well as registration of various types of objects on the road.
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INTEGRATION OF ONTOLOGY RESOURCES INTO OPEN FORMAT DOCUMENTS
FOR SEMANTIC INDEXING

Viacheslav Lanin

Abstract: The article describes the development of a software library for ontological metadata inclusion
into modern office documents formats. The model of the document used for indexing its content by
ontology concepts is given. Existing projects addressed for similar problems are overviewed.
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Introduction

In modern information systems (IS) there is a shift from the processing of structured data to
unstructured data handling. For definiteness, we mean that unstructured data is the traditional
electronic documents in different formats. This trend is noticeable in the corporate sector and among
private users. Specialized software and formats for storing documents were developed and used
throughout the history of information technologies for the processing of documents. Nowadays new
classes of systems (social networks, corporate portals, wiki-resources, etc.) become the only important
part of the information space. The key element of those classes is the concept of "content", which can
be generalized to the "electronic paper”.

Across-the-board applicable technology WYSYWIG becomes a "time bomb" for electronic documents.
Most of modern technologies that used for working with documents (text editors, language HTML) focus
on organization of convenient work with information for the person because often ways to work with
electronic information just copy the methods of work with a "paper" information. Text editor contains
wide opportunities for text formatting (presentation in human readable format), but there are practically
no opportunities for the transfer of the semantic content of the text, i.e. there are no tools for semantic
indexing. Automatic intelligent processing of text is extremely difficult, because we usually have to deal
with the "document for the people" and not to "document for the person and the system".

The modern approach to the definition of an electronic document requires metadata that describes the
structure and semantics of the data presented in the document. Due to this approach, the processing of
electronic documents can be organized in a qualitatively different level, since it is possible to
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automatically intelligent analysis of information. This concept is laid in the project Semantic Web, but
the status of the "Semantic Web" for a variety of reasons is still far from implementation. However, the
ideas of the Semantic Web [Berners-Lee, 2001] can be implemented within a single information system
due to the smaller scale of its domain. Currently, the data required for processing the documents
dispersed (stored in the document as well as in databases of IS for processing documents), and is
specific to each of the tasks accomplished during the life cycle of the document in the IS. Therefore, it is
necessary to use a single mechanism to provide information about the document. Another solution is
the ontological resource that describes the various aspects of electronic documents that exist
throughout its life cycle. This resource can be the basis for a wide range of tasks associated with the
processing of electronic documents in the IS.

For the complex decision of tasks is necessary to develop a model of the electronic document that
allows to include the meta and ontological resource (the basis for semantic indexing document
contents). Also it's needed to develop technology for the introduction of metadata in the document and
to propose a mechanism for processing documents. This paper is devoted to discussion of possible
approaches to solving the above problems.

Document Model

The electronic document is a set of structural elements called fragments in this paper. For example,
they are table, header, details form, etc. Thus the document can be represented by four species:

d=(S(F,R), C, o, M).

Here S (F, R) is oriented hypergraph. Nodes of that hypergraph are compared elements of F (F is a set
of document fragments, and R is the set of edges of corresponding relations between fragments);
elements of C represent the information content of the document (its contents); o is document ontology,
M is mapping of F on the ontology’s concepts. Let us examine the described components.

Hypergraph S (F, R) defines the relationship between the portions of the document. Direction of graph
is needed, for example, to keep track of links "part-whole" between fragments. The nodes belonging to
the edge are numbered that allows to set the order of the fragments in the text. Obviously the edge that
includes all nodes corresponds to the document entirely.

There two types of fragments. The first type is basic simple fragments that are indivisible elements,
such as the title or date of the document creating. The second type is compound fragments that contain
other fragments.
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Formally define fragment as a pair of the form:

F,F cF;

f= (stat, inf), inf =
c,ceC

There stat is a static part of the fragment (it can be represented as a text, images, links, any special
symbol. In addition, there information for representing the fragment may be contained); inf is a part of
fragment that indicates the location for placement of element content ¢ (¢ € C), or contains a set of
fragments F*.

Traditionally, common graphs are used for document presentation. Usually trees are used (e.g., format
XML). Tree structure of description is much easier to work with the document but at the same time, it
has significant limitations. Selecting of hypergraph to represent document structure is substantiated of
possibility of hypergraphs to present arbitrary connections between fragments of documents and their
sets.

In the above notation, the document template can be defined as t= (S (F, R), Co), where Co is the
primary content (for instance, standard headers that are included in the template, etc.).

In view of the specificity of solved problems in this paper, we specify the notion of ontology:
0=(C, R A),

where C is a set of ontology concepts, R is the set of relations between concepts, A is a set of axioms,
that are determined on ontology. Both classes and instances of these classes can be concepts. Axioms
are used to set limits and rules that cannot be expressed in terms of the relationship.

For documents processing it's necessary to implement the operation of allocation an arbitrary part of
the document (let us call it operation of range getting). The input parameter of that operation is arbitrary
set of nodes, and the result is the subgraph generated by this set of nodes. Operation of decoding is
"imposition" of the structure on the fragment (node of graph). In the majority of applications visual layout
of the document and its presentation in a certain format are very important, so the operation of
document presentation in specific format is necessary. This operation represents the function that sets
a mapping between document fragments and some set of formats, the elements of which set the rules
of fragments displaying. The search operation is applied to the various components of the document:
the structure, content and presentation, and the result of the operation will be parts of the document
matching search criteria.
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Project Semantic Assistants

Semantic Assistants is an open source research project [Witte, 2008] developed by Canadian laboratory
Semantic Software Lab. Semantic Assistants helps users to extract, analyze and development of
content providing contextual services of NLP (Natural Language Processing). It directly integrates with
desktop applications (word processors, email clients, web browsers), web information systems (e.g.,
wiki) and mobile applications based on Android. Semantic Assistants has an open service-oriented
architecture and uses OWL ontologies Semantic Web.

Semantic Assistants architecture consists of four levels. On the first level, there are the client
applications. On the second level, there are Web services and NLP Service Connector, which now
wraps GATE framework for NLP and it is responsible for communication with customers, read requests,
and the creating of the responses. The third level is NLP subsystem that is responsible for extracting,
compiling and indexing of information as well as search. The fourth level is resource. It contains all the
necessary external documents to that subsystem NLP should have access.

This work is of interest claiming a large number of supported client applications and offering good
architecture. But at the moment the project is under construction and only three clients are
implemented. Only one of them is word processor OpenOffice.org Writer. For introduction of semantic
information in ODF documents Semantic Assistants does not use all the possibilities provided by the
specification of ODF 1.2 and uses peer review mechanism adding to the document notes. Thereby it
keeps the information in unstructured form and accessible for editing by the user, which is not always

convenient.

Word Add-in for Ontology Recognition

Word Add-in for Ontology Recognition (Word Add-in) [Fink, 2010] is tool for the manual annotation of
documents in Microsoft Word. Word Add-in is an application layer add-in for Microsoft Office and it is
built on the .NET platform with using of VSTO technology. Word Add-in is an open source project that
allows adapting it easily to needs of any interested user.

Using the Word Add-in begins with the selection of the base ontology. It's an electronic catalog that
contains ontology related to one subject domain. The user can select one of the ontology of the
database and then starts working with Word Add-in in the background to analyze the input text. If the
word matches one of the selected ontology’s concepts it will be specially marked (smart tags or custom
actions). When the smart tag is activated or custom actions are selected in the menu there is a special
context menu with which this concept can be viewed in browser of ontologies.

One of the main problems of Word Add-in is synonymous. It is also one of the problems is that a word
may correspond to several concepts of different ontologies. In this case, the user has to select one of
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ontology the most satisfying sense of the text.

In spite of the above-mentioned disadvantages, Word Add-in is a completely finished product. Its main
advantage is the high level of integration with one of the most popular office suite Microsoft Office,
which allows using it of wide range of users and does not have specific requirements for their
preparation.

An Infrastructure for Managing Semantic Documents

Infrastructure for Managing Semantic Documents (ISDM) is specialized industrial product [Lucas, 2010].
Main functions of Infrastructure for Managing Semantic Documents (ISDM) are:

a semi-automatic annotation of electronic documents based on ontologies using markup templates;

a version control of electronic documents;

o semantic search;

a notification of changes.

ISDM consists of two main modules. The first is a semantic document repository (Semantic Document
Repository — SDR) for storing electronic documents. The second module is so-called "main module”
which in turn also has a complicated structure and can be divided into several sub-modules. They are
module of semantic markup (Semantic Annotation Module — SAM), data extraction module and version
control (Data Extraction and Versioning Module — DEVM), Search module (Search and Traceability
Interface Module — STIM).

Semantic markup Module (SAM) allows you to add metadata to the corresponding subject ontology
electronic document. Version ISDM described in provides a single electronic document format ODF 1.0.
This format version is still lacking convenient and flexible metadata model and so the authors were
forced to use the most appropriate means provided by the format. Instead of using the manual
annotation of documents an approach is promoted based on the use of templates that allows reusing
metadata.

Metadata is used to represent the so-called "instructions”. They are instance and property. To specify
ontologies that are used in the annotation another hidden field with the name «Ontologies» is used in
the sense of that, the URL of the ontology is indicated.

Although this project is still relevant to this day, its main part, namely the mechanism of semantic
markup is significantly out of date, because it is designed in accordance with ODF 1.0, while the new
ODF 1.2 specification provides substantial tools to add metadata to ODF documents.



394 International Journal "Information Technologies & Knowledge" Volume 9, Number 4, 2015

The architecture of the OfficeMetadataLib component

In this section, we will describe the requirements for software library OfficeMetadataLib and will show
the architecture designed to solve the problem.

The OfficeMetadatalLib component should be implemented as a software library that provides a set of

functions:

o creating new and opening existing textual electronic document of Office Open XML and
OpenDocument formats;

m providing access (control) of textual content of documents;

m providing access (control) of preinstalled and user metadata documents;

o inculcation of ontologies in OWL format to the document metadata and providing access to them
(management);

o automated search and binding of the document’s fragments of text with ontology concepts;

m possibility of algorithm’s expanding and replacement of implemented basic search algorithms and
lemmatization.

The OfficeMetadataLib software library should have a modular architecture (schematically shown in
Fig. 1) for providing unified access to the electronic document format Office Open XML and
OpenDocument, and the possibility of expanding the basic search algorithms and lemmatization.
DocumentModel describes the generalized model of textual office document that consists of two levels:
o ContentModel is model of document content.
o MetadataModel is model of document metadata.
This model should be designed in accordance with ISO/IEC 29500 standard that is described in
[ISO/IEC 29500-1; ISO/IEC 29500-2; Open, 2011] and OASIS ODF 1.2 specification.
LemmatiserModel describes a generalized model of lemmatizer.
SearchModel describes a generalized model of search engine
OOXMLPlugin and ODFPlugin implement a generalized model of document in accordance with
specifics of Office Open XML and OpenDocument formats. Selection of the feature’s implementation for
each document format into a single plug-in allows to refine and modify the code for each plugin
individually (e.g., in case of changing the specification of document format) without changing the overall
model and without touching the source code of the main library and other plug-ins.

LemmatiserPlugin is a concrete implementation of lemmatizer.

Selection of lemmatizer implementation as a plugin will allow connecting to the library third-party
lemmatizers that implement appropriate interfaces.
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BaseSearchPlugin implements a basic search engine. Like a lemmatizer it can be changed by third-
party developers.

OfficeMetadatalib

- I
DocumentModel

ContentModel j [ MetadataModel j

(
| |

4 OOXMLPIlugin

™ ODFPIlugin

-

--4 LemmatiserPlugin

SearchModel ---1 BaseSearchPlugin

Fig. 1. The architecture of OfficeMetadataLib

Conclusion

In this work a software library providing unified access (control) to metadata of office document of Office
Open XML format and OpenDocument format was developed. The main component of the library is
OfficeMetadataLib.DocumentModel. It is a model of an electronic document and metadata based on the
models of ISO / IEC 29500 (Office Open XML) and OASIS ODF 1.2. This model adequately reflects the
characteristics of both formats and allows working with documents that use these formats in unified
way. It is also worth noting that despite the fact that OfficeMetadataLib.DocumentModel was originally
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designed to work with documents in the Office Open XML Formats and the OpenDocument (thanks to
its flexible structure) there is a theoretical possibility of the use of the library for work with other
document formats.

OfficeMetadataLib.DocumentModel describes document model and its metadata. Software
implementation of model’s transformation functions into document of specific format is contained in a
special plugins that use special API for this (for example, Open XML SDK, OpenOffice.org SDK). Using
of an approach based on the plugins allows eliminating the need for self-realization of all the features of
the work with the above formats and allows using existing software solutions. Also worth noting that the
use of plugins provides a high degree of flexibility and extensibility. In the case of obsolescence of any
library or the appearance of a new more user-friendly library, it is possible to simply replace or add a
plugin without changing existing code model.

The use of a unified approach to the development of a model to work with electronic documents is led
to the fact that there is no possibility to use some features of formats.

In the future versions of the library it is planned to implement an interface for executing SPARQL
queries to metadata document.

Bibliography

[Berners-Lee, 2001] Berners-Lee T., Hendler J., Lassila O. The Semantic Web. In: Scientific American (May
2001). Pp. 28-37.

[Bakalov, ] Bakalov F., Sateli B., Witte R., Meurs M.-J., Komg-Ries B. Natural Language Processing for Semantic
Assistance in Web Portals. In: [EEE Sixth International Conference on Semantic Computing (ICSC 2012),
2012. Pp. 67-74.

[Witte, 2008] Witte R., Gitzinger T. Semantic Assistants — User-Centric Natural Language Processing Services
for Desktop Clients. In: 3rd Asian Semantic Web Conference (ASWC 2008), ser. LNCS, vol. 5367. Bangkok,
Thailand: Springer, 2008, p. 360-374. [Online]. Available: http://rene-witte.net/semantic-assistants-aswc08.

[Fink, 2010] Fink JL, Fernicola P, Chandran R, et al. Word add-in for ontology recognition: semantic enrichment
of scientific literature. BMC Bioinformatics. 2010;11:103. doi:10.1186/1471-2105-11-103.

[Lucas, 2010] Lucas de Oliveira Arantes, Ricardo de Aimeida Falbo. An Infrastructure for Managing Documents.
In: 14th IEEE International Enterprise Distributed Object Computing Conference Workshops. 2010.

[ISO/IEC 29500-1] ISO/IEC 29500-1 Third edition, 2012-09-01. Information technology — Document description
and processing languages — Office Open XML File Formats. Part 1: Fundamentals and Markup Language
Reference.



International Journal "Information Technologies & Knowledge" Volume 9, Number 4, 2015 397

[ISO/IEC 29500-2] ISO/IEC 29500-2 Third edition, 2012-09-01. Information technology — Document description
and processing languages — Office Open XML File Formats. Part 2: Open Packaging Conventions.

[Open, 2011] Open Document Format for Office Applications (OpenDocument) Version 1.2 Part 1:
OpenDocument Schema 29 September 2011.

[Lanin, 2014] Lanin V., Sokolov G. Using multidimensional ontology of electronic document for solving semantic
indexing problem. In: Proceedings of the 8th Spring/Summer Young Researchers’ Colloquium on Software
Engineering (SYRCoSE 2014). M. : ISP RAS, 2014. Pp. 166-169.

Authors' Information

Viacheslav Lanin - National Research University Higher School of Economics,
Department  of  Business Informatics;  senior  teacher;,  Perm, 614070,
Studencheskaya st., 38; e-mail: lanin@perm.ru, vlanin@hse.ru.

Major Fields of Scientific Research: Intelligent agents, Ontologies, Document processing.



398 International Journal "Information Technologies & Knowledge" Volume 9, Number 4, 2015

TABLE OF CONTENT IJ ITK VOL.9 NO.:1

Multilevel Sensor Networks for Precision Farming and Environmental Monitoring
Volodymyr Romanov, Valeriya Gribova, Igor Galelyuka, Oleksandr Voronenko...........cccccevevvvevivrninnnes 3
EMGNeu: Mobile Health Application for Neuromuscular Disorders Diagnosis

Nahla F. Abdel-Maboud, Bassant Mohamed ELBagoury, Mohamed Roushdy, Abdel-Badeeh M.

Agent-Based Model of Economics: Market Mechanisms, Decision Making, Taxation

Leonid Hulianytskyi, Diana OmelianChyk.............cocviiiiiiccces e 25
Knowledge Representation in the Automated Learning Systems

Vitalii Lytvynov, Iryna POSAASKE ..........cccouiiieiiiiieiicee e 34
IT Projects-Base Continuous Learning at the Chernobyl NPP

Maxim Saveliev, Vitalii LYtVYNOV ..o 44
Four Intellectual Products Dialogue, Knowledge, Wisdom and Solution

George Bejitashvili, David KRelashVili .............coovriiiirirrceceeese e o4

MHorokpuTepuarnbHble METOAbI KOHKYPCHOrO 0Tbopa NPOEKTOB B HAay4YHOM pOHAE

Anekcet MNeTtposckuit, Buktop Boitverko, Anna 3aboneesa-3o0ToBa, TaTtbsiHa LWuToRA...............c... 29
ViccnepoBaHue 1 npoBepka NOANMHHOCTY 3aLUMTHBIX FoNorpamMm

PomaH TenatHukos, MBaH LLymckuin, Muxaunn Bensukuin, KOpuin KapskiH...........ccoveeeeeeeeeeeieieines 72
MogenmpoBaHue 1 aHanu3 dNeKTPOMarHUTHBIX PEXUMOB ANEKTPOIHEPTETUMECKMX YCTPOMCTB

EBIEHUN BAOYACKNM. .....c.vcvivieiiiieiseetsi ettt sttt bbb b s s nenns 80

TABLE OF CONTENT IJ ITK VOL.9 NO.:2

On Reconstruction of Images

SOUMEN AIQVEIYAN ...ttt e et n st n s enee 103
Mathematical Methods for Analysis of Software-Defined Networks

Tkachova Olena, Issam Saad, Mohammed Jamal Salim ..o, 1M1
Podcasts: A Bridge from E-Learning to M-Learning

Larisa Savyuk, Oleksiy VOYCENKO...........ccucueucieiieiiicciee s 124



International Journal "Information Technologies & Knowledge" Volume 9, Number 4, 2015 399

Intellectual Search Engine of Adequate Information in Internet for Creating Databases and Knowledge
Bases

Oleksandr Kuzomin, Bohdan TKAChENKO...........c.couiviiiiiececeeeee et st 131
Social Search Engine and Intellectual Database of People

Oleksandr Kuzomin, Mariia TKAChENKO ..........cccviiiiiririicnes e 139
HekoTopble MeTogornoryeckue noaxompl K npobneme «NOHUMaHUS NOHUMaHMS» (YacTb 2)

AHATOMUAN KDUCHIIOB. ...ttt ettt ettt ettt s s ea bt se st bese st et se st beneeas 146
OT peanbHOro Mupa k obbektam MHHOPMATUKIA U MaTemMaTiku

AHATOTNA MEPIKBUHCKUM .......covrvveviriieteteesietesese st see st se s s s et st se e st be e s st s ne s s sene e 163

TABLE OF CONTENT IJ ITK VOL.9 NO.:3

User-centric and context-aware ABC&S
IVAN GANCNEY ...ttt ettt et et e et et et e e te et e eeeete et e eeeeee e e eae et eeneeeeeeeaeeeneeeeenenenes 203

On an Approach to Statement of SQL Questions in the Natural Language for Cyber2 Knowledge
Demonstration and Assessment System

Tea Munjishvili, Zurab MUnjISRVlI ..........cciiic s 216
Nearest Neighbor Search and Some Applications

HAYK DANOYAN ......viiiiiciee ettt bttt 224
Mobile Banking Security Practices for Android Users

BONIMIM PENCREV.........eii s 237
Multidimensional Ontology of Electronic Document as a Base of Information System

VIGCNESIAV LANIN ... 247

Mogenb KOMOMHMPOBAHHOW KackagHOW paauarnbHO 0asnUCHOM HEMPOHHOW CeTM M anroputM ee
0byyeHns

EneHa 3an4eHko, EKaTepHA MabILLEBCKAS ........cccveveeeierereesierereesesteree s tere s s s st be s s 259
A Survey of Mathematical and Informational Foundations of the BigArM Access Method

KIASSIMITA IVANOVA ...ttt ettt et e et e et et e e e e s teeeteeeteeeeeeeeeeaeeeareeseeeneeesnesnneaneas 272



400 International Journal "Information Technologies & Knowledge" Volume 9, Number 4, 2015

TABLE OF CONTENT IJ ITK VOL.9 NO.:4

Main Differences Between Map/Reduce and Collect/Report Paradigms

KraSSIMIra IVENOVE .......ccovieieiieieiiiisii ettt 303
OueHka pacnpegeneHns peLleHns HeYETKUX anddepeHUmnanbHbIX ypaBHEHNNA

Anexkceit BbiukoB, EBreHunit BaHOB, Onbra CYMPYH......cvoviieeeeeriririeieieie e 308
Automatization of computer business game automaton model construction

Olga Vikentyeva, Alexander Deryabin, Dmitrij Kozhevnikov, Lidiia Shestakova............c.ccccccvueeee. 325
Methods and Algorithms of Load Balancing

IO IVANISENKO ...ttt ettt ettt e et 340
Technique for Road Automated Tracking with Unmanned Aerial Vehicles

SAMVEL HOVSEPYAN ...ttt 376

Integration of Ontology Resources into Open Format Documents for Semantic Indexing

VICNESIAV LANIN ...t bbb 389
Table of content IJ ITK VOLI NO.:T ..o 398
Table of content IJ ITK VOLI NO.:2........oiiicce e 398
Table of content IJ ITK VOLI NO.:3 ... 399

Table of CONENT IJ ITTK V0L INO. I ... ettt e ettt et e e e neeeeas 400



