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ON THE BEHAVIOR OF A CLASS OF INFINITE STOCHASTIC AUTOMATON 

IN A RANDOM ENVIRONMENT 

Tariel Khvedelidze 

 

Abstract. It is proposed the behavior algorithm of a wide class of infinite stochastic automaton in a 

stationary random environment that reacts to the behavior of the automaton with three possible 

reactions (win, loss, indifference). Explicit analytical formulas and offered numerical algorithm for 

computing the probability characteristics of the behavior of this automaton. In terms of these 

characteristics is given   complete  classification of the possible behavior of infinite stochastic 

automaton in this environment. 

Keywords: infinite automaton, random environment, reaction of the environment, the behavior of the 

automaton, change of actions, win of automaton.   

 
Introduction 

The problem of the behavior of finite automata in a random environment was first formulated Tsetlin [1], 

in which, as in the works of other authors, the study  behavior of   the asymptotic sequences of finite 

automata  was based on a study of the final probability  (at time t → ∞)  Markov chains describing the 

behavior of finite automata in random environments. However, the disadvantage of this method is what 

the behavior of finite automata in random environments have been studied insufficiently  full , in 

particular, there was no complete classification of possible asymptotic behavior of finite automata in 

stationary random environments. Such an analysis proved to possible thanks to the study of the 

behavior of infinite (with countably many states) stochastic automata, the definition of convergence (in a 

reasonable sense) sequences of finite automata to their respective infinite automata. With this 

approach the asymptotic behavior of finite automaton is classified in accordance with behavior of the 

limit automaton [2].  

Studies related to the study of the behavior of automata in stationary random environments have shown 

that the construction of the automaton, is the best for of some signs in any environment, is unrealistic. 

Therefore, need to build structure and development analytical and numerical methods for finding the 

statistical characteristics of the behavior of broad classes of Automata that can be used for solutions a 

variety of practical problems. 
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In this paper propose an algorithm of behavior of a wide class of infinite stochastic automaton operating 

in a stationary random environment in the assumption that all possible reactions of the environment 

perceived by automaton, as belonging to one of three classes: class favorable reactions (win), class of 

adverse reactions (loss) and the class of neutral reactions (indifferent). Explicit analytical formulas and 

offered numerical algorithm for computing the probability characteristics of the behavior of this 

automaton. In terms of these characteristics is given  complete  classification of the possible behavior of 

infinite stochastic automaton in this environment. 

  

Analysis of the behavior of infinite stochastic automaton ࢀ૛(࢞)(࢒, ૚; ,ࢿ  in a ternary stationary (ࣁ

random environment  ࢇ)࡯૚, ;૚࢘ ,૛ࢇ  (૛࢘

Consider the scheme of behavior of automata in a random environment under the assumption that 

every possible reactions ܵ߳൛ݏଵ, ,ଶݏ … ,  ௚ൟ environment perceived automaton, as opposed to [1.2], asݏ

referring to one of three classes: class of favorable reactions (win, ݏ = +1), class  of adverse 

reactions (loss, ݏ = −1) and the class of neutral reactions (indifference, 0 = ݏ).  

Let automaton ܣ௞ functioning in ternary stationary random environment ܥ(ܽଵ, ;ଵݎ ܽଶ, ;ଶݎ … ; ܽ௞,  (௞ݎ
and if the automaton produces action ఈ݂൫ߙ = 1; ݇തതതതത൯, then the environment ܥ generates value of the  

signal  on the input  of automaton ݏ = +1 with probability  ݍఈ = ଵି௥ഀ ା௔ഀଶ , value of the signal  ݏ = −1  

with probability ݌ఈ = ଵି௥ഀ ି௔ഀଶ   and value of the signal  ݏ = 0  with probability  ݎఈ = 1 − ఈݍ −    ఈ݌

ߙ) = 1; ݇തതതതത).    
Here value   ܽఈ = ఈݍ − ,ଵܽ)ܥ	it makes sense to mathematical expectation of win for action ఈ݂ in environment (ఈݎ-< 1	ఈ|ܽ|) ఈ݌ ;ଵݎ ܽଶ, ;ଶݎ … ; ܽ௞, ௞). For definiteness we assume that ܽଵݎ > ܽଶ ≥ ⋯ ≥ܽ௞	,		so that the action  ଵ݂  automaton ܣ௞  with middle win  ܽଵ  in environment ܥ(ܽଵ, ;ଵݎ ܽଶ, ;ଶݎ … ; ܽ௞,   .௞)   it is optimalݎ

In studying the of the possible behavior of the infinite automaton in a stationary random environment (ܽଵ, ;ଵݎ ܽଶ, ;ଶݎ … ; ܽ௞,  ௞), essential is the  calculation such of the statistical characteristics of theݎ

behavior of the automaton, how probability ߪఈ change (when - ever) action ఈ݂ and mathematical 

expectations  of random ߬ఈ time before change ఈ݂ action at  start of the  automaton  ݔ ∈ ߙ)  ఈܮ =1; ݇തതതതത) [2].   

In terms of this set of characteristics behavior of the infinite automaton ܣ௞ in a random environment is 

classified as follows. 
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Definition. Following [2], we say that the infinite automaton  ܣ௞  , functioning in the ternary stationary 

random environment  ܥ(ܽଵ, ;ଵݎ ܽଶ, ;ଶݎ … ; ܽ௞,  :௞), isݎ

         optimal, when   ߪ௫,ଵ < ௫,ఈߪ  ,1 = 1, ߙ = 2; ݇തതതതത,  ;ݔ∀
         strictly optimal, when  ߪ௫,ଵ < ௫,ఈߪ  ,1 = 1, ߬௫,ఈ < ∞, ߙ = 2; ݇തതതതത,  ;ݔ∀
         quasi optimal, when 	ߪ௫,ఈ = 1, ߙ = 1; ݇തതതതത, ߬௫,ଵ = ∞, 	߬௫,ఈ < ∞, ߙ = 2; ݇തതതതത, 	∀ݔ; 
         retractable, when  ߪ௫,ఈ < 1	, ,ݔ∀   ;ߙ
         pushed out, when  ߪ௫,ఈ = 1,		  ߬௫,ఈ < ∞		, ,ݔ∀  ;ߙ
         anti-optimal, when  ߪ௫,௞ < ௫,ఈߪ  ,1 = 1, ߙ = 1; ݇ − 1തതതതതതതതതത,   ;ݔ∀
         anti- quasi - optimal, when  ߪ௫,ఈ = 1, ߙ = 1; ݇തതതതത, ߬௫,௞ = ∞,  .ݔ∀

Let infinite (with countably many states) stochastic automaton ଶܶ(௫)(݈, 1; ,ߝ 0	) (ߟ ≤ ,ߝ ߟ ≤ 1, 0 ߝ≥ + ߟ	 ≤ 1, ݈ = 1,2, … )  with ܮ = ଵܮ ∪ = ଶܮ ሼ0, 1ାି , 2,ାି … , ݊ାି , … ሽ  internal states and two  ܨଶ = ሼ ଵ݂, ଶ݂ሽ actions, functioning in the ternary stationary random environment 	ܥ(ܽଵ, ;ଵݎ ܽଶ,  ଶ). Theݎ

automaton in the states of the area ܮଵ with numbers ݔ = ሼ. . . , −݊, . . . , −1, 0ᇱሽ performs action  ଵ݂,  in 

the states of the area ܮଶ  with numbers ݔ = ሼ0,1,2, … , ݊, … ሽ - action ଶ݂. For symmetry automaton 

the area ܮଵ and ܮଶ   we have implemented with the number 0. If this will cause misunderstanding, then 

the state 0 the area ܮଵ will be called  0ᇱ. 
We define algorithm  behavior of the infinite   stochastic automaton ଶܶ(௫)(݈, 1; ,ߝ  in the ternary (ߟ

stationary random environment ܥ(ܽଵ, ;ଵݎ ܽଶ, ݏ ଶ) as follows: when the signalݎ = +1 (win) states with  

the numbers ݔ = ݅  and ݔ = −݅  (݅ = 0,1,2, … )  respectively, goes into a states with the numbers ݔ = ݅ + 1  and ݔ = −(݅ + 1)  (݅ = 1,2, … ); when the signal ݏ = −1 (loss) state of with the 

numbers ݔ = ݅ and ݔ = −݅  (݅ = 1,2, … ) are moving to states with the numbers ݔ = ݅ − 1  and ݔ = −(݅ − 1)   respectively; the state with number ݔ = 0 goes over at any one state with number ݔ = −݅ , ݅ = 0ᇱ, 1,2, … , and the state with number ݔ = 0ᇱ at any one state with number ݔ = ݅ , ݅ = 0,1,2, … ; when the signal ݏ = 0  all states ݔ = ݅   (݅ = 0, 1ାି , 2ାି , … ) with probability 1 − ߝ  transitions between states are (ߟ with probability) ߝ are mapped into themselves, and with probability ߟ−

determined also as a signal when ݏ = ݏ )  1− = +1).  
Thus, the automaton ଶܶ(௫)(݈, 1; ,ߝ  ఈܮ can make jumps on one state of in the direction of the area (ߟ

with a probability ఈܲ = ఈ݌ + ݈) ఈ; on ݈ of stateݎߝ = 1,2, … ) deep into the area ܮఈ   with probability ܳఈ = ఈݍ + ఈ or stay at the same of states with probability ܴఈݎߟ = (1 − ߝ − ߙ  ,ఈݎ(ߟ = 1,2. Easy 
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to see  that a change the actions of  in one clock cycle of functioning of only possible from one state ݔ = 0	(0ᇱ).   
In the future we will mainly consider the behavior of the automaton in the area, marked by some action 

before replace it and the index  , for brevity ignore. 

Let ݑ௫,ௗ    the probability that infinite stochastic automaton ଶܶ(௫)(݈, 1; ,ߝ  at time ݀ for the first time  (ߟ

replace the action of ݂, lifting off from any state with number  ݔ area ܮ.  
Taking into account the tactics of behavior of the automaton ଶܶ(௫)(݈, 1; ,ߝ  in a stationary random (ߟ

environment ܥ(ܽଵ, ;ଵݎ ܽଶ, ௫,ௗାଵݑ	 ௫,ௗ will have the difference equationݑ ଶ), relative to probabilities ofݎ = ௫ିଵ,ௗݑܲ + ௫ା௟,ௗݑܳ + ,௫,ௗݑܴ ݔ = 1,2, …    ݀ = 0,1,2,…			, (1) 

where ܲ = ݌ + ܳ			,ݎߝ = ݍ + ܴ				,ݎߟ	 = (1 − ߝ − ܲ  ,ݎ(ߟ + ܳ + ܴ = 1 

and arising from the of the probabilistic of meaning ݑ௫,ௗ  boundary conditions 		ିݑଵ,଴ = 1, ௫,଴ݑ = 0 ݔ∀ ≥ 0.  (2) 

Then the respect to the derivative function probabilities  change action 

ܷ௫(ݖ) 	= ෍ݑ௫,ௗ	ݖௗஶ
ௗୀ଴ ,					 

from (1), (2) obtain the  boundary value problem ܷ௫(ݖ) = ௉௭ଵିோ௭ ܷ௫ିଵ(ݖ) + ொ௭ଵିோ௭ ܷ௫ା௟(ݖ), ݔ = 0,1,2, (3) 

ܷିଵ(ݖ) = 1. 

A solution of equation (3) is ܷ௫(ݖ) =  (4) ,(ݖ)௫ାଵߣ

where  (ݖ)ߣ   the roots of the characteristic equation 	ܳߣݖ௟ାଵ(ݖ) − (1 − (ݖ)ߣ(ݖܴ + ݖܲ = 0. (5) 

On roots of the equation (5) we have the following lemma,  evidence which is based on the Rouche 

theorem and take place in the same way as in [3]. 
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Lemma. 1. For |ݖ| 	< ݖ) 1 ≠ 0)all the roots of equation (5) is a simple; one root ߣଵ(ݖ)  is situated in  

unit circle ݇ଵ complex  ߣ  plane, others roots ݈  ߣ௝(ݖ),  ݆ = 2, ݈ + 1തതതതതതതതത - outside. 

2. For ܲ > ଵ(1)ߣ   :݈ܳ = |௝ାଵ(1)ߣ|  ,1 > 1,   	݆ = 1, ݈തതതത; 
    For ܲ = ଵ(1)ߣ   :݈ܳ = ଶ(1)ߣ = |௝ାଵ(1)ߣ|   ,1 > 1, 	݆ = 2, ݈തതതത;    
    For ܲ < ଵ(1)ߣ   :݈ܳ < ଶ(1)ߣ   ,1 = |௝ାଵ(1)ߣ|  ,1 > 1, 	݆ = 2, ݈തതതത.   
From the limited function |ܷ௫(ݖ)| ≤ 1,  based on the lemma and the boundary condition (3), have ܷ௫(ݖ) =  (6) .(ݖ)ଵ௫ାଵߣ

Since when ܲ ≥ ଵ(1)ߣ   ݈ܳ = 1, while  ܲ < |ଵ(1)ߣ|  ݈ܳ < 1, then  ߪ௫ = ܷ௫(1) = ൜ ܲ		ݐܽ																							,1 ≥ ଵ௫ାଵ(1)ߣ݈ܳ < ܲ			ݐܽ			,1 < ݈ܳ	. 
To calculate the of the mathematical expectation of time ߬௫ , which automaton spends in the area   ܮ 

before change the  action ݂, multiply the (1) on ݀ + 1 and sum over all ݀ = 0,1,2,…  As a result for 

of define the ߬௫ obtain the equation  ߬௫ = ௉ொା௉ ߬௫ିଵ + ொொା௉ ߬௫ା௟ + ଵொା௉ ,   ߬ିଵ = ݔ  ,0 = ሼ0,1,2, . . . ሽ . (7) 

When  ܲ > ݈ܳ  equation (7) has a solution ߬௫ = ௫ାଵ௉ି௟ொ . (8) 

Be noted that when ܲ = ݈ܳ  ߬௫ = ∞. In the case of  ܲ < ௫ߪ    ݈ܳ < 1  and  ߬௫ = ∞  [4]. 

Thus, the following theorem holds.  

Theorem1. Statistical characteristics for infinite stochastic automaton ଶܶ(௫)(݈, 1; ,ߝ  in the ternary  (ߟ

stationary random environment ܥ(ܽଵ, ;ଵݎ ܽଶ,  :ଶ) defined by the formulasݎ

at   ఈܲ > ݈ܳఈ:   ߪ௫,ఈ = 1,   ߬௫,ఈ = |௫|ାଵ௉ഀ ି௟ொഀ;  

at  ఈܲ = ݈ܳఈ:   ߪ௫,ఈ = 1,    ߬௫,ఈ = ∞;   

at  ఈܲ < ݈ܳఈ:   ߪ௫,ఈ = ଵ|௫|ାଵ(1),   ߬௫,ఈߣ = ߙ)   ∞ = 1,2).  
Note that the condition ఈܲ < ݈ܳఈ  equivalent to the condition  

ܽఈ > 1 − ݈ + ሾ(1 − ݈(ߟ2 − (1 − ఈ݈ݎሿ(ߝ2 + 1 , ߙ = 1,2 
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and the results obtained makes it possible to  make the following statement for classification depending 

on the values of the quantity   ሾ(1 − ݈(ߟ2 − (1 − ଵݎ)ሿ(ߝ2 −  .(ଶݎ
Theorem. The behavior of infinite stochastic  automaton ଶܶ(௫)(݈, 1; ,ߝ  in the ternary  (ߟ

stationary random environment ܥ(ܽଵ, ;ଵݎ ܽଶ,   :ଶ)  isݎ

 1)  if   ሾ(1 − ݈(ߟ2 − (1 − ଵݎ)ሿ(ߝ2 − (ଶݎ < 0,   then    

at ܽଵ ≤ ଵି௟ାሾ(ଵିଶఎ)௟ି(ଵିଶఌ)ሿ௥భ௟ାଵ , ܽଶ > ଵି௟ାሾ(ଵିଶఎ)௟ି(ଵିଶఌ)ሿ௥మ௟ାଵ −  optimal: ߪ௫,ଵ = ௫,ଶߪ 	,1 < 1,      ߬௫,ଵ = |௫|ାଵ௉భି௟ொభ,	  ߬௫,ଶ = ∞ ;   

 

 at    ܽଵ < ଵି௟ାሾ(ଵିଶఎ)௟ି(ଵିଶఌ)ሿ௥భ௟ାଵ ,  ܽଶ > ଵି௟ାሾ(ଵିଶఎ)௟ି(ଵିଶఌ)ሿ௥మ௟ାଵ − strictly optimal: ߪ௫,ଵ = ௫,ଶߪ    ,1 < 1,    ߬௫,ଵ = |௫|ାଵ௉భି௟ொభ < ∞,   ߬௫,ଶ = ∞ ; 

 

 at ܽଵ > ଵି௟ାሾ(ଵିଶఎ)௟ି(ଵିଶఌ)ሿ௥భ௟ାଵ , ܽଶ ≤ ଵି௟ାሾ(ଵିଶఎ)௟ି(ଵିଶఌ)ሿ௥మ௟ାଵ −  optimal or anti optimal: ߪ௫,ଵ = ଵ|௫|ାଵ(1)ߣ < ௫,ଶߪ			,1 = 1,			߬௫,ଵ = ∞, 				߬௫,ଶ = ௫ାଵ௉మି௟ொమ ; 
 

  at ܽଵ = ଵି௟ାሾ(ଵିଶఎ)௟ି(ଵିଶఌ)ሿ௥భ௟ାଵ , ܽଶ < ଵି௟ାሾ(ଵିଶఎ)௟ି(ଵିଶఌ)ሿ௥మ௟ାଵ −  quasi optimal or anti quasi-

optimal:  ߪ௫,ఈ = ߙ			,1 = 1,2,  ߬௫,ଵ = ∞,	   ߬௫,ଶ = ௫ାଵ௉మି௟ொమ < ∞ ;   

 

at ܽఈ > ଵି௟ାሾ(ଵିଶఎ)௟ି(ଵିଶఌ)ሿ௥ഀ௟ାଵ −  retractable: 

௫,ఈߪ = ቀ௉ഀொഀቁ|௫|ାଵ < 1	, ߬௫,ఈ = ߙ ,∞ = 1,2;   
 

at  ܽఈ < ଵି௟ାሾ(ଵିଶఎ)௟ି(ଵିଶఌ)ሿ௥ഀ௟ାଵ −	  pushed out:  ߪ௫,ఈ = 1, ߬௫,ఈ = |௫|ାଵ௉ഀ ି௟ொഀ < ߙ  	,∞ = 1,2;  
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2)  if  ሾ(1 − ݈(ߟ2 − (1 − ଵݎ)ሿ(ߝ2 − (ଶݎ ≥ 0, then   

at ܽଵ > ଵି௟ାሾ(ଵିଶఎ)௟ି(ଵିଶఌ)ሿ௥భ௟ାଵ ,  ܽଶ ≤ ଵି௟ାሾ(ଵିଶఎ)௟ି(ଵିଶఌ)ሿ௥మ௟ାଵ 	− optimal: ߪ௫,ଵ = ଵ|௫|ାଵ(1)ߣ < 1, ௫,ଶߪ	 = 1, ߬௫,ଵ = ∞,	 ߬௫,ଶ = ௫ାଵ௉మି௟ொమ ; 
 

        at  ܽଵ > ଵି௟ାሾ(ଵିଶఎ)௟ି(ଵିଶఌ)ሿ௥భ௟ାଵ ,  ܽଶ < ଵି௟ାሾ(ଵିଶఎ)௟ି(ଵିଶఌ)ሿ௥మ௟ାଵ 	− strictly  optimal: ߪ௫,ଵ = ଵ|௫|ାଵ(1)ߣ < ௫,ଶߪ   		,1 = 1,  ߬௫,ଵ = ∞,	  ߬௫,ଶ = ௫ାଵ௉మି௟ொమ < ∞ ; 

 

         at   ܽଵ = ଵି௟ାሾ(ଵିଶఎ)௟ି(ଵିଶఌ)ሿ௥భ௟ାଵ ,  ܽଶ < ଵି௟ାሾ(ଵିଶఎ)௟ି(ଵିଶఌ)ሿ௥మ௟ାଵ 	−  quasi optimal: ߪ௫,ఈ = ߙ		                 	,1 = 1,2,				߬௫,ଵ = ∞,	   ߬௫,ଶ = ௫ାଵ௉మି௟ொమ < ∞ ; 

 

         at  ܽఈ > ଵି௟ାሾ(ଵିଶఎ)௟ି(ଵିଶఌ)ሿ௥ഀ௟ାଵ −	retractable: ߪ௫,ఈ = ଵ|௫|ାଵ(1)ߣ < 1	, ߬௫,ఈ = ߙ  ,∞ = 1,2; 
 

         at   ܽఈ < ଵି௟ାሾ(ଵିଶఎ)௟ି(ଵିଶఌ)ሿ௥ഀ௟ାଵ − pushed out: ߪ௫,ఈ = 1,			߬௫,ఈ = |௫|ାଵ௉ഀ ି௟ொഀ < ߙ 		,∞ = 1,2.	   
From these formulas see that in the case of ఈܲ < ݈ܳఈ probability ߪ௫,ఈ action change 	 ఈ݂ is a function 

of the smallest root of the characteristic equation (5)  for  ݖ = 1.  

The decomposition of the generating function obtained by the method of the Newton-Puiseux diagrams 

(at starting of the automaton ݔ = 			0  and  at  ఈܲ < ݈ܳఈ)  allows approximately calculate the 

probability of   ߪ଴,ఈ action change  [5].  

This expansion in this case is as follows: 

ܷ଴(ݖ) = ఈܲ1ݖ − ܴఈݖ + ܳఈ1ݖ − ܴఈݖ ൬ ఈܲ1ݖ − ܴఈݖ൰௟ାଵ + (݈ + 1) ൬ ܳఈ1ݖ − ܴఈݖ൰ଶ ൬ ఈܲ1ݖ − ܴఈݖ൰ଶ௟ାଵ 	+ 

+(݈ + 1)(3݈ + 2)2 ൬ ܳఈ1ݖ − ܴఈݖ൰ଷ ൬ ఈܲ1ݖ − ܴఈݖ൰ଷ௟ାଵ + ⋯ 

(9) 

and   ߪ଴,ఈ = ܷ଴(1). 
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With the help  of this expansion can be carried out approximate computations of the ߪ଴,ఈ at   ݈ ≥ 3. 

In the particular case, at  	݈ = ଴,ఈߪ  :1 = ௉ഀொഀ,  and when  ݈ = ଴,ఈߪ  :2 = ටଵାସುഀೂഀିଵଶ . 

Observe, that the expansion (9) allows obtain an approximate value of the probability ଶܶ(௫)(݈, 1; ,ߝ   (ߟ
action changing of the automaton  in case of when  the initial state automata is     ݔ = 0. 
In the general case, for an approximate calculation  ߪ௫,ఈ  and  ߬௫,ఈ,  for any starting state of  ݔ ≥ 0 of 

the automaton, can be used a numerical algorithm, built on the basis of the expansion of the function 

generating ܷ଴(ݖ) [5].  

On the basis of (9) we introduce the following parameters 

ߦ = ඥܳܲ௟೗శభ ߠ    , = ටொ௉೗శభ
 

and consider the function   ੍௫(ݖ) =  .(ݖ)௫ାଵܷ௫ߠ	
Multiplying (3) by  ߠ௫ାଵ with respect to ੍௫(ݖ) we obtain the following boundary value problem: 

੍௫(ݖ) = 1ݖߦ − (ݖ)௫ିଵ੍ݖܴ + 1ݖߦ − (ݖ)ଵି੍ ,(ݖ)௫ା௟੍ݖܴ = 1. 

(10)

From (10) it follows that 

੍௫(ݖ) = ෍෍ߦ௝	ܴௗି௝	ܣ௫(ௗି௝)(݀)		ݖௗ,ௗ
௝ୀଵ

ஶ
ௗୀ଴ 	 

where the magnitudes 	ܣ௫(ௗି௝)(݀)  require the determination. Then  

ܷ௫(ݖ) = (௫ାଵ)ିߠ 	෍෍ߦ௝	ܴௗି௝	ܣ௫(ௗି௝)(݀)		ݖௗ,ௗ
௝ୀଵ

ஶ
ௗୀ଴  

௫,ௗݑ = ௝ߦ෍(௫ାଵ)ିߠ ܴௗି௝ (݀)௫(ௗି௝)ܣ ௗௗݖ
௝ୀଵ . (11)
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From (1), taking into account (11), with respect to the quantities 	ܣ௫(ௗି௝)(݀)  obtain the 

equations:  ܣ௫(ௗି௝)(݀) = ݀)௫ିଵ(ௗି௝)ܣ − 1) + ݀)௫ା௟(ௗି௝)ܣ − 1) + ݀)௫(ௗି௝ିଵ)ܣ − ݔ ,(1 ≥ 0, ݆ = 0,1,2, . . ݀, 
݀)௫(ିଵ)ܣ  − 1) = ௫ିଵ(ௗ)ܣ (݀) = ௫ା௟(ௗ)ܣ (݀) = 0, 

ଵ(଴)(0)ିܣ  = ଵ(௝)(0)ିܣ			,1 = 0,			݆ = 1, . . , ݀, ௫(௝)(0)ܣ			 = ݔ∀			0 ≥ 0, ݆ = 0,1, . . , ݀. 
 

To find quantities 	ܣ௫(ௗି௝)(݀)  is necessary to determine the number of paths when the automaton with 

a starting state  ݔ ≥ 0  change action (Fig. 1).  

If for some ݀ (݀ = 1,2, … ݔ  ( − ݀ ≥ 0 condition is not satisfied, then this means that the  automaton 

can at the ݀-th  action change operation. Since automaton ଶܶ(௫)(݈, 1; ,ߝ  makes one state transition (ߟ

in the direction of the area, then such a state is only one state ݔ = −1.  

 

 

 

Fig.1. Graf of transition of the automaton ଶܶ(௫)(݈, 1; ,ߝ ݔ in the area of the states provided (ߟ − ݀ ≥ 0. 
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Let  ܰ(݀) the maximum number of possible states of ݀-tier, and by ܪ(ௗି௝)(ݔ, ݅, ݀)- the number of 

paths that lead from state automaton with the number ݔ in the ݅- th state of the ݀- tier at  ݀ − ݆ 
stopovers.  

Easy notice that the ܰ(݀) = ݔ + ݈݀ and for determining ܪ(ௗି௝)(ݔ, ݅, ݀)  have the following recursive 

relation:  ܪ(ௗି௝)(ݔ, ܰ(݀) − ݅, ݀) = = ,ݔ)(ௗି௝)ܪ ܰ(݀ − 1) + ݈ + 1 − ݅, ݀ − 1)	μ(ܰ(݀ − 1) + ݈ + 1 − ݅) ,ݔ)(ௗି௝)ܪ+ + ܰ(݀ − 1) − ݅, ݀ − 1)	μ(ܰ(݀ − 1) − ݅) ,ݔ)(ௗି௝)ܪ+ + ܰ(݀ − 1) + ݈ − ݅, ݀ − 1)			μ(ܰ(݀ − 1) + ݈ − ,ݔ)(ௗି௝)ܪ ,(݅ ܰ(݀), ݀) = ൜1,					݆ = ݀	0,			݆ ≠ ݀ ,ݔ)(ௗି௝)ܪ           , ݔ − 1,1) = ൜1,					݆ = ݀	0,			݆ ≠ ݀ , 

,ݔ)(ௗି௝)ܪ ,ݔ 1) = ൜1,					݆ = ݀ − 1	0,			݆ ≠ ݀ − 1 ,ݔ)(ௗି௝)ܪ   , ݅, 1) = 0				,							∀		݅ ≠ ݔ			,ݔ − 1, ݔ + ݈, 
,ݔ)(ଵି)ܪ ݅, ݀) = 0		,			∀		݅, ݀, ܰ(݀) = ݔ + ݈݀. ݆ = 1,2, … , ݀,			݅ = 1,2, … , ݔ + ݈݀,				μ(ݔ) = ቄ	1,				ݔ ≥ ݔ			,0	0 < 0 ; 

 

Then   ܣ௫(ௗି௝)(݀) = ,ݔ)(ௗି௝)ܪ −1, ݀)  and finally will have:  

௫ߪ = ,ݔ)(ௗି௝)ܪ		ܴௗି௝	௝ߦ෍෍(௫ାଵ)ିߠ −1, ݀),ௗ
௝ୀଵ

ஶ
ௗୀ଴  

 

߬௫ = ,ݔ)(ௗି௝)ܪ	ܴௗି௝	௝ߦ		෍෍݀(௫ାଵ)ିߠ −1, ݀).ௗ
௝ୀଵ

ஶ
ௗୀ଴  

 

It should be noted that on the fruitfulness of the of the method of diagrams Newton-Puisaye, both for 

the constructing numerical algorithms, and for the direct calculation of the statistical characteristics of 

the behavior of infinite automata, was first pointed out in [3]. 
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Conclusion 

Thus, the possible behavior of infinite stochastic automaton ଶܶ(௫)(݈, 1; ,ߝ  in the ternary stationary (ߟ

random environment	ܥ(ܽଵ, ;ଵݎ ܽଶ,  ଶ), is completely determined by the statistical characteristics ofݎ

behavior ߪ௫,ఈ of the automaton and  ߬௫,ఈ, ߙ = 1,2. 
The decomposition of the generating function, obtained by the method of the Newton - Puiseux 

diagrams (when the starting state of the automaton ݔ = 0) allows calculate the probability of 

approximately by ߪ଴,ఈ change action. The number of terms in the expansion (9) depends not only on 

the environmental parameters, but also a on a parameter ݈, and of the degree of accuracy. In the 

general case, numerical algorithm allows with sufficient accuracy to calculate  ߪ௫,ఈ   and   ߬௫,ఈ  for any 

starting state the automaton  ݔ ∈ ሼ0,1,2, … ሽ.  
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